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Abstract

Heterogeneous agent-based models (HABMs) can simu-
late the dynamics of multiple types of entities and their
interactions on contact networks. In recent years, they
have gathered great interest and are widely applied in
multiple fields, such as personalized recommendations,
publication ranking, and epidemic modeling. Neverthe-
less, conventional HABMs on graphs can only capture
pair-wise interactions between agents but fail to capture
the more complex dynamics of group interactions (e.g.,
multiple people in the same location simultaneously),
consequently leading to suboptimal performance. To
address this, we propose using hypergraphs to capture
such group interactions better and extend the current
graph-based HABMs to hypergraphs. Specifically, we
use MRSA (Methicillin-resistant Staphylococcus aureus,
a kind of infectious disease acquired by patients during
treatment at healthcare facilities) spread in the Uni-
versity of Virginia hospital as an example to showcase
how we extend an existing graph-based HABM,Graph-

HeterSIS, to a hypergraph-based HABM (H2ABM),
Hypergraph-HeterSIS. We show how the hyper-
graphs can capture the structural di↵erence between
contacts before and during the first wave of COVID-19
outbreak in Virginia better than graphs. Our experi-
ments show that H2ABM better captures the underlying
group interactions and better fits and forecasts MRSA
cases.
Keywords: Heterogeneous agent-based models, Hy-
pergraphs, Modeling, Forecasting

1 Introduction

A Heterogeneous Agent-based Model (HABM) is a
computational model used to simulate the actions and
interactions of multiple types of entities [9,10,13,16,20].
They are “heterogeneous” since they explicitly account
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for di↵erences in characteristics, behaviors, or decision-
making rules among di↵erent kinds of entities. For ex-
ample, a HABM to model Healthcare-associated infec-
tions (HAI, infections acquired by patients during treat-
ment at healthcare facilities such as hospitals and nurs-
ing homes [12,19,23]) may model the actions of patients,
healthcare workers, locations as well as their interac-
tions [17]. In recent years, HABMs have gathered great
interest with applications in personalized recommenda-
tion [15], publication ranking [28], and drug design [31].

Current HABMs usually use graphs to capture the
interactions between entities. However, graphs can only
represent pair-wise interactions, while in the real world,
many interactions are in groups. For example, as shown
in Figure 1(a), only vertices v1 and v2 are at location
L1 from t = 10 to t = 15. However in Figure 1(b),
the graph can only break the co-locations between v1,
v2, and L1 as 3 pair-wise interactions (edges between v1

and v2, v1 and L1, v2 and L1). Additionally, one cannot
determine if v2 interacted with both v1 and v3 together
or with each of them separately from the graph. This
makes the graphs less preferable in capturing complex
dynamics of group interactions.

In this work, we propose to use hypergraphs to
better capture such group interactions. As shown in
Figure 1(c), the interactions between v1, v2, and L1 from
t = 10 to t = 15 can be easily represented by the yellow
hyperedge. Similarly, the interactions between v1, v2,
v3, and L1 from t = 15 to t = 30 can also be represented
by the green hyperedge. From these two hyperedges,
one can easily determine that v2 interacted with v1 and
v3 together once and interacted with only v1 once. This
shows that hypergraphs can capture the more complex
group interactions more e↵ectively. We also provide a
more detailed explanation for this example in Section 4.

However, switching from graphs to hypergraphs also
requires us to extend the HABMs to hypergraphs. This
is non-trivial since the dynamics of group interactions
cannot simply be considered as the linear combination
of each pair-wise interaction. In this work, we use
MRSA (Methicillin-resistant Staphylococcus aureus, a
kind of HAI) spread at the University of Virginia
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Trace Data

(a) Example trace data

(b) Graph generated from example trace data (c) Hypergraph generated from example trace data

Nodes: !!, !", !#
Locations: "!, ""
Hyperedges:• Node !! is at location "! from # = 0 to # = 30

• Node !" is at location "! from # = 10 to # = 30
• Node !# is at location "" from # = 0 to # = 15
• Node !# is at location "! from # = 15 to # = 30

Figure 1: Example of graph and hypergraph generated from trace data to capture the interactions of vertices and locations.
(a) An example trace data of vertices. It traces the location (L1 and L2) of each vertex (v1 to v3) for every timestep t.
(b) The graph generated from example trace data in (a). Dots and squares represent vertices and locations, respectively.
An edge between two entities represents the pair-wise relation between them. For example, only v1 and v2 are at the same
location L1 from t = 10 to t = 15. Therefore, there is an edge between v1 and v2. (c) The hypergraph generated from
example trace data in (a). Each colored circle corresponds to a hyperedge, which represents a group interaction between
the vertices and locations inside it. For example, only v1 and v2 are at the same location L1 from t = 10 to t = 15,
therefore there is a hyperedge (yellow one) among v1, v2, and L1.

hospital and a widely-used graph-based HABM for
HAI modeling, Graph-HeterSIS model [17], as an
example to showcase how we can easily extend from
a graph-based HABM to a Hypergraph-based HABM
(H2ABM). We refer to this H2ABM as Hypergraph-

HeterSIS model in later sections.
Our main contributions are summarized below.

1. We use the widely-used Graph-HeterSIS model
as a simple example to show how we can extend
from a graph-based HABM to a hypergraph-based
HABM (H2ABM) and propose the Hypergraph-

HeterSIS model which incorporates group level
nonlinear load discounting.

2. We show that hypergraphs can capture the struc-
tural di↵erence better than graphs can. Specifi-
cally, we analyze the contact networks in the Uni-
versity of Virginia (UVA) hospital before and dur-
ing the first wave of COVID-19 outbreak in Vir-
ginia and show that hypergraphs are more e↵ective
in capturing structural di↵erences between the two
contact networks than graphs.

3. We also show that the Hypergraph-HeterSIS

leads to better fitting and forecasting of MRSA
cases in the UVA hospital thanGraph-HeterSIS.
It also provides good interpretability of the MRSA
outbreak in UVA hospital.

The rest of the paper is organized in the following

way: Section 2 discusses the related works. In Section 3,
we introduce the Graph-HeterSIS model. In Section
4, we motivate the need for hypergraphs for HABMs,
introduce Hypergraph-HeterSIS model and demon-
strate its additional expressivity to Graph-HeterSIS

due to nonlinear load discounting. In section 5, we eval-
uate the performance of Hypergraph-HeterSIS and
Graph-HeterSIS model on UVA hospital networks
and data. We then discuss future work and conclude
in Section 6.

2 Related work

Heterogeneous ABMs. HABMs have been widely
used to study many application problems, such as
personalized recommendation [15], publication rank-
ing [28], drug design [31], and infectious disease model-
ing [17]. One of the most important applications among
them is for HAI modeling [1,17,20]. Since both people
(e.g., patients or healthcare workers (HCWs)) and con-
taminated surfaces can spread pathogens [3, 27], their
dynamics can be significantly di↵erent (e.g., patients
or HCWs can move in hospital, while locations cannot
move), making it less suitable for conventional homoge-
neous ABMs.
Hypergraphs. Hypergraphs have been used for many
applications, such as rumor detection [18], business
modeling [4], recommendation system design [29], and
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Table 1: List of notations

Notation Description

↵ Pathogen shedding rate
� Disease infectivity
� Recovery probability
⌧ijt Pathogen transfer ratio from node j to node i

at time t (Graph-HeterSIS model only)
⌥ijt Pathogen transfer ratio from node j to node i

at time t (Hypergraph-HeterSIS model only)
lt Pathogen load vector at time t sized N ⇥ 1
xt Infection state vector at time t sized P ⇥ 1
At Adjacency matrix at time t sized N ⇥N

Rt Pathogen transfer matrix at time t sized N ⇥N

Ht Hypergraph matrix at time t sized Mt ⇥N

(Hypergraph-HeterSIS model only)
Mt Number of hyperedges
g(·) Nonlinear discounting load accumulation function

(Hypergraph-HeterSIS model only)
P Total number of patients
H Total number of healthcare workers (HCWs)
L Total number of locations
N Total number of entities (P +H + L)

financial transactions [11]. Recently, hypergraphs have
been used for infectious disease modeling, most notably
for COVID-19 [14]. However, in their work, they assume
that every vertex is of the same type (i.e., the model is
homogeneous). To the best of our knowledge, we are
the first to use hypergraphs for heterogeneous ABMs.

3 Preliminaries

In this section, we will introduce a widely-used graph-
based HABM, for HAIs, Graph-HeterSIS.

3.1 Graph-HeterSIS Graph-HeterSIS is a het-
erogeneous agent-based load-sharing SIS model over a
graph [17]. It has been widely used to model HAIs such
as MRSA in hospital settings. There are three di↵erent
types of entities, each with di↵erent behaviors: Patients
are mobile, can accumulate, transmit and get infected
by pathogen; Healthcare Workers (HCWs) are mobile,
can accumulate and transmit pathogen but cannot get
infected; Locations cannot move but can accumulate
and share pathogen.

Graph-HeterSIS is described in Algorithm 1. A
vertex i can be either susceptible (xt(i) = 0) or infected
(xt(i) = 1). In addition, the model keeps track of
pathogen loads on all people and locations using a load
vector lt at each timestep t. Using the adjacency matrix
At (At(i, j) = 1 vertex if i and j interacted at time t

and At(i, j) = 0 otherwise) and the load transfer ratios
⌧ijt (⌧ijt represents the ratio of loads transferred from
vertex j to vertex i at time t), we can compute the
pathogen transfer matrix Rt and write the pathogen
load updates as a linear operation as seen in line 4
in Algorithm 1 (note that the column-sums of Rt are

restricted to be less than or equal to 1, which implies
that the total amount of pathogen cannot increase after
transfer (i.e., kRtltk1  kltk1)). The probability that
a patient i gets infected from susceptible is a dose-
response function proportional to lt(i), as shown in line
7 in Algorithm 1 with � as the disease infectivity. Once
infected, the patient i sheds ↵ additional pathogen per
timestep to his own load, which can later be transferred
to neighbors (both people and locations) via edges;
this shedding continues until the patient recovers with
recovery probability �. We list the notations in Table 1.

3.2 Hypergraphs Hypergraphs are generalizations
of graphs, where each hyperedge can include any num-
ber of vertices [30]. Compared with the edges of a graph
that can only connect exactly two vertices, hyperedges
are more flexible in capturing complex, multiple-entity
relations in addition to the pairwise relations.

4 Hypergraph-HeterSIS model

In this section, we motivate the need for hyper-
graphs in modelling HAIs and subsequently introduce
Hypergraph-HeterSIS. We then showcase the ad-
ditional expressivity of Hypergraph-HeterSIS com-
pared to Graph-HeterSIS due to the presence of non-
linearity.

4.1 Hypergraph formulation Given a set of N

vertices V = {v1, v2, . . . vN} that interact with each
other (kV k = N) at each timestep t, we use a incidence
matrixHt to represent the interactions between vertices
at time t (i.e., for T timesteps, we have H1, H2, · · · ,
HT , and we use the same vertex set V for all Ht). The
dimension of hypergraph matrix Ht is Mt ⇥ N , where
Mt is the number of hyperedges at time t. Each row
in Ht is a separate hyperedge h, and nonzero entries
indicate membership of the respective vertices. For
example, for the hypergraph shown in Figure 1(c), the
yellow hyperedge between v1, v2 and L1 can be written
as [1, 1, 0, 1, 0], where the five elements correspond to v1,
v2, v3, L1, and L2 respectively.

4.2 Limitations of graph-based HABMs Al-
though graph-based HABMs can capture the pair-wise
interactions between entities well, they are less suit-
able to model complex group interactions. This is be-
cause they can only break group interactions into multi-
ple pair-wise interactions (e.g., breaking an interaction
among three people to 3 pair-wise edges between each
of two), which is computationally expensive (since it
needs n2 pair-wise edges to capture a group interaction
between n people). Meanwhile, graph-based HABMs
are also less suitable for many real-world applications.
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For example, for MRSA spread and Graph-HeterSIS

model, indirect spread pathways (e.g., patient-HCW-
patient) also play a significant role in the MRSA spread,
as suggested by clinical studies [22]. However, although
Graph-HeterSIS model can capture the pair-wise in-
teractions well (e.g., from HCW to patients), they still
struggle to model such indirect spread pathways.

Algorithm 1: Graph-HeterSIS model pro-
cedure
1 Inputs: ↵,�, �, {At}Tt=1, {⌧ijt}i,j,t

/* Compute pathogen transfer matrix */

2 Compute Rt(i, j) =

(
⌧ijtAt(i, j) if i 6= j

⌧ijt if i = j

3 for t = 1, ..., T do
/* Add loads for each node */

4 Update loads lt+1 = Rtlt + ↵xt

/* Calculate next state for patients */

5 for each patient i do
6 if i is susceptible at time t (i.e.,

xt(i) = 0) then
7 i gets infected (i.e. xt+1(i) = 1 with

probability min{1, �lt(i)}
8 else
9 i gets susceptible (i.e. xt+1(i) = 0

with prob. �

4.3 Why Hypergraph-HeterSIS model To over-
come these limitations, we propose to use a hypergraph-
based HABM. Here is an example to illustrate why hy-
pergraphs can better capture complex group interac-
tions compared to graphs. Consider an example trace
data with 3 people (v1, v2, v3) and 2 locations (L1, L2)
as shown in Figure 1(a). In this example, the vertices
are V = {v1, v2, v3, L1, L2}. For the hypergraph repre-
sentation, vertices v1 and v2 are at location L1 between
t = 10 to t = 15, which can be represented by the hyper-
edge in yellow. Instead, for the graph representation, we
can only connect vertices v1, v2, and L1 as a 3-clique.
Here, if we focus on vertex v2, we can clearly see from
the hypergraph that v2 has interacted with both v1 and
(v1, v3) at location L1 across di↵erent times. However,
from the graph representation, we cannot determine if
v2 interacted with both v1 and v3 together or with each
of them separately. This example clearly indicates that
hypergraphs are more suitable in capturing the group
interactions than graphs.

Although people can also use more fine-grained
graphs with much smaller intervals between each
timestep, the computational cost also increases signifi-
cantly, which makes this approach less applicable. Con-

sequently, this motivates us to extend the graph-based
HABMs to hypergraph-based HABMs. Next, we will
extend Graph-HeterSIS introduced in Section 3 to
utilize hypergraphs in Hypergraph-HeterSIS.

4.4 Overview of Hypergraph-HeterSIS model
Intuitively, the Graph-HeterSIS shown in Algo-
rithm 1 contains two steps: (i) accumulate pathogen
load from both contacts and/or self-shedding and (ii)
stochastically transitioning patients between the sus-
ceptible and infected states. Specifically, we do not
seek to drastically change Graph-HeterSIS but only
modify it to include group interactions. Therefore, in
Hypergraph-HeterSIS, we seek to maintain these
two steps, but only change how we accumulate load,
keeping the state transition procedure exactly the same
as before.

Instead of modeling the pathogen load spread using
pairwise interactions, we aggregate load across all the
group interactions for each vertex using the hypergraph
matrix Ht at time t. After we aggregate loads within
each hyperedge, we discount the accumulated load by
a nonlinear yet invertible function g(·) to simulate the
lost load between various interactions, which has the
same size as lt. Intuitively, this makes sense since if a
person moves from one location to another, some load
is inevitably shed. Once we have discounted the load
obtained by each vertex from each group interaction,
we sum up the total load obtained across every group
interaction to obtain the updated pathogen load vector.
Then, we stochastically state transit patient states like
Graph-HeterSIS model. We provide more details for
Hypergraph-HeterSIS in Supplementary Materials.

4.5 Design A concise summary of the notation can
also be seen in Table 1 and the detailed procedure can be
seen in Algorithm 2. Specifically, we first calculate the
pathogen transfer matrices at each time step based on
the various transfer ratios ⌥ijt and their corresponding
adjacency matrices. Then at each timestep, we sum up
the loads transfered via each hyperedge together using
the matrix operations, and update the pathogen load
in line 4 of Algorithm 2. Specifically, Next, patients
stochastically undergo state transitions (susceptible to
infected or infected to susceptible) respectively.

4.6 Expressivity of Hypergraph-HeterSIS
model In this section, we will elaborate on how
Hypergraph-HeterSIS model is more expressive
than Graph-HeterSIS model and why g(·) is nec-
essary. Recall that ⌧ijt and ⌥ijt represent the load
transfer ratio from vertex j to i at time t for Graph-

HeterSIS and Hypergraph-HeterSIS, respectively.

Copyright © 2024 by SIAM
Unauthorized reproduction of this article is prohibited283

D
ow

nl
oa

de
d 

04
/1

9/
24

 to
 1

43
.2

15
.1

6.
10

2 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



Further assume mijt to be the number of hyperedges
that vertex i and j colocate in at time t.

Algorithm 2: Hypergraph-HeterSIS

model procedure

1 Inputs: ↵,�, �, {Ht}Tt=1, {⌥ijt}i,j,t
/* Compute pathogen transfer matrix */

2 Compute ⌥t(i, j) =

(
⌥ijtAt(i, j) if i 6= j

⌥ijt if i = j

3 for t = 1, ..., T do
/* Add loads from each hyperedge */

4 lt+1 = ↵xt + ⌃MtHt · g(⌃N (Ht � lt ⌦⌥t))
/* Calculate next state for patients */

5 for each patient i do
6 if i is susceptible at time t (i.e.,

xt(i) = 0) then
7 i gets infected (i.e. xt+1(i) = 1 with

probability min{1, �lt(i)}
8 else
9 i gets susceptible (i.e. xt+1(i) = 0

with prob. �

Theorem 4.1. (Linear Equivalence) If g(·) is lin-
ear, Graph-HeterSIS and Hypergraph-HeterSIS

are equivalent if and only if 8 i, j 2 V , ⌥ijt / ⌧ijt
mijt

.

Proof. Assume that pathogen loads are equal for both
Graph-HeterSIS and Hypergraph-HeterSIS at
time t. Then, inductively solve for parameters (⌧ and
g(·)) needed to make pathogen loads at time t+1 equal.
Note that all the information necessary to make the
two models equivalent is known statically i.e., without
knowing the state of the system and only relying on
external information. This is because, even though xt

and lt are unknown, if we know ⌧ijt and mijt, we can
reweight the Hypergraph-HeterSIS (and vice versa)
to make ⌥ijt identical to the Graph-HeterSIS.

Theorem 4.2. (Nonlinear Equivalence) If g(·) is
nonlinear, then Graph-HeterSIS and Hypergraph-

HeterSIS are equivalent if and only if g(·) is invertible
and 8i, j 2 V ⌥ijt = g

�1( ⌧ijtlt(j)mijt
) / lt(j).

Proof. Assume that pathogen loads are equal for both
Graph-HeterSIS and Hypergraph-HeterSIS at
time t. Although we know ⌧ijt, mijt and g

�1(·)
statically, we do not know lt(j) until we run our
simulation. As this information is hidden, we cannot
reweight Hypergraph-HeterSIS to be equivalent to
Graph-HeterSIS and vice versa. It is easy to see that
this is because of g�1(·), which prevents cancellation of
lt.

To summarize, if g is linear, we can map
Hypergraph-HeterSIS model to Graph-HeterSIS

model directly with a transformation of the pathogen
transfer ratios. However, if g(·) is nonlinear, we cannot.
This shows that the nonlinearity of g(·) is what allows
Hypergraph-HeterSIS model to be more expressive
than Graph-HeterSIS model. In this work, we use
the tanh(·) function as the nonlinear function g(·).

5 Empirical studies

In this section, we answer the following research ques-
tions:

• Question 1: Can hypergraphs better capture the
di↵erences of structural patterns of group interac-
tions better than graphs in a real-world, clinical
hospital setting?

• Question 2: Can Hypergraph-HeterSIS bet-
ter fit the number of MRSA cases (i.e., better cali-
bration) in UVA hospital than Graph-HeterSIS?

• Question 3: After calibration, can Hypergraph-

HeterSIS better forecast the number of MRSA
cases in UVA hospital than Graph-HeterSIS?

• Question 4: Can Hypergraph-HeterSIS pro-
vide a good interpretation to help explain MRSA
cases in UVA hospital?

5.1 Setup

5.1.1 Dataset We evaluate the performance of
graphs and hypergraphs on the UVA dataset. It con-
tains a large suite of clinical metadata from the Epic-
based SQL database at the University of Virginia (UVA)
hospital and the weekly number of MRSA cases in the
hospital. From the dataset, we construct the graphs
and hypergraphs for two time periods, one representing
28 weeks before COVID-19 (Jun 18, 2019, to Dec 31,
2019), referred as the UVA-Precovid time period, and
another representing 28 weeks since the pandemic (Jun
18, 2020, to Dec 31, 2020), referred as the UVA-Covid

time period. The interactions are derived from Elec-
tronic Healthcare Records (EHRs), which record the
time and location of interactions between patients and
HCWs. We run experiments on UVA’s Rivanna server,
which has 595 vertices with over 22598 cores and 8 PB
of RAM. On each dataset, we run 100 simulation runs
and report the average to evaluate the performance of
graphs and hypergraphs. The basic statistics of two
time periods are listed in Table 2. We release our code
at https://github.com/AdityaLab/H2ABM. We also re-
lease an anonymized version of the hypergraphs at
https://github.com/AdityaLab/UVA-Hypergraph
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Table 2: Summary statistics of UVA-Precovid and UVA-

Covid

Time periods UVA-Precovid UVA-Covid

Number of patients 6520 6102
Number of HCWs 6614 6393

Number of Locations 586 579
Number of edges 786767 800278

Number of hyperedges 762135 790060

5.1.2 Calibration Specifically, we use the Ensemble
Adjustment Kalman Filter (EAKF) [2] to estimate the
parameters in Graph-HeterSIS and Hypergraph-

HeterSIS model (i.e., ↵, �, �, ⌧ijt, ⌥ijt in Algorithm 1
and 2). EAKF has been widely used for heteroge-
neous agent-based model calibration on various prob-
lems, including healthcare-associated infections [16, 17]
(e.g., MRSA studied in this work), demonstrating high
fidelity in recovering model parameters. We calibrate
the number of patients in infected state to the weekly
number of calibration MRSA cases collected from EHR
data in the UVA hospital.

5.1.3 Metrics To better showcase which model leads
to a more accurate fit that is well-correlated to real-
world MRSA outbreak trends, we use two types of mea-
sures to evaluate the performance of Graph-HeterSIS

and Hypergraph-HeterSIS: Error and trend correla-
tion. For error metrics, following the previous work in
HAI modeling [7,8,24,25], we use both Normalized Root
Mean Squared Error (NRMSE) and Normal Deviation
(ND) as metrics for evaluation. For correlation met-
rics, we use Pearson correlation following the previous
works [24]. Note that for both categories of measures,
we use them to evaluate the performance on both cali-
bration and forecasting period. We provide more details
for these metrics in the Supplementary Materials.

5.2 Q1: Capturing structural di↵erences In this
section, we show that hypergraphs better capture the
structural di↵erence than graphs can. Specifically,
we compare the contact networks in the University of
Virginia (UVA) hospital before and during the first wave
of COVID-19 outbreak in Virginia.

We focus on the di↵erence between the contact
networks for April 2019 and April 2020. For graphs,
we compare basic statistics like the number of entities
(patients, HCWs, and locations) and edges. For hy-
pergraphs, we quantify hypergraphs using their fine-
grained structural signatures following recent research
by [21]. In their work, inspired by graph motifs, a com-
bination of repeatable edge connection patterns, they
propose a corresponding set of hypergraph motifs. Each
motif represents all the connectivity patterns possible

Figure 2: Number of motifs for April 2019 (blue line)
and 2020 (red line). The x-axis corresponds to the index
of hypergraph motifs, and the y-axis is the daily averaged
number of motifs in the log scale. Note that April 2020
corresponds to the first wave of COVID-19 outbreak in
Virginia. We see that motifs 15 and 16 (yellow arrow) are
significantly lower in 2020 which is explained by the fact
that people reduce their interactions with each others. Also
note that Motifs 20-22 and 24-26 (green arrows) are also
significantly lower due to fewer indirect contacts.

for 3 hyperedges h1, h2, h3 and the emptiness or not of
the seven subsets of their overlap, h1\h2\h3, h2\h1\h3,
h3 \ h2 \ h1, h1 \ h2 \ h3, h2 \ h3 \ h1, h3 \ h1 \ h2 and
h1 \ h2 \ h3. In total, there are 26 possible motifs from
all possible combinations of these 7 sets (See Supple-
mentary Materials for a visualization of these). The
relative counts for all 26 motifs serve as a signature for
a particular type of hypergraph and has been e↵ective in
distinguishing di↵erent kinds of contact networks, such
as co-authorship hypergraphs and email hypergraphs
solely based on relative frequencies of the motifs. We
use these motifs to analyze the UVA hypergraphs.

In Figure 2 we see that the relative counts of the
26 motifs are vastly di↵erent for April 2019 in blue and
April 2020 in red. Here, the x-axis corresponds to 26
di↵erent kinds of hypergraph motifs, and the y-axis is
the daily averaged number of motifs (in log scale) which
implies that even small deviation in the plot is highly
significant. The reason for choosing these months in
particular, is because April 2020 corresponds to the
first wave of COVID-19 outbreak in Virginia and the
previous April serves as a useful baseline to compare
against.

For example, the counts of motifs 15 and 16 (yel-
low arrow) are significantly lower in 2020 (62.2% and
92.5%) compared to 2019. These motif IDs are those
with only one or no empty subsets which implies high
interconnectivity between the vertices in h1, h2 and h3.
This means that the number of individuals who met in
groups was much smaller during COVID than before.
This is easily explained by the fear of the pandemic and
social distancing guidelines. Additionally, the counts
of Motif 20-22 and 24-26 (green arrows) also decrease
significantly (66.9%, 51.4%, 71.9% for motif 20-22, and
60.4%, 77.4%, 88.3% for motif 24-26). These motifs cor-
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Table 3: Performance of Graph-HeterSIS and Hypergraph-HeterSIS calibration on UVA MRSA cases

Calibration Performance

UVA-Precovid UVA-Covid

Pearson Pearson
Model NRMSE ND correlation NRMSE ND correlation

Hypergraph-HeterSIS 0.1319 0.1159 0.4294 0.1644 0.1494 0.3304
Graph-HeterSIS 0.2512 0.2427 -0.1093 0.3863 0.3380 -0.4381

Forecasting Performance

UVA-Precovid UVA-Covid

Pearson Pearson
Model NRMSE ND correlation NRMSE ND correlation

Hypergraph-HeterSIS 0.1262 0.1091 0.2660 0.1213 0.1061 -0.1793
Graph-HeterSIS 0.4215 0.3983 0.1228 0.4733 0.3910 -0.5355

respond to those with 1-2 empty sets in addition to an
empty h1 \ h2 \ h3. These indicate fewer indirect (e.g.,
patient-patient-patient) contacts. As shown in later
experiments, Hypergraph-HeterSIS captures these
structural di↵erences in the contact patterns between
UVA-Precovid to UVA-Covid leading to better fits
and forecasts. Both models are equivalent if g(.) is lin-
ear, warranting the use of nonlinear group load aggre-
gation in Hypergraph-HeterSIS.

Table 4: Basic statistics of graphs for UVA hospital in April
2019 and April 2020

Dataset April 2019 April 2020
Number of patients 1306 795
Number of HCWs 3998 3685

Number of Locations 467 421
Number of edges 109418 77353

The fact that we are able to identify such complex
dynamics using a simple characterization of the connec-
tion patterns showcases the e↵ectiveness of hypergraphs
in teasing out detailed structural patterns. However, it
is hard to observe such dynamics intuitively from the
graphs for April 2019 and 2020. We list summary statis-
tics in Table 4. As shown in the Table, we see that the
number of patients decreases by around 40% (from 1306
to 795), while the number of HCWs and locations de-
creases by around 8% and 10% (from 3998 to 3685, and
from 421 to 467, respectively). The edges (pair-wise
interactions) decrease by around 30% (from 77353 to
109418). However, whether these pair-wise interactions
are from group or one-to-one interactions are hard to
identify only from the graphs.

5.3 Q2: MRSA cases calibration We have al-
ready shown that hypergraphs can capture the struc-
tural di↵erence better than graphs can. Next, we show

that hypergraph-based HABMs can better fit and fore-
cast MRSA cases in the UVA hospital.

To compare the performance of Graph-HeterSIS

and Hypergraph-HeterSIS in calibration, we use the
MRSA spread in the UVA hospital. As mentioned in
Section 5.1.1, the UVA dataset also includes the weekly
number of MRSA cases in the hospital. Here, we follow
a real-world prediction scenario that make 4-week ahead
predictions every 4 weeks. This means we first calibrate
on week 1-4 to predict the MRSA cases in week 5-8,
then calibrate on week 1-8 and predict the MRSA cases
in week 9-12 and repeat this procedure throughout the
whole period.

As shown in Table 3, for both the UVA-

Precovid and UVA-Covid dataset, Hypergraph-

HeterSIS achieves lower NRMSE and ND in cali-
bration, indicating that Hypergraph-HeterSIS bet-
ter fits the real-world MRSA cases in UVA hos-
pital. Moreover, we notice that the Pearson cor-
relation for Hypergraph-HeterSIS is significantly
higher than Graph-HeterSIS which shows that the
Hypergraph-HeterSIS estimated MRSA curves are
closely correlated to real-world MRSA outbreak trends.

5.4 Q3: Forecasting MRSA cases We show the
performance of 4-weeks ahead predictions in Table 3. As
shown in the table, Hypergraph-HeterSIS achieves
lower NRMSE, ND and higher forecast Pearson corre-
lation. Note that both NRMSE and ND are normalized
metrics, indicating that Hypergraph-HeterSIS bet-
ter forecasts future MRSA cases in UVA hospital than
Graph-HeterSIS can.

Additionally, a recent study [6] reveals that
only 11.1% of MRSA colonization (i.e., carry MRSA
pathogens) of patients will later develop to infections
and be tested. Therefore, if Hypergraph-HeterSIS
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: Patients infected with MRSA

: Patients not infected with MRSA

: Healthcare workers (HCW)

: Locations

: Hyperedges

: Estimated MRSA Spread3104

1926

Day: !

Day: ! + 1
Day: ! + 2

2447

1928

1865

2339 5381

1577

4598

2445
2460

56095194

5189

3118 3110

Figure 3: Hypergraph-HeterSIS provides a reasonable
interpretation of real-world MRSA spread in the UVA hos-
pital. Pink and green rings, represent infected and non in-
fected patients, yellow triangles represent healthcare workers
while blue squares represent locations. Black, brown, and
purple lines represent hyperedges on day t, t+ 1, and t+ 2,
respectively. From the hypergraph, we can estimate how
MRSA spread from Patient 1928 to 3104, 1865, 2339, and
5381 based on the time and connectivity of the hyperedges
through the red dash arrows shown in the figure.

can forecast MRSA cases better by even 1 case, we
have forecast colonized cases by almost 10 cases bet-
ter. Therefore, every case counts even if the perceived
improvement is marginal.

5.5 Q4: Interpretability We find that
Hypergraph-HeterSIS is easily interpretable
for MRSA spread. In Figure 3 we showcase a real
example, with anonymized IDs, to explain the positive
MRSA cases in the UVA hospital over 3 continuous
days t to t + 2 (due to privacy concerns, we cannot
release the exact dates of the example, but use t, t+ 1,
and t + 2 instead). Pink and green rings, represent
infected and non infected patients, yellow triangles rep-
resent healthcare workers while blue squares represent
locations. The circles represent the various hyperedges
over di↵erent days. From Figure 3, we could explain
the MRSA infections of 3104, 1865, 2339, and 5381
using the fact that patient 1928 tested positive for
MRSA on day t and was indirectly connected to the
others via the hyperedges with the estimated spread
depicted by the dashed red arrows. This shows that
Hypergraph-HeterSIS is e↵ective in capturing
group interactions and indirect spread pathways (e.g.,
HCWs 2447, 2470, and 5609).

6 Conclusion

This work proposes a new class of hypergraph-based
HABMs (H2ABM) by extending the current graph-
based heterogeneous agent-based models (HABMs) to

better capture the more complex dynamics of group
interactions. We show that hypergraphs capture the
group interactions better than graphs. We also use
a widely used graph-based HABM, Graph-HeterSIS

as an example to showcase how SIS graph-based
HABM can be extended to a H2ABM (Hypergraph-

HeterSIS). Our experiments show thatHypergraph-

HeterSIS leads to better interpretability, fitting and
forecasting of MRSA cases in the UVA hospital than
Graph-HeterSIS. Note that we choose a SIS model
since it is the most suitable to describe MRSA
spread. However, one could extend to other more com-
plex compartment models (e.g., SIR, SIRD, SIRV) to
hypergraph-based HABMs for other diseases. Based on
our results and other literature (not just epidemics but
other contagion phenomena, e.g., smoking, where smok-
ers are known to start and stop in groups [5]), we suggest
that any phenomenon that occurs in groups, be mod-
elled as such via hypergraphs. Another interesting fol-
lowup study would be to use this model to evaluate var-
ious interventions to minimize spread such as increased
hand washing etc. Additionally, extending the model to
account for the several asymptomatic cases, a common
occurrence in practice [22], would be a useful direction.
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