
Random Key Predistribution Schemes for Sensor Networks∗

Haowen Chan Adrian Perrig Dawn Song
Carnegie Mellon University

{haowenchan, perrig, dawnsong}@cmu.edu

Abstract

Key establishment in sensor networks is a challenging
problem because asymmetric key cryptosystems are unsuit-
able for use in resource constrained sensor nodes, and also
because the nodes could be physically compromised by an
adversary. We present three new mechanisms for key es-
tablishment using the framework of pre-distributing a ran-
dom set of keys to each node. First, in the q-composite
keys scheme, we trade off the unlikeliness of a large-scale
network attack in order to significantly strengthen random
key predistribution’s strength against smaller-scale attacks.
Second, in the multipath-reinforcement scheme, we show
how to strengthen the security between any two nodes by
leveraging the security of other links. Finally, we present
the random-pairwise keys scheme, which perfectly pre-
serves the secrecy of the rest of the network when any node
is captured, and also enables node-to-node authentication
and quorum-based revocation.

1 Introduction

Wide-spread deployment of sensor networks is on the
horizon. Networks of thousands of sensors may present
an economical solution to some of our challenging prob-
lems: real-time traffic monitoring, building safety monitor-
ing (structural, fire, and physical security monitoring), mil-
itary sensing and tracking, distributed measurement of seis-
mic activity, real-time pollution monitoring, wildlife moni-
toring, wildfire tracking, etc. Many applications are depen-
dent on the secure operation of a sensor network, and have
serious consequences if the network is compromised or dis-
rupted.

In sensor network security, an important challenge is
the design of protocols to bootstrap the establishment of
a secure communications infrastructure from a collection
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of sensor nodes which may have been pre-initialized with
some secret information but have had no prior direct con-
tact with each other. We refer to this problem as the boot-
strapping problem. A bootstrapping protocol must not only
enable a newly deployed sensor network to initiate a secure
infrastructure, but it must also allow nodes deployed at a
later time to join the network securely. The difficulty of
the bootstrapping problem stems from the numerous limi-
tations of sensor networks. We discuss these limitations in
detail in Section 2.2; some of the more important ones in-
clude the inability to utilize existing public key cryptosys-
tems (since the expensive computations involved could ex-
pose the power-constrained nodes to a denial-of-service at-
tack), the inability to pre-determine which nodes will be
neighbors after deployment, and the inability of any node
to put absolute trust in its neighbor (since the nodes are not
tamper resistant and are vulnerable to physical capture).

Eschenauer and Gligor recently proposed a random key
predistribution scheme to address the bootstrapping prob-
lem. Its operation is briefly described as follows. A random
pool of keys is selected from the key space. Each sensor
node receives a random subset of keys from the key pool
before deployment. Any two nodes able to find one com-
mon key within their respective subsets can use that key as
their shared secret to initiate communication [10]. We re-
view their approach (which we call the basic random key
scheme) in Section 4.

In this paper, we propose three new mechanisms in the
framework of random key predistribution to address the
bootstrapping problem. First, we propose the q-composite
random key predistribution scheme, which achieves greatly
strengthened security under small scale attack while trad-
ing off increased vulnerability in the face of a large scale
physical attack on network nodes. We will explain why
this trade-off is a desirable one. Second, we present the
multi-path key reinforcement scheme, which substantially
increases the security of key setup such that an attacker has
to compromise many more nodes to achieve a high probabil-
ity of compromising any given communication. Finally, we
propose the random-pairwise keys scheme, which assures
that, even when some number of nodes have been compro-
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mised, the remainder of the network remains fully secure.
Furthermore, this scheme enables node-to-node mutual au-
thentication between neighbors and quorum-based node re-
vocation without involving a base station. Node-to-node
mutual authentication here refers to the property that any
node can ascertain the identity of the nodes that it is com-
municating with.

To the best of our knowledge, no previous security
scheme for sensor networks supports efficient node-to-node
authentication without involving a base station. We give a
detailed analysis of each proposed scheme and show under
which situations our schemes can be used to achieve maxi-
mum security.

The remainder of the paper is organized as follows. We
describe the problem area and present evaluation criteria for
successful bootstrapping protocols in Section 2. We sum-
marize our notation in Section 3. We then give an overview
of the basic random key scheme by Eschenauer and Gligor
in Section 4. We describe our q-composite random key pre-
distribution scheme in Section 5, and our multi-path key
reinforcement scheme in Section 6. We present our third
scheme, the random-pairwise keys scheme in Section 7. Fi-
nally, we discuss related work in Section 8, and summarize
our results in Section 9.

2 Problem statement and evaluation metrics

In this section, we first discuss the topology and architec-
ture of a typical sensor network. We then list the technical
properties of typical sensor networks that makes the boot-
strapping problem a challenge. Finally, we present the goals
and evaluation metrics for a successful sensor network se-
curity bootstrapping scheme.

2.1 Sensor network architecture

A typical sensor network has hundreds to several thou-
sand sensor nodes. Each sensor node is typically low-cost,
limited in computation and information storage capacity,
highly power constrained, and communicates over a short-
range wireless network interface. Most sensor networks
have a base station that acts as a gateway to associated in-
frastructure such as data processing computers. Individual
sensor nodes communicate locally with neighboring sen-
sors, and send their sensor readings over the peer-to-peer
sensor network to the base station. Sensors can be deployed
in various ways, such as physical installation of each sensor
node, or random aerial scattering from an airplane. In this
paper we assume that any sensor network is only deployed
by a single party, i.e. sensor nodes deployed by multiple
independent untrusted parties are not part of the same net-
work.

Generally, sensor nodes communicate over a wireless
network. A typical sensor network forms around one or
more base stations, which connect the sensor network to
the outside network.

The communication patterns within a sensor network fall
into three categories: node to node communication (e.g., ag-
gregation of sensor readings), node to base station commu-
nication (e.g., sensor readings), base station to node com-
munication (e.g., specific requests).

An example of a sensor node’s hardware configuration
is the Berkeley Mica Motes. They feature a 8-bit 4 MHz
Atmel ATmega 128L processor with 128K bytes program
store, and 4K bytes SRAM. The processor only supports
a minimal RISC-like instruction set, without support for
multiplication or variable-length shifts or rotates. The ISM
band radio receiver communicates at a peak rate of 40Kbps
at a range of up to 100 feet.

The deployment density and the overall size of the net-
work can vary depending on the application. In this pa-
per, we are examining very large sensor networks (> 1000
nodes) with a sizable communication range (> 20 neighbor-
ing nodes within communication range) and possibly mul-
tiple base stations. We focus on large networks because
they cannot rely on existing non-scalable solutions for small
networks such as base-station authentication. Due to their
smaller overall statistical variance, they are uniquely suited
to the random key approaches that we propose in this paper.

2.2 Sensor network limitations

The following characteristics of sensor networks compli-
cate the design of secure protocols for sensor networks, and
make the bootstrapping problem highly challenging. We
discuss the origins and implications of each factor in turn.

• Impracticality of public key cryptosystems. The limited
computation and power resources of sensor nodes of-
ten makes it undesirable to use public-key algorithms,
such as Diffie-Hellman key agreement [9] or RSA sig-
natures [20]. Currently, a sensor node may require on
the order of tens of seconds up to minutes to perform
these operations [7, 8]. This exposes a vulnerability to
denial of service (DoS) attacks.

• Vulnerability of nodes to physical capture. Sensor
nodes may be deployed in public or hostile locations
(such as public buildings or forward battle areas) in
many applications. Furthermore, the large number of
nodes that are deployed implies that each sensor node
must be low-cost, which makes it difficult for manu-
facturers to make them tamper-resistant. This exposes
sensor nodes to physical attacks by an adversary. In the
worst case, an adversary may be able to undetectably
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take control of a sensor node and compromise the cryp-
tographic keys.

• Lack of a-priori knowledge of post-deployment config-
uration. If a sensor network is deployed via random
scattering (e.g. from an airplane), the sensor network
protocols cannot know beforehand which nodes will
be within communication range of each other after de-
ployment. Even if the nodes are deployed by hand,
the large number of nodes involved makes it costly to
pre-determine the location of every individual node.
Hence, a security protocol should not assume prior
knowledge of which nodes will be neighbors in a net-
work.

• Limited memory resources. The amount of key-storage
memory in a given node is highly constrained; it does
not possess the resources to establish unique keys with
every one of the other nodes in the network.

• Limited bandwidth and transmission power. Typical
sensor network platforms have very low bandwidth.
For example, the UC Berkeley Mica platform’s trans-
mitter has a bandwidth of 10 Kbps, and a packet size
of about 30 bytes. Transmission reliability is often low,
making the communication of large blocks of data par-
ticularly expensive.

• Over-reliance on base stations exposes vulnerabilities.
In a sensor network, base stations are few and expen-
sive. Hence it may be tempting to rely on them as a
source of trust. However, this invites attack on the base
station and limits the application of the security proto-
col.

2.3 The problem of bootstrapping security in sen-
sor networks

Based on the limitations described in Section 2.2, a boot-
strapping scheme for sensor networks needs to satisfy the
following requirements:

• Deployed nodes must be able to establish secure node-
to-node communication.

• The scheme should be functional without involving the
base station as an arbiter or verifier.

• Additional legitimate nodes deployed at a later time
can form secure connections with already-deployed
nodes. This implies that bootstrapping information
must always be present and cannot simply be erased
after deployment to prevent compromise in the event
of capture.

• Unauthorized nodes should not be able to establish
communications with network nodes and thus gain en-
try into the network.

• The scheme must work without prior knowledge of
which nodes will come into communication range of
each other after deployment.

• The computational and storage requirement of the
scheme must be low, and the scheme should be robust
to DoS attacks from out-of-network sources.

2.4 Evaluation metrics

Sensor networks have many characteristics that make
them more vulnerable to attack than conventional comput-
ing equipment. Simply assessing a scheme based on its abil-
ity to provide secrecy is insufficient. We present several cri-
teria that represent desirable characteristics in a key-setup
scheme for sensor networks.

• Resilience against node capture. We assume the ad-
versary can mount a physical attack on a sensor node
after it is deployed and read secret information from
its memory. We evaluate a scheme’s resilience toward
node capture by estimating the fraction of total net-
work communications that are compromised by a cap-
ture of x nodes not including the communications in
which the compromised nodes are directly involved.

• Resistance against node replication. Whether the ad-
versary can insert additional hostile nodes into the
network after obtaining some secret information (e.g.
through node capture or infiltration). This is a seri-
ous attack since the compromise of even a single node
might allow an adversary to populate the network with
clones of the captured node to such an extent that legit-
imate nodes could be outnumbered and the adversary
can thus gain full control of the network.

• Revocation. Whether a detected misbehaving node can
be dynamically removed from the system.

• Scale. As the number of nodes in the network grows,
the security characteristics mentioned above may be
weakened. We give a detailed definition of maximum
supportable network size in Section 4.2.

Each solution we propose in this paper involves several
steps. An initialization procedure is performed to initial-
ize sensor nodes before they are deployed. After the sensor
nodes are deployed, a key setup procedure is performed by
the nodes to set up shared secret keys between some of the
neighboring nodes to establish a secure link. This should
form a connected graph of secure node-to-node links. Sub-
sequently, neighbor-to-neighbor key establishment can be
performed using the secure links in the initial graph created
during key-setup.

Proceedings of the 2003 IEEE Symposium on Security and Privacy (SP�03) 
1081-6011/03 $17.00 © 2003 IEEE 



3 Notation

For clarity, we list the symbols used in the paper below:

c desired confidence level (probability) that the sen-
sor network is connected after completing the con-
nection protocol.

d the expected degree of a node – i.e., the expected
number of secure links a node can establish during
key-setup.

m number of keys in a node’s key ring
n network size, in nodes
n′ the expected number of neighbor nodes within

communication radius of a given node
p probability that two neighbor nodes can set up a

secure link during the key-setup phase.
q for the q-composite scheme, required amount of

key overlap
S key pool (set of keys randomly chosen from the

total key space)
|S| size of the key pool.
t threshold number of votes after which a node will

be revoked.

4 Background: overview of the basic random
key predistribution scheme

Eschenauer and Gligor first proposed a random key-
predistribution scheme [10]. In the remainder of this paper,
we refer to their approach as the basic scheme. Let m de-
note the number of distinct cryptographic keys that can be
stored on a sensor node. The basic scheme works as fol-
lows. Before sensor nodes are deployed, an initialization
phase is performed. In the initialization phase, the basic
scheme picks a random pool (set) of keys S out of the total
possible key space. For each node,m keys are randomly se-
lected from the key pool S and stored into the node’s mem-
ory. This set of m keys is called the node’s key ring. The
number of keys in the key pool, |S|, is chosen such that two
random subsets of size m in S will share at least one key
with some probability p.

After the sensor nodes are deployed, a key-setup phase
is performed. The nodes first perform key-discovery to find
out with which of their neighbors they share a key. Such key
discovery can be performed by assigning a short identifier to
each key prior to deployment, and having each node broad-
cast its set of identifiers. Nodes which discover that they
contain a shared key in their key rings can then verify that
their neighbor actually holds the key through a challenge-
response protocol. The shared key then becomes the key
for that link.

After key-setup is complete, a connected graph of secure
links is formed. Nodes can then set up path keys with nodes

in their vicinity whom they did not happen to share keys
with in their key rings. If the graph is connected, a path can
be found from a source node to its neighbor. The source
node can then generate a path key and send it securely via
the path to the target node.

One needs to pick the right parameters such that the
graph generated during the key-setup phase is connected.
Consider a random graph G(n, pl), a graph of n nodes for
which the probability that a link exists between any two
nodes is pl. Erdös and Rényi showed that for monotone
properties of a graph G(n, pl), there exists a value of pl

over which the property exhibits a “phase transition”, i.e. it
abruptly transitions from “likely false” to “likely true” [21].
Hence, it is possible to calculate some expected degree d for
the vertices in the graph such that the graph is connected
with some high probability c, where c = 0.999, for ex-
ample. Eschenauer and Gligor calculate the necessary ex-
pected node degree d in terms of the size of the network n
as:

d =
(
n− 1
n

)
(ln(n) − ln(− ln(c))) (1)

From the formula, d = O(log n). In our examples we ex-
pect d to be in the range of 20 to 50.

For a given density of sensor network deployment, let n′

be the expected number of neighborswithin communication
range of a node. Since the expected node degree must be at
least d as calculated, the required probability p of success-
fully performing key-setup with some neighbor is:

p =
d

n′ (2)

Since the models of connectivity are probabilistic, there
is always the chance that the graph may not be fully con-
nected. This chance is increased if the deployment pattern is
irregular or the deployment area has unpredictable physical
obstacles to communication. It is difficult to anticipate such
scenarios prior to knowing the specifics of the deployment
area. To address this, if the network detects that it is discon-
nected, sensor nodes should perform range extension. This
may involve increasing their transmission power, or sending
a request to their neighbors to forward their communica-
tions for a certain number of hops. Range extension may be
gradually increased until a connected graph is formed after
key-setup. A useful way for a node to detect if a network is
connected is by checking if it can perform multi-hop com-
munication with all base stations. If not, range extension
should be performed.

5 q-composite random key predistribution
scheme

In the basic scheme, any two neighboring nodes need to
find a single common key from their key rings to establish a
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Figure 1. The expected number of nodes an
adversary needs to capture before it is able to
eavesdrop on any link with probability 0.1, for
various amounts of key overlap q. Key ring
size m = 200 keys, probability of connection
p = 0.5.

secure link in the key-setup phase. We propose a modifica-
tion to the basic scheme where q common keys (q > 1) are
needed, instead of just one. By increasing the amount of key
overlap required for key-setup, we increase the resilience of
the network against node capture.

Figure 5 reflects the motivation for the q-composite keys
scheme. As the amount of required key overlap increases,
it becomes exponentially harder for an attacker with a given
key set to break a link. However, to preserve the given prob-
ability p of two nodes sharing sufficient keys to establish a
secure link, it is necessary to reduce the size of the key pool
|S|. This allows the attacker to gain a larger sample of S
by breaking fewer nodes. The interplay of these two op-
posing factors results in an optimal amount of key overlap
to pose the greatest obstacle to an attacker for some desired
probability of eavesdropping on a link.

5.1 Description of the q-composite keys scheme

5.1.1 Initialization and key setup

The operation of the q-composite keys scheme is similar to
that of the basic scheme, differing only in the size of the key
pool S and the fact that multiple keys are used to establish
communications instead of just one.

In the initialization phase, we pick a set S of random
keys out of the total key space, where |S| is computed as
described later in Section 5.1.2. For each node, we selectm

random keys from S (where m is the number of keys each
node can carry in its key ring) and store them into the node’s
key ring.

In the key-setup phase, each node must discover all com-
mon keys it possesses with each of its neighbors. This can
be accomplished with a simple local broadcast of all key
identifiers that a node possesses. While broadcast-based key
discovery is straightforward to implement, it has the disad-
vantage that a casual eavesdropper can identify the key sets
of all the nodes in a network and thus pick an optimal set of
nodes to compromise in order to discover a large subset of
the key pool S. A more secure, but slower, method of key
discovery could utilize client puzzles such as a Merkle puz-
zle [16]. Each node could issue m client puzzles (one for
each of the m keys) to each neighboring node. Any node
that responds with the correct answer to the client puzzle is
thus identified as knowing the associated key.

After key discovery, each node can identify every neigh-
bor node with which it shares at least q keys. Let the number
of actual keys shared be q′, where q′ ≥ q. A new communi-
cation link keyK is generated as the hash of all shared keys,
e.g., K = hash(k1||k2|| . . . ||kq′ ). The keys are hashed in
some canonical order, for example, based on the order they
occur in the original key poolS. Key-setup is not performed
between nodes that share fewer than q keys.

5.1.2 Computation of key pool size

We assume that we are required to take the sensor network’s
physical characteristics as a given parameter. Specifically,
we are provided with a probability of full network connec-
tivity c and the expected number of neighbors of each node
n′. Via Equation 1, we first calculate d, the expected de-
gree of any given node. This can be input to Equation 2 to
calculate p, the desired probability that any two nodes can
perform key-setup.

We now need to calculate the critical parameter |S|, the
size of the key pool. If the key pool size is too large, then the
probability of any two nodes sharing at least q keys would
be less than p, and the network may not be connected after
bootstrapping is complete. If the key pool size is too small,
then we are unnecessarily sacrificing security. We would
like to choose a key pool size such that the probability of
any two nodes sharing at least q keys is ≥ p. Let m be
the number of keys that any node can hold in its key ring.
We would like to find the largest S such that any two ran-
dom samples of size m from S have at least q elements in
common, with a probability of at least p.

We compute |S| as follows. Let p(i) be the probability
that any two nodes have exactly i keys in common. Any
given node has

(|S|
m

)
different ways of picking its m keys

from the key pool of size |S|. Hence, the total number of

ways for both nodes to pickm keys each is
(|S|

m

)2
. Suppose
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the two nodes have i keys in common. There are
(|S|

i

)
ways

to pick the i common keys. After the i common keys have
been picked, there remain 2(m− i) distinct keys in the two
key rings that have to be picked from the remaining pool
of |S| − i keys. The number of ways to do this is

( |S|−i
2(m−i)

)
.

The 2(m−i) distinct keys must then be partitioned between
the two nodes equally. The number of such equal partitions
is

(
2(m−i)

m−i

)
. Hence the total number of ways to choose two

key rings with i keys in common is the product of the afore-
mentioned terms, i.e.,

(|S|
i

)( |S|−i
2(m−i)

)(
2(m−i)

m−i

)
. Hence, we

have

p(i) =

(|S|
i

)( |S|−i
2(m−i)

)(
2(m−i)

m−i

)
(|S|

m

)2 (3)

Let pconnect be the probability of any two nodes sharing
sufficient keys to form a secure connection. pconnect = 1−
(probability that the two nodes share insufficient keys to
form a connection), hence

pconnect = 1 − (p(0) + p(1) + · · · + p(q − 1)) (4)

For a given key ring size m, minimum key overlap q, and
minimum connection probability p, we choose the largest
|S| such that pconnect ≥ p.

5.2 Evaluation of the q-composite randomkeydis-
tribution scheme

We evaluate the q-composite random key distribution
scheme in terms of resilience against node capture and the
maximum network size supported. We note that this scheme
has no resistance against node replication since node degree
is not constrained and there is no limit on the number of
times each key can be used. The scheme can support node
revocation via a trusted base station similar to the approach
in [10].

5.2.1 Resilience against node capture in q-composite
keys schemes

In this section we evaluate how the q-composite scheme im-
proves a sensor network’s resilience in the face of a node
capture attack by calculating the fraction of links in the net-
work that an attacker is able to eavesdrop on indirectly as a
result of recovering keys from captured nodes. That is, we
attempt to answer the question: For any two nodesA andB
in the network, where neither A nor B have been captured
by the attacker, what is the probability that the attacker can
decrypt their communications using the subset of the key
pool that was recovered from the nodes that were compro-
mised.

We show that the q-composite key scheme strength-
ens the network’s resilience against node capture when the
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Figure 2. Probability that a specific random
communication link between two random
nodesA,B can be decrypted by the adversary
when the adversary has captured some set of
x nodes that does not include A or B. Key
ring size m = 200, probability of key-setup
p = 0.33.

number of nodes captured is low. Let the number of cap-
tured nodes be x. Since each node contains m keys, the
probability that a given key has not been compromised is
(1 − m

|S| )
x. The expected fraction of total keys compro-

mised is thus 1 − (1 − m
|S|)

x. For any communication link
between two nodes, if its link key was the hash of i shared
keys, then the probability of that link being compromised is
(1−(1− m

|S|)
x)i. The probability of setting up a secure link

is p = p(q) + p(q + 1) + . . .+ p(m). Hence, we have that
the probability that any secure link setup in the key-setup
phase between two uncompromised nodes is compromised
when x nodes have been captured is

m∑
i=q

(
1 −

(
1 − m

|S|
)x)i

p(i)
p

This equation also represents the fraction of additional com-
munications (i.e., external communications in the network
independent of the captured nodes) that an adversary can
compromise based on the information retrieved from x
number of captured nodes. Figure 2 shows how it varies
with the number of nodes captured by the attacker.

We note that the scale of the x-axis shows absolute num-
bers of nodes compromised (i.e., independent of the actual
total size of the network) while the y-axis is the fraction
of the total network communications compromised. Hence,
the schemes are not infinitely scalable - a compromise of x
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number of nodes will always reveal a fixed fraction of the
total communications in the network regardless of network
size. A method to estimate the largest supportable network
size of the various schemes is discussed in Section 5.2.2.

The q-composite keys scheme offers greater resilience
against node capture when the number of nodes captured is
small. For example, in Figure 2a, for q = 2, the amount
of additional communications compromised when 50 nodes
have been compromised is 4.74%, as opposed to 9.52% for
the basic scheme. However, when large numbers of nodes
have been compromised, the q-composite keys schemes
tend to reveal larger fractions of the network to the adver-
sary. By increasing q, we make it harder for an adversary to
obtain small amounts of initial information from the net-
work via a small number of initial node captures. This
comes at the cost of making the network more vulnerable
once a large number of nodes have been breached. This
may be a desirable trade-off because small scale attacks are
cheaper to mount and much harder to detect than large scale
attacks. It is easy to mask an attack on a single node as
a communications breakdown due to occlusion or interfer-
ence; it is much harder to disguise an attack on many nodes
as a natural occurrence.

The q-composite scheme removes the incentive for small
scale attacks since the amount of additional information re-
vealed in the rest of the network is greatly reduced. It forces
the attacker to attempt large scale attacks which are expen-
sive and more easily detectable.

5.2.2 Maximum supportable network sizes for the q-
composite keys scheme

In this section we assess the scalability of the random key
schemes we have presented thus far.

Since a fixed number of compromised nodes causes a
fraction of the remaining network to become insecure, these
random-key distribution schemes cannot be used for arbi-
trarily large networks. For example, based on Figure 2a, in
the basic scheme, the capture of 50 nodes compromises ap-
proximately 9.5% of communications in the network. For
a network of 10,000 nodes this translates to an approximate
payoff of 10% of communications compromised for a cost
to the attacker of capturing just 0.5% of total nodes, repre-
senting a relatively modest investment for a high payoff.

We can estimate a network’s maximum supported size
by framing the following requirement:

Limited global payoff requirement: Suppose the
adversary has captured some nodes, but is only
able to break some fraction f ≤ fm of all com-
munications. We require that each subsequent
node that is compromised to the enemy allows
them to break as many links in the rest of the net-

work, on expectation, as the average connectivity
degree of a single node.

In other words, given that the network is still mostly se-
cure (f ≤ fm), we would like that, on average, after cap-
turing some node, the adversary does not learn more about
the rest of the network than they learn about the commu-
nications of the node itself. Via this requirement, smaller
scale attacks on a network must be mainly economically
justified by the value of the individual nodes compromised
rather than the amount of information that the captured keys
can reveal in the rest of the network, thus limiting the in-
centive of an adversary to begin an attack. The maximum
compromise threshold fm intuitively represents the level of
compromise past where the adversary gains an unaccept-
ably high confidence of guessing the sensor readings of the
entire network, and thus the network must be considered ex-
posed and no longer secret. fm will vary depending on the
application and the correlation of different sensor readings.

Using the definition of limited global payoff, we can es-
timate the maximum allowable sizes for the networks such
that our requirement holds true. For any number x of nodes
compromised, we know that some fraction f(x) of the re-
maining secure links created after key-setup have been com-
promised. Let xm be the number of nodes compromised
such that fm = f(xm) of the other secure links created dur-
ing key-setup has been compromised. fm is a given param-
eter (see the definition of limited global payoff preceding).
Let the average connectivity degree of a single node be d.
The adversary thus holds an expected xmd connections in
which the compromised nodes are directly involved. We re-
quire that the number of additional links compromised else-
where in the network be less than this number of directly
compromised links. There are nd

2 total links in the network.
Hence, the requirement is that (nd

2 −xmd)fm ≤ xmd. Sim-
plifying,

n ≤ 2xm

(
1 +

1
fm

)
(5)

Figure 3 shows the estimated maximum network sizes
for the basic random keys scheme as well as for several pa-
rameters of the q-composite keys scheme. We note that the
maximum network sizes scale linearly with key ring sizem.
For example, for p = 0.33, fm = 0.1, and m = 200, the
maximum network size for the 2-composite keys scheme is
1, 415 nodes while the maximum network size for the basic
scheme is 1, 159 nodes.

These calculations are our proposed method of estimat-
ing the maximum supportable size of a network given that
certain security properties hold. Alternative methods may
exist that produce different network size estimations.
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Figure 3. Maximum network sizes
(p = 0.33, fm = 0.1)

6 Multipath Key Reinforcement

In this section we present multipath key reinforcement,
a method to strengthen the security of an established link
key by establishing the link key through multiple paths.
This method can be applied in conjunction with the basic
random key scheme to yield greatly improved resilience
against node capture attacks by trading off some network
communication overhead. We analyze the resulting scheme
and explain why we discourage using multipath key rein-
forcement in conjunction with a q-composite scheme.

6.1 Description of multipath key reinforcement

The basic idea behind multipath key reinforcement was
first explored by Anderson and Perrig [2]. We assume that
initial key-setup has been completed (in the following ex-
amples, we assume the basic random key scheme was used
for key-setup). There are now many secure links formed
through the common keys in the various nodes’ key rings.
Suppose A has a secure link to B after key-setup. This link
is secured using a single key k from the key pool S. k may
be residing in the key ring memory of some other nodes
elsewhere in the network. If any of those nodes are cap-
tured, the security of the link between A and B is jeopar-
dized. To address this, we would like to update the com-
munication key to a random value after key-setup. How-
ever, we cannot simply coordinate the key update using
the direct link between A and B since if the adversary has
been recording all key-setup traffic, it could decrypt the key-
update message after it obtained k and still obtain the new
communication key.

Our approach is to coordinate the key-update over mul-

tiple independent paths. Assume that enough routing in-
formation can be exchanged such that A knows all dis-
joint paths to B created during initial key-setup that are
h hops or less. Specifically, A,N1, N2, . . . , Ni, B is a
path created during the initial key-setup if and only if
each link (A,N1), (N1, N2), . . . , (Ni−1, Ni), (Ni, B) has
established a link key during the initial key-setup using the
common keys in the nodes’ key rings. Let j be the num-
ber of such paths that are disjoint (do not have any links in
common). A then generates j random values v1, . . . , vj .
Each random value has the same length as the encryp-
tion/decryption key. A then routes each random value along
a different path to B. When B has received all j keys, then
the new link key can be computed by both A and B as:

k′ = k ⊕ v1 ⊕ v2 ⊕ . . .⊕ vj

The secrecy of the link key k is protected by all j random
values. Unless the adversary successfully manages to eaves-
drop on all j paths, they will not know sufficient parts of the
link key to reconstruct it.

The more paths we can find between two nodes A and
B, the more security multipath key reinforcement provides
for the link betweenA and B. However, for any given path,
the probability that the adversary can eavesdrop on the path
increases with the length of the path since if any one link on
the path is insecure then the entire path is made insecure.
Further, it is increasingly expensive in terms of communi-
cation overhead to find multiple disjoint paths that are very
long. In this paper we will analyze the case where only
paths of 2 links (only one intermediate node) are consid-
ered. We call this scheme the 2-hop multipath key reinforce-
ment scheme. This approach has the advantage that path
discovery overhead is minimized: for example,A could ex-
change neighbor lists withB. Once they identify their com-
mon neighbors with which both of them share a key, A and
B can perform key reinforcement using their secure links
through these common neighbors. Furthermore, the paths
are naturally disjoint and no further effort needs to be taken
to guarantee this property. We will calculate the expected
effectiveness of this scheme and evaluate its security prop-
erties in simulation.

6.2 Estimation of expected effectiveness of 2-hop
multipath key reinforcement

In this section, we first calculate the expected number of
common neighbors between two nodes in a random uniform
planar deployment of sensors. We then derive a formula for
the new expected probability for compromising a given link
after multipath key reinforcement has taken place.
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The figure above indicates the parameters to be used in
our calculation. B andC denote two communicating sensor
nodes. r is the communications range of each sensor node.
We assume that each node has the same range for receiving
and transmitting. x is the distance between two nodes.

For any given separation x, the area A(x) within both
nodes’ communication radii is the area of the sectorsBDE
and CDE minus the area of the rhombusBDCE:

A(x) = 2r2 cos−1
( x

2r

)
− x

√
r2 − x2

4
The probability distribution function of the distance be-

tween two nodes within communication radius is given by
F (x) = P (distance < x) = x2/r2. The probability den-
sity function is thus f(x) = F ′(x) = 2x/r2. The expected
area of overlap is thus given by:∫ r

0

A(x)f(x)dx

=
∫ r

0

(
2r2 cos−1

( x

2r

)
− x

√
r2 − x2

4

)
2x
r2

dx

=

(
π − 3

√
3

4

)
r2 = 0.5865πr2

We define the term reinforcing neighbors of two nodes
sharing a secure link as the common neighbors with whom
both nodes share a secure link. Since the expected area of
overlap is 0.5865 of a single communication radius, the ex-
pected number of reinforcing neighbors is thus 0.5865p2n′

where p is the probability of sharing sufficient keys to com-
municate, and n′ is the number of neighbors of each node.
Via Equation 2, this can also be expressed as 0.5865 d2

n′ . As
an example, for d = 20 and n′ = 60 (i.e. p = 0.33), the
expected number of reinforcing neighbors is 3.83.

In general, if a link is reinforced by k common neigh-
bors, then the adversary must be able to eavesdrop on that
link, as well as at least one link on each of the k 2-hop paths.
If the adversary’s base probability of compromising a link
is b, then the probability of compromising at least one hop
on any given 2-hop path is the probability of compromis-
ing hop 1 in the path plus the probability of compromising
hop 2 in the path minus probability of compromising both
hops in the path = 2b − b2. Hence, the final probability of
breaking the link is now
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Figure 4. Reinforcement and compromise
statistics for base compromise probability
b = 0.2

b′ = b(2b− b2)k

For example, if the adversary has a base 0.1 chance of
eavesdropping on a given link before reinforcement, for a
link reinforced by 3 neighbors, the chance of eavesdropping
after reinforcement improves to 6.86 × 10−4, or about 1 in
1,458.

From the expected number of reinforcing neighbors we
can estimate the expected network communications over-
head of the 2-hop multipath reinforcement scheme. Each
reinforcing neighbor represents an extra 2-hop communica-
tion to help reinforce a given 1-hop link. Hence, on aver-
age, the total additional communications overhead for key-
reinforcement is at least 2×0.5865p2n′ times more than the
network communications needed for basic key-setup, not
including additional communications for common-neighbor
discovery. For example, for p = 0.33 and n′ = 60, we can
expect to see at least 7.66 times additional network traffic
after key-setup is complete. Including common neighbor
discovery, we estimate the final scheme to be approximately
10 times more expensive in network communications than
the basic scheme in this case. Given that eavesdropping
probabilities can be improved from 0.1 to 6.86×10−4 (146
times improvement), this may be a good trade-off.

6.3 Evaluation of multipath key reinforcement

The effectiveness of 2-hop multipath key reinforcement
is evaluated by simulating the random uniform deployment
of 10,000 sensor nodes on a square planar field. The prob-
ability of any two nodes being able to establish a secure
link is set at p = 0.33, and the deployment density is set

Proceedings of the 2003 IEEE Symposium on Security and Privacy (SP�03) 
1081-6011/03 $17.00 © 2003 IEEE 



0 50 100 150 200 250 300 350 400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

F
ra

ct
io

n 
of

 c
om

m
un

ic
at

io
ns

 c
om

pr
om

is
ed

Number of nodes compromised

basic scheme
q=2 composite key scheme
basic scheme w/ multipath reinforcement length=2 hops
q=2 w/ multipath reinforcement length=2 hops

(a) Resistance against node capture

100 150 200 250 300 350
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

m (Number of keys per node)

es
t. 

m
ax

im
um

 n
et

w
or

k 
si

ze

basic scheme
q=2 composite keys
basic scheme w/ multipath key reinforcement, hops=2
q=2 w/ multipath key reinforcement, hops=2

(b) Maximum network sizes

Figure 5. Multipath key reinforcement results (m = 200, p = 0.33)

such that the expected number of neighbors of each node
was 60. The eavesdropping attack is modeled by iterating
over each secure link and marking it as compromised with
random chance based on the simulated probability of com-
promise c. A link is considered completely compromised
only if it is compromised and all its reinforcement paths are
also compromised.

Figure 4 reflects the relative distribution of the number of
reinforcing neighbors for each link in the simulation. The
results indicated reflect support for our calculated average
of 3.83 reinforcing neighbors between any 2 nodes within
communication distance. The figure also shows the distri-
bution of reinforced links that were compromised by an ad-
versary with a base 0.2 probability of compromising any
link prior to reinforcement. In this simulation, links with
more than 3 reinforcing neighbors did not suffer significant
rates of compromise. The overall rate of compromise was
lowered by an order of magnitude, from 0.2 to 0.022.

Figure 5a indicates the amount of communications com-
promised versus the number of nodes compromised, with
and without key reinforcement for the various schemes.
Successfully implementing multipath key reinforcement on
the basic scheme enables it to outperform the q-composite
scheme for q ≥ 2 even when the q-composite scheme is
supplemented by key reinforcement. The intuitive reason
for this is that multipath key reinforcement acts similarly to
the q-composite keys scheme in that it compounds the diffi-
culty of compromising a given link by requiring the adver-
sary possess multiple relevant keys to eavesdrop on a given
link. The trade-off for this benefit in the q-composite case
is a smaller key pool size; the trade-off for the multipath

key reinforcement scheme is increased network overhead.
Compounding both the schemes compounds their weak-
nesses - the smaller key pool size of the q-composite keys
scheme undermines the effectiveness of multipath key rein-
forcement by making it easier to build up a critically large
collection of keys.

Figure 5b shows the maximum network size of the basic
scheme with multipath key reinforcement. The graphs show
that multipath key reinforcement gives a significant boost to
network size performance when implemented on the basic
scheme, but has little effect with the q-composite scheme.

The cost of the improved security due to multipath key
reinforcement is an added overhead in neighbor discovery
and key establishment traffic. Whether this tradeoff is a
good one will depend on the specific application as well
as the deployment density characteristics of the sensor net-
work.

While the analysis presented is for using multipath key
reinforcement to secure links that have been formed after
key-setup, the scheme can also be used to reinforce path-
keys that are established between nodes that did not share
keys during key setup. This will further improve the secu-
rity of the system.

7 Random-pairwise keys scheme

In the randomkey schemes presented thus far, while each
node can verify that some of its neighbors have certain se-
cret keys and are thus legitimate nodes, no node can authen-
ticate the identity of a neighbor that it is communicating
with. For example, suppose nodeA shares some set of keys
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K with node B and that they use these keys as the basis
for securing a communications link. Because keys can be
issued multiple times out of the key pool, other nodes, e.g.,
C, could also hold this set of secret keysK in its key ring. A
cannot ascertain that it is really communicating with B and
not C, since it knows nothing more aboutB than its knowl-
edge of K . We define the property that we are seeking as
follows:

Node-to-node authentication. A protocol has
the property of node-to-node authentication if any
node can ascertain the identity of the nodes that it
is communicating with.

This property is useful in supporting many security func-
tions. For example, in detecting node misbehavior, it is
essential that a node be certain of the misbehaving node’s
identity before taking any action. Node-to-node authentica-
tion can also allow individual sensor nodes to resist a node
replication attack by keeping track of which node identi-
ties have already been inserted into the network and reject-
ing further connection attempts by that identity. As a fi-
nal example, node-to-node authentication can shift security
functions away from the base station by enabling nodes to
autonomously perform revocations on misbehaving nodes,
thus improving reaction times toward detectable network in-
trusions.

In this section, we propose a new key establishment pro-
tocol called the random pairwise scheme that possesses the
key property of node-to-node authentication. The random
pairwise scheme has the following properties:

• Perfect resilience against node capture. Any node that
is captured reveals no information about links that it is
not directly involved in.

• Node-to-node identity authentication. Nodes are able
to verify the identities of the nodes with whom they
are communicating. An adversary is unable to imper-
sonate the identity of any nodeB unlessB has already
been captured.

• Distributed Node Revocation. With some added over-
head in key storage, misbehaving nodes can be revoked
from the network without involving a base station.

• Resistance to node replication and generation. The
scheme can reduce the opportunity of node replica-
tion at some cost to node memory and communication
setup overhead.

• Comparable scalability. The scheme can support a
maximum number of nodes that is comparable to the
number of nodes supportable by the basic scheme and
q-composite schemes under the limited global payoff
requirement framed in Section 5.2.2.

7.1 Description of the random pairwise scheme

Suppose a sensor network has a maximum of n nodes.
A simple solution to the key-predistribution problem is the
pairwise keys scheme where each node contains n−1 com-
munication keys each being pairwise privately shared with
one other node in the network.

The random pairwise keys scheme is a modification of
the pairwise keys scheme based on the observation that not
all n−1 keys need to be stored in the node’s key ring to have
a connected random graph with high probability. Erdös and
Rényi’s formula allows us to calculate the smallest probabil-
ity p of any two nodes being connected such that the entire
graph is connected with high probability c. To achieve this
probability p in a network with n nodes, each node need
only store a random set of np pairwise keys instead of ex-
haustively storing all n − 1. Reversing the calculation, if
a node can store m keys, then the maximum supportable
network size is

n =
m

p
(6)

Depending on the model of connectivity, p may grow
slowly with n when n is large (intuitively, p cannot de-
crease as n goes toward infinity, since it is more likely that
a large graph is disconnected than a smaller graph). Hence,
n should increase with increasingm and decreasing p. The
exact rates will depend on the deployment model.

The use of pairwise keys instead of purely random keys
chosen from a given pool can give us node-to-nodeauthenti-
cation properties if each node which holds some key k, also
stores the identity (ID) of the other node which also holds k.
Hence, if k is used to create a secure link with another node,
both nodes are certain of the identity of each other since no
other nodes can hold k.

7.1.1 Initialization and key-setup in the random pair-
wise keys scheme

Recall that the size of each node’s key rings is m keys, and
the probability of any two nodes being able to communicate
securely is p. The random pairwise keys scheme proceeds
as follows:

1. In the pre-deployment initialization phase, a total of
n = m

p unique node identities are generated. The ac-
tual size of the network may be smaller than n. Un-
used node identities will be used if additional nodes are
added to the network in the future. Each node identity
is matched up with m other randomly selected distinct
node IDs and a pairwise key is generated for each pair
of nodes. The key is stored in both nodes’ key rings,
along with the ID of the other node that also knows the
key.
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2. In the post-deployment key-setup phase, each node
first broadcasts its node ID to its immediate neigh-
bors. By searching for each other’s IDs in their key-
rings, the neighboring nodes can tell if they share a
common pairwise key for communication. A crypto-
graphic handshake is then performed between neigh-
bor nodes who wish to mutually verify that they do
indeed have knowledge of the key.

7.1.2 Multi-hop range extension

Since the node ID is just a few bytes, key discovery involves
much less network traffic and computational overhead in the
nodes than standard random-key predistribution. Hence the
effective communication range of nodes for key setup can
be extended beyond physical communication range by hav-
ing neighboring nodes re-broadcast the node ID for a certain
number of hops. Each hop that the node ID is rebroadcast
effectively extends the range by approximately one com-
munication radius, increasing the number of nodes that can
hear the broadcast by a squared factor. The table below
shows some intuition for number of reachable nodes in the
case where the expected number of neighbors within com-
munication range is 60.

local (0 hops) 1 hop 2 hops 3 hops
60 240 540 960

This has an impact on the maximum supportable network
size n. Recall from Equation 2 that connection probability
p = d

n′ where n′ is the number of neighbors and d was
computed via the required probability of graph connectivity.
From Equation 6 we have that maximum network size n =
m
p where m is the key ring size. Hence

n =
mn′

d
(7)

By increasing the effective communications radius, we also
increase the number of neighbors n′, hence the maximum
supportable network size n also increases. Multihop range
extension should be used with caution, however, because
the rebroadcast is performed without verification or authen-
tication. Hence, during the deployment phase, an adver-
sary can send random node IDs into the network which will
then be rebroadcast x times by the receiving nodes. This
potential denial of service (DoS) attack could stop or slow
the key-setup process since the sensor network is actively
helping to amplify the range of the adversary’s interfering
transmissions. The potential damage due to this DoS attack
can be reduced by limiting the number of hops of the range
extension. If DoS is a serious concern then multihop range

extension could be removed altogether; it is not required for
the operation of the random pairwise scheme.

7.1.3 Support for distributed node revocation

In the random pairwise scheme, node revocation can be
supported via base stations as described by Eschenauer
and Gligor [10]. However, base station initiated revoca-
tion mechanisms may also slow the node revocation pro-
cess due to the potential high latency between the nodes and
the base-station. In revocation, fast response is particularly
crucial since a detected attack must be sealed off from the
network before it can do significant harm.

To reduce the disadvantages associated with a base-
station dependent revocation protocol, we present a dis-
tributed node revocation scheme for the random pairwise
scheme. Such a scheme is possible if we assume the ex-
istence of a mechanism in each sensor node that enables
it to detect if neighbor nodes have been compromised. The
scheme works by having neighboring nodes broadcast ‘pub-
lic votes’ against a detected misbehaving node (we use the
term public vote since the identity of the voter in this case
need not be kept secret). If any node B observes more than
some threshold number t of public votes against some node
A, thenB breaks off all communications with A. By listen-
ing on the network (like any other sensor node), the base sta-
tion can relay the votes back to a physically secure location
where the undeployed nodes are stored. There, any as-yet
undeployed node identities react appropriately by erasing
any pairwise keys associated with A from the undeployed
nodes’ key rings. This has the effect of permanently sever-
ing node A from the network.

It is a technical challenge to design a compact and effi-
cient distributed public vote counting mechanism for sensor
nodes.

In the following discussion, the set of nodes which can
vote against node A are termed A’s voting members. We
require the voting scheme to have the following properties:

• Compromised nodes cannot revoke arbitrary nodes.

• No voting member of A is able to forge another mem-
ber’s vote against A.

• Each voting member of A must be able to verify the
validity of a broadcast public vote against A.

• Broadcast public votes from one voting member reveal
no information that would allow listeners to generate
additional public votes.

• Broadcast public votes have no replay value.

• The method of propagating the broadcast to cover the
entire network should not be vulnerable to denial of
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service attack by a malicious node operating within the
network.

As a first attempt, a simple scheme is as follows: Con-
sider a node A, which, like every other node in the net-
work, has m keys in its key ring. Since all the keys are
issued to exactly two nodes and no two keys are issued
to the same pair of nodes, we have exactly m nodes that
share a pairwise key with node A. We call this set of
m nodes the set of voting members of A. Each of these
m voting members are assigned a random voting key ki.
Each voting member also knows the respective hashes of
the voting keys of all the m − 1 other voting members, i.e.
hash(kj), j = i, 1 ≤ j ≤ m. To cast a public vote against
A, the node broadcasts ki. All other voting members can
verify the vote by computing hash(ki). Once ki is verified,
voting members can replace hash(ki) with ki and a flag re-
flecting the fact that this vote has already been heard on the
network.

One problem with this scheme is that each entry on the
key ring now stores not only the pairwise key but alsom−1
hash values and a voting key. Hence, ifm pairwise keys are
stored on the node, the memory requirement is O(m2).

In our scheme, we propose using a Merkle tree [17] to
efficiently authenticate m hash values. Only a single veri-
fying hash value (the root value of the Merkle tree) needs to
be stored, but the voting information is now size O(logm),
since each node now needs to reveal not just its secret vot-
ing key but also the hash values of the logm internal nodes
in the Merkle tree that will allow the other voting members
to authenticate the vote.

One consequence of using a Merkle tree mechanism is
that it is now necessary to remember which nodes have al-
ready been received, in order to remove replay value of the
votes. For each vote, the path to the root of the Merkle tree
is unique and can be described in logm bits. Hence, only
logm bits of storage per received vote is necessary. Also,
a total of at most t logm bits is needed since only t votes
need to be received before revocation occurs. t is generally
chosen to be small, as described below.
Choice of the threshold value t. Let t be the minimum

number of votes needed to revoke a node. t must be cho-
sen low enough such that it is unlikely that any node has a
degree< t in the network, but high enough such that a col-
lection of rogue nodes cannot cause the revocation of many
legitimate nodes. For any of the m keys in a node’s key
ring, the probability that it is used is the probability that
the other node which has this key is within communication
radius. This probability is n′

n since there are n′ neighbors
out of n total nodes, that will be within communication ra-
dius. The distribution of the degree of a node is hence bino-
mial (m, n′

n ). Since n = mn′
d (from Equation 7, where d is

the expected degree of a node in terms of number of secure
links created during key-setup), n′

n simplifies to d
m . Hence

we have that the degree of a node is binomial(m, d
m ), the

average is d and the variance is d(1 − d
m ). For key ring

sizes sufficient to support a reasonably sized network, d
m

will be small. Hence the variance is close to the average d,
i.e., the distribution is heavily skewed to the left.

The expected degree of a node d should increase slowly
with network size n (from Equation 1, d = O(log n)).
Hence t should remain small (≤ 5) for the range of net-
work sizes we are considering in this paper (1,000 to 10,000
nodes). Since t is small, we note that memorizing previ-
ously cast votes to prevent replay is not a significant mem-
ory cost.

One consequence of implementing such a voting scheme
is that no node can have less than t neighbors, otherwise that
node cannot be revoked. Since t was chosen such that it is
unlikely that any node has degree < t in the network, the
scheme can be modified such that any node that is unable to
form at least kt connections (where k is some small multi-
ple, e.g. 2) on the network after the key-setup phase must
be revoked. Such low-degree nodes can be detected via the
degree-counting mechanism described in Section 7.1.4 be-
low.

Even if this mechanism is in place, if an adversary can
selectively compromise nodes without detection, then it
may be possible to compromise a set of nodes that shield
each other from revocation, e.g. compromise enough nodes
around a misbehaving node such that only t − 1 legitimate
nodes are left to communicate with it. Another method of
attack would be to only present detectable misbehavior to
t − 1 neighbors so as to prevent revocation. In such cases,
proper revocation may still be possible depending on the
sensitivity and accuracy of the detection mechanism. How-
ever, designing a node-level intrusion detection mechanism
that has both high sensitivity and accuracy is an extremely
challenging problem. Hence, base-station issued revoca-
tion mechanisms may still be used to limit the potential
damage that can be caused by these sophisticated attacks.
Distributed node revocation is best used as a fast-reaction
system to respond to perceived node-capture attacks, rather
than as a full counter-measure against a malicious node that
has already entered the network.
Broadcast mechanism. Our public voting scheme relies

on being able to propagate every public vote across the net-
work to all voting members. However, having every node
naively re-broadcast all votes heard on the open network
presents a vulnerability to denial of service attack. In our
scheme, only the voting members will re-broadcast any re-
ceived public votes to each other, while all other nodes ig-
nore the broadcast. This transmission is performed unen-
crypted, since public votes need not be secret once they are
broadcast. Since there is no transmission control in an unen-
crypted broadcast, we require that each voting member that
first receives a correctly verified vote perform a re-broadcast
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of the vote a fixed number of times at varying intervals in
order to maximize the probability of a successful transmis-
sion to a neighboring voting member. We now show that ev-
ery voting member will receive this broadcast with approx-
imately the same very high probability c that the network is
connected (in this analysis, we assume the broadcast trans-
mission is perfect). We assume that αn nodes have been
deployed where 0.5 < α < 1 (i.e. a significant fraction of
the nodes have been deployed). Each voting member has
an expected total of n′ neighbors within range. There are
about αm voting members that have been deployed. Each
voting member can thus expect to find (αm−1

αn−1 )n′ other vot-
ing members within communications range. Since m and
n are large and α is a large fraction, we can approximate
this with (αm

αn )n′ which simplifies to mn′
n . However, from

Equation 7, this is exactly the degree d that is required to
connect the graph with high probability c. Hence the net-
work of voting members forms a random graph with almost
the same probability of being connected as the original net-
work of secure links (it may be slightly lower due to our ap-
proximation). The reason for this is that the voting members
can perform unencrypted broadcast to every voting member
within range, whereas the communication links established
during key-setup between arbitrary neighbor nodes must be
conditional on the sharing of a pairwise key. For any node
A, the probability of an arbitrary node B being a relevant
voting member is approximately m

n which is exactly the
probability of B sharing a pairwise key with A. Both the
graphs are connected with high probability.

Resisting revocation attack. One possible weakness as-
sociated with distributed node revocation is that each node
holds the potential to cast a vote against m other nodes.
Since the total number of nodesn = m

p , this could represent
a significant fraction of the node population. Hence only a
fixed number of nodes need to be compromised without de-
tection in order for them to revoke a significant proportion
of the network, regardless of the network size.

To prevent widespread release of revocation keys by
compromised nodes, we require that only nodes that have
established direct communication with some node B have
the ability to revoke B.

We do this by distributing the revocation keys to the vot-
ing members of B in a deactivated form, i.e. each vot-
ing member i stores its revocation key for B kBi masked
(XORed) with some secret SBi. This deactivated key will
not hash to the correct verifying value and is thus use-
less for voting. Node B knows all the activation secrets
SBi, 1 ≤ i ≤ m. During the key discovery and setup phase,
if node i wishes to complete key setup with node B, it re-
quires nodeB to transmit its activation secret SBi (and vice-
versa). Once node i has received SBi it unmasks kBi using
SBi, and verifies that it was given the correct unmasking se-
cret by performing vote verification on the unmasked kBi to

see if it is a valid revocation key. Storage ofmmasking fac-
tors on node B takes only O(m) space and is insignificant
compared to the totalO(m logm) space needed to store the
voting and verification apparatus.

Such a policy of need-to-know key activation ensures
that the majority of revocation keys recovered through node
capture are in an unusable masked state. In order to use
these revocation keys to revoke some node A the adversary
now has to physically communicate with A and complete
key-setup for up to t new connections.

Via this mechanism, the adversary’s ability to attempt
sabotage through this course of action is seriously limited
by the implementation of schemes to limit node replication
and node generation (see next Section 7.1.4). In general,
since resistance against node replication imposes an upper
limit dmax on the degree of a node, once a malicious node
has collected dmax activation values for its revocation keys,
further requests for activation values will be rejected by the
other nodes in the network since it will be detected that this
node is attempting to exceed its maximum allowed degree.
Hence the number of revocation keys issuable by each com-
promised node is limited to dmax.

Even if we do not assume the implementation of schemes
for resisting node replication, the requirement that the ad-
versary establish physical (1-hop) communication with a
target node is a strong disincentive to mount a DoS attack
via revocation. For example, if disruption rather than sub-
version of the network is all that is desired by the adversary
and the adversary has the ability to physically communicate
with the target nodes, then a radio jamming attack is proba-
bly cheaper and more productive than a revocation attack.

The vote-activation mechanism presented above limits
the damage an adversary can inflict by broadcasting node
revocations. It does not completely eliminate the potential
for such an attack. However, it does makes it less economi-
cally viable for an attacker to mount a revocation attack.

7.1.4 Resistance against node replication and node
generation

In the event that node capture goes undetected by the net-
work, it is desirable that the network be resistant against the
addition of infiltrator nodes derived from captured nodes,
especially considering that resistance may be required to
prevent revocation attack on the network (see Section 7.1.3)

To limit the amount node replication possible on the net-
work, the degree of any node can be limited. We know that
the degree of a node on the network is approximately bino-
mially distributed (m, d

m ) with expectation d and variance
close to d (see Section 7.1.3 for derivation). Hence very few
nodes should have degree ≥ 3d, for example. This implies
that we can limit the degree of nodes to dmax where dmax is
some small multiple of d, without disrupting network con-

Proceedings of the 2003 IEEE Symposium on Security and Privacy (SP�03) 
1081-6011/03 $17.00 © 2003 IEEE 



nectivity.
The expected degree d increases slowly with graph size

n. For example, Equation 1 indicates d = O(log n). Hence
dmax will generally be small compared with the total po-
tential connectivitym.

Since the random-pairwise scheme allows us to have a
notion of authenticated node identity, a method for node-
degree counting for the random-pairwise scheme may be
implemented with the public-vote counting scheme pre-
sented in Section 7.1.3. The operation of the degree-
counting scheme is exactly identical. Each node contains a
voting key and some way to verify valid voting keys. Each
time a given nodeA forms a connection with some nodeB,
A broadcasts its voting key forB and vice-versa. Each node
can thus track the degree of all m of the nodes which share
pairwise keys with it, and refuse to form new connections if
the degree becomes too large.

One concern in this case is that we now need to mem-
orize dmax number of cast votes instead of a small num-
ber t. Each vote still requires only logm bits to store
since we only need to store its unique path in the Merkle
tree, hence directly storing dmax votes may still be feasible.
Otherwise, for applications with a relatively large dmax,
we note that an m-bit bit field is sufficient to completely
record all m votes since each bit could represent a unique
path in the Merkle tree. Furthermore, since we only need
to provide a rough bound for the number of votes heard,
the bit field representation could be compressed using var-
ious lossy sparse-storage directory mechanisms such as the
Coarse Vector [13] and Tristate [1] protocols.

7.2 Evaluation of the random keys scheme

Perfect resilience against node capture. Since each
pairwise key is unique, capture of any node does not allow
the adversary to decrypt any additional communications in
the network besides the ones that the compromised node is
directly involved in. This would be represented in Figure 2
as the line y=0.
Maximum supported network size. The limited global

payoff requirement of Section 5.2.2 cannot be used to com-
pute the maximum network size of the random pairwise
keys scheme because global information revealed from lo-
cal node capture is always 0. Rather, the maximum network
size of a random pairwise keys scheme is fixed at design
time by Equation 6.

The maximum supportable network size for a random
pairwise key scheme without distributed node revocation or
multihop range extension is shown in Figure 3. Figure 6
reflects the network sizes for the random pairwise scheme
with all the features mentioned earlier including range ex-
tension. It can be seen that with a range extension of just
two hops, we can get network sizes comparable to the other
schemes in this case. Also, the O(logm) cost of includ-

0 500 1000 1500 2000 2500 3000 3500 4000
0

500

1000

1500

Memory size in a node (bytes)

es
t. 

m
ax

im
um

 n
et

w
or

k 
si

ze

random pairwise, no range extension
random pairwise w/dist. revoc & repl resist, rng ext hops=2
basic scheme

Figure 6. Network sizes for random pair-
wise key setup compared against the basic
scheme with and without multipath key re-
inforcement. Link keys are 128bits, hash
values are 80bits in this simulation. p =
0.33, fthreshold = 0.1

ing distributed node revocation does not significantly im-
pact maximum network size.

Given that the random pairwise scheme has perfect re-
silience against node capture and authentication features,
this is a highly desirable result.

Resistance to revocation attack of distributed scheme.
If resistance against node replication is implemented, then
the theoretical number of nodes an attacker can revoke per
successful node captured is dmax

t which is kd where k is a
small constant. Since any captured node will have an ex-
pected d links in any case, the number of nodes lost through
the revocations due to a captured node is some small con-
stant factor of the links directly lost through the compro-
mise of the node. Furthermore, d grows only slowly with
n, hence the attacker is unable to target a significant portion
of the network for revocation if it has only compromised a
small number of nodes. While a revocation attack ampli-
fies the disruptive power of the attacker to some extent, it is
unlikely that an attacker will find it economically attractive
to obtain full control of a sensor node only to expend this
successful intrusion in revoking a small constant number of
other nodes (if denial of service is all that is desired by the
attacker, physical destruction of each node is probably more
economical). This is especially true considering that they
must explicitly establish communications with every node
that they wish to revoke.
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8 Related Work

We first review work in establishing shared keys in mo-
bile computing, then review work in sensor network key
establishment.

Tatebayashi, Matsuzaki, and Newman consider key dis-
tribution for resource-starved devices in a mobile environ-
ment [23]. Park et al. [18] point out weaknesses and im-
provements. Beller and Yacobi further develop key agree-
ment and authentication protocols [4]. Boyd and Mathuria
survey the previous work on key distribution and authenti-
cation for resource-starved devices in mobile environments
[6]. The majority of these approaches rely on asymmetric
cryptography. Bergstrom, Driscoll, and Kimball consider
the problem of secure remote control of resource-starved
devices in a home [5].

Stajano and Anderson discuss the issues of bootstrapping
security devices [22]. Their solution requires physical con-
tact of the new device with a master device to imprint the
trusted and secret information.

Carman, Kruus, and Matt analyze a wide variety of ap-
proaches for key agreement and key distribution in sensor
networks [8]. They analyze the overhead of these protocols
on a variety of hardware platforms.

Wong and Chan propose a key exchange for low-power
computing devices [24]. However, their approach assumes
an asymmetry in computation power, that is, one of the par-
ticipants is a more powerful server.

Perrig et al. propose SPINS, a security architecture
specifically designed for sensor networks [19]. In SPINS,
each sensor node shares a secret key with the base station.
To establish a new key, two nodes use the base station as a
trusted third party to set up the new key.

We review the related work by Eschenauer and
Gligor [10] in Section 4. Anderson and Perrig propose a
key establishment mechanism for sensor networks based on
initially exchanging keys in the clear [2]. Their key infec-
tion approach is secure as long as an attacker arrives after
key exchange and did not eavesdrop the exchange.

Zhou and Haas propose to secure ad hoc networks using
asymmetric cryptography [25]. Kong et al. propose local-
ized public-key infrastructure mechanisms, based on secret
sharing and multiparty computation techniques [14]. Such
approaches are expensive in terms of computation and com-
munication overhead.

Broadcast encryption by Fiat and Naor [11] is another
model for distributing a shared key to a group of receivers.
However, this model assumes a single sender, and that the
sender knows the key pools of all receivers. Subsequent
papers further develop this approach [3, 12, 15].

9 Conclusion

Efficient bootstrapping of secure keys is of critical im-
portance for secure sensor network applications. Local pro-
cessing of sensor data requires secure node to node commu-
nication. We present three efficient random key predistribu-
tion schemes for solving the security bootstrapping problem
in resource-constrained sensor networks.

Each of these three schemes represents a different trade-
off in the design space of random key protocols. The choice
of which scheme is best for a given application will depend
on which trade-off is the most appealing.

The q-composite scheme achieves significantly im-
proved security under small scale attack at the cost of
greater vulnerability to large scale attack. This increases the
attacker’s cost of mounting an attack since the option of har-
vesting a small number of keys in order to extract a random
sample of the readings in the entire network is no longer
appealing, thus forcing the attacker to perform a large scale
node capture attack.

The (2-hop) multipath reinforcement scheme improves
security at the cost of network communication overhead.
Since the expected number of common neighbors is pro-
portional to 1

n′ (where n′ is the expected number of neigh-
boring nodes), this scheme performs best when the deploy-
ment density is sparse relative to the communication radius
of the nodes. It also presents the best characteristics when
the variation in deployment density is low (i.e. nodes are
regularly dispersed).

The random pairwise scheme has the best security prop-
erties of the three schemes. It possesses perfect resilience
against node capture attacks as well as support for node-
based revocation and resistance to node replication. The
properties come with the trade-off that the maximum sup-
ported network size is not as large as the other schemes.
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