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Abstract

In this paper, we propose and analyze the design notion of dual-region mobil-
ity management (DrMoM) for achieving scalable, efficient location manage-
ment of mobile nodes in ad hoc networks. The basic idea is to employ local
regions to complement existing home region based location service schemes
that assign a home region through hashing to a mobile node and have mobile
nodes in both the home and local regions serve as location servers for that
node. The most salient feature of DrMoM is that the optimal home region
size and local region size can be dynamically determined per mobile user
based on mobility and service characteristics of individual mobile nodes to
minimize the overall network cost incurred by location management and data
packet delivery. Moreover, DrMoM is completely distributed. Each node de-
termines its optimal home region size and local region size autonomously.
A performance analysis is performed to demonstrate the benefit of DrMoM
over existing region-based location management schemes.

Keywords: Mobility management; region-based location management;
mobile ad hoc networks; performance analysis.

1. Introduction

A mobile ad hoc network (MANET) is a self-configuring network, in which
mobile nodes form and maintain a dynamic network topology without a fixed



infrastructure. In this paper, we will use the terms location management and
mobility management interchangeably as there is no fixed infrastructure in
MANETS for handoff management and the central issue for mobility man-
agement is location management. While location management research is
well developed for wireless mesh networks [1], cellular networks [2, 3, 4, 5],
and Mobile IP networks [6], scalable location management for MANETS is
an open issue [7].

In this paper, we propose and analyze a scalable, efficient mobility man-
agement scheme for MANETSs called Dual-region Mobility Management
(DrMoM) based on the idea of employing local regions to complement exist-
ing home region based location service schemes in MANETSs that assign home
regions to mobile nodes and have mobile nodes in both the home and local
regions of a mobile node serve as location servers for that node. Relative to
existing work utilizing home region based location service [8, 9, 10, 11, 12]
and local region based location service [7, 13, 14, 15, 16, 17, 18], our contri-
bution is to dynamically determine the optimal home region size and local
region size for each mobile node based on the mobile node’s runtime mobility
and service characteristics to minimize network cost.

DrMoM is based on the design notion of integrated mobility and service
management for network cost minimization [19]. Specifically, unlike existing
location services that define the home region size statically at design time,
DrMoM dynamically determines the optimal home region size and local re-
gion size (defined by their respective radii denoted by Rj and R;), which
together minimize the overall network cost incurred by location management
and data packet delivery. Moreover, DrMoM is completely distributed. Each
node determines its optimal home region size Rj and local region size R; au-
tonomously. We develop a performance model for deriving the optimal values
of the two key design parameters R; and R; and for calculating the overall
network cost incurred by DrMoM, given system parameters characterizing
the mobility and service characteristics of mobile nodes. To demonstrate
the benefit of our dual-region location management scheme, we compare
location-based routing based on DrMoM against a well-known scheme called
SLURP [9] based on static home regions as well as a region-based location
management scheme called RUDLS [16] which claims to outperform contem-
porary region-based location management schemes. We show that DrMoM
outperforms both SLURP and RUDLS in terms of the overall network cost
incurred.

The paper is organized as follows. Section 2 surveys related works and



contrasts DrMoM with existing approaches for mobility management in MANETSs.
Section 3 describes our scalable design for DrMoM. Section 4 presents a per-
formance model for analytically evaluating the performance of DrMoM. Sec-
tion 5 performs a comprehensive performance evaluation, focusing on the
effect of various parameters on the performance of DrMoM, as well as a
comparative performance analysis of DrMoM against SLURP and RUDLS.
Section 6 performs simulation validation of the analytical results and tests the
sensitivity of the results with respect to node distribution and node mobility
patterns. Section 7 discusses the applicability. Finally Section 8 summarizes

the paper and outlines future research areas.

2. Related Work

In contrast to other types of wireless networks such as cellular networks,
IP networks, and wireless mesh networks, a MANET lacks pre-existing net-
work infrastructures. Therefore, mobility management schemes proposed for
other types of networks are generally not appropriate for MANETSs.

A recent study [20] reveals that hierarchical region-based location man-
agement [7, 13, 14, 15, 16] is the most promising location management scheme
for achieving scalability and efficiency.

A prevalent region-based location service in MANETS is hashing-based
with which each mobile node is assigned a home region through hashing [8,
9, 10, 11, 12]. The nodes in the home region serve as location servers for that
mobile node. A mobile node sends location updates to its location servers
when it moves. To locate a destination node, a source node sends a location
query to the destination node’s home region location servers. Although a
hashing-based location service is highly scalable, it has a major drawback:
a source node has to contact the location servers of the destination node
regardless of how close it is away from the destination node. If the two
nodes are close to each other, contacting the location servers which may be
far away geographically incurs unnecessary overhead. One way to solve this
problem is to have a mobile node periodically exchange up-to-date location
information with neighboring nodes in a local region [17, 18]. If some node
in the local region of the source node knows the location of the destination
node, the source node can locate the destination node utilizing only local
location information from the neighboring nodes, without having to query
the destination node’s home region. It is also possible that the source node



is within the local region of the destination node and therefore knows where
the destination node is located using only local location information it keeps.

Among the above protocols cited, SLURP [9] and RUDLS [16] are intro-
duced in more detail below as they are selected as baseline schemes against
which DrMoM is compared in this paper. The reason we select these two
schemes is that SLURP represents the most original work in region-based lo-
cation management and RUDLS is a very recent location management pro-
tocol proposed which claims to outperform existing region-based location
management protocols.

SLURP [9] handles location management using a scalable location service
based on statically partitioned and assigned home regions. When a mobile
node moves, it updates its location with the location servers in its home
region by sending location update messages. To locate a destination mobile
node D, the node’s home region is queried to locate the current region in
which D resides. Geographical routing is used to forward a data packet
sent to D towards the center of the current region of D. When the data
packet arrives at the first node within the current region, Dynamic Source
Routing (DSR) is employed to deliver the data packet to D within the region.
SLURP defines the region size statically when the coverage area of a MANET
is partitioned into grids, each of which corresponds to a region. There are
two major differences between DrMoM and SLURP:

e Although both DrMoM and SLURP assign each mobile node to a static
home region center through hashing, the home region size in SLURP is
fixed while the home region size in DrMoM varies dynamically in order
to minimize the location query and update cost.

e SLURP does not use local regions for location query. As a result,
SLURP incurs a high query cost because it always queries home region
location servers for the location of the mobile user. DrMoM uses lo-
cal regions for location query to save location query location overhead
because it will query local region location servers first before querying
the home region location servers for the location of the mobile node.
Moreover, DrMoM assigns each mobile node to a local region which
can change in size and location, depending on the mobility and service
characteristics of the mobile node in order to minimize the location
query cost.

RUDLS [16] on the other hand is a region-based hierarchical location
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management scheme consisting of level 1 and level 2 location servers. Each
level 1 location server keeps track of the locations of mobile users in its region
each covering 9 grids. When a mobile user moves from one grid to another
grid within the same region, only the location database of the level 1 location
server is updated. On the other hand, each level 2 location server covers a
number of level 1 location servers (e.g., 9 x 9 grids). When a mobile user
moves from one level 1 region to another level 1 region, the location database
of the level 2 location server is updated. Finally, when a mobile user moves
from one level 2 region to another level 2 region, all level 2 location servers are
updated with the user’s new location, which is an expensive location update
operation. A location query always goes bottom-up, i.e., it will go from
the local level 1 location server and if necessary to the local level 2 location
server, and if necessary, to a remote level 2 location server. In contrast,
DrMoM only maintains location servers in the dynamically adjustable local
and home regions for a mobile node for efficiency.

3. Dual-Region Mobility Management
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Figure 1: Global partitioning of the MANET coverage area into rectangular regions.

Like SLURP, DrMoM is highly scalable through hashing. The coverage
area of a MANET is statically partitioned into equally sized rectangular
regions, as shown in Fig. 1. This global partitioning of the MANET coverage
area is used as the basis for home region assignment. Specifically, each mobile
node is permanently assigned a home region, whose center co-locates with
the center of one of the rectangular regions, as illustrated by Fig. 1. The



assignment is calculated by hashing the unique ID of the mobile node (e.g.,
its IP or MAC address) to the ID of one of the rectangular regions. We
assume that every mobile node has knowledge about the global partitioning
as well as the hash function such that it is able to locate the center of the
home region of any node. All mobile nodes within the home region of a
mobile node serve as home region location servers for that node. DrMoM
varies the home region size dynamically based on the mobile node’s runtime
mobility and service characteristics. The home region size can be expanded
as needed to ensure that at least one node exists to serve as the location
server. We assume that node distribution (e.g., random or city-style) is a
predefined knowledge known to every node, so every node knows how far Ry,
should be in order to cover at least one node from the center of its home
region.

Besides the home region, each mobile node is also associated with a local
region, and it exchanges location information with neighbors in the local
region. Unlike the home region, which does not move, the local region moves
with the mobile node. The home region keeps location summary information
of the node, i.e., the coordinate of the center and radius of the node’s local
region. Whenever the local region moves due to movement of the node, the
location servers in the home region are updated with the location summary
information. To locate the local region of a destination node, the source node
sends a location query to the destination node’s location servers.

The coordinates of the center of a home region is statically determined,
whereas the radius is dynamically determined on a per-node basis, depend-
ing on the node’s mobility and service characteristics. The home region size,
determined by its radius denoted by R, is a key factor balancing the trade-
off between the overhead for location queries/updates and the robustness of
the location service. Specifically, a larger home region covers more location
servers on average and consequently increases the chance of a successful lo-
cation query. However, a larger home region also leads to larger overhead for
location queries and updates. Because Ry is dynamic, the size of the home
region is dynamic and not necessarily restricted by the size of the rectangu-
lar region. The local region size, determined by its radius denoted by Ry, is
also a key parameter. Increasing the local region size increases the chance
that a destination node is located using local location information, without
querying the location servers. However, as the local region size increases, the
cost of location query packet delivery increases because there are more hops
to travel in a larger local region. The local region size also impacts on the
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rate of location updates to the home region, which is equal to the rate of
local region boundary crossing.

Each mobile node maintains two location tables: the local region location
table LT; that stores location information of nodes for which it serves as a
local region location server, and the home region location table LT} that
stores location information of nodes for which it serves as a home region
location server. LT is updated whenever the mobile node receives a “local
region location update” by which the exact location of the node within its
local region is updated, whereas LT}, is updated whenever it receives a “home
region location update” by which the node’s new local region defined by
the local region’s (center, radius) is updated. More specifically, an entry in
LT, keeps the corresponding node’s “exact” location obtained from the most
recent local region location update from that node. An entry in LT}, stores
the coordinates of the center and radius of the corresponding node’s local
region obtained from the most recent home region location update from that
node. A timestamp is associated with each entry in the tables to indicate its
freshness and is copied into the header of data packets when the entry (for
the destination) is used by the source node for data packet delivery. Expired
table entries are deleted periodically to make room for new entries.
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Figure 2: Greedy geographical packet forwarding.

DrMoM uses geographical routing to route data packets and control mes-
sages such as messages for location updates and queries, as illustrated in
Fig. 2. For each hop, DrMoM selects the node from the one-hop neighbors of
the current node that is closest to the destination (i.e., the node that makes
the most progress towards the destination) as the next forwarding node. For
example, in Fig. 2, node Y is selected by the source S as the next forward-
ing node because it is closest to the destination D among the neighbors of
S. By selecting the next forwarding node this way, DrMoM guarantees that



progress is made towards the destination for each hop, finally leading to the
destination.

In the following sections, we present DrMoM in detail for location up-
date, location query, data packet delivery, and home region maintenance
operations. Table 1 lists the notations used.

3.1. Location Update

A mobile node uses a local region location update to notify neighbors
within its local region of the coordinates of its current location as reported
by the GPS module, and a home region location update to inform its location
servers of the coordinates of the center and radius of its local region.

3.1.1. Local Region Location Update

Local region location updates follow a threshold-based approach. Specif-
ically, a mobile node broadcasts a location update to its neighbors within its
local region, when the distance between its current location and the location
where the last update was triggered exceeds a threshold 7. Each mobile node
S maintains a variable S.loc_last_update that records the location where the
last local region location update was performed. Given a chosen value of 7,
the frequency of local region location updates depends on the mobility rate
of S [21]. In this paper, 7 is set to be equal to the wireless transmission
range such that the difference between the location of a mobile node kept by
neighbors in its local region and its actual location is never larger than the
wireless transmission range. Note that because the local region of S is not
restricted to its one-hop transmission range, a neighbor could potentially be
multiple hops away.

The local region location update carries the following information about
S: its node ID, current location (S.curr_location), moving speed, and moving
direction as reported by the GPS module. Whenever a local region location
update is triggered, the radius of S’s local region, i.e., Ry, is re-calculated and
the up-to-date value is also carried by the location update. This informa-
tion is necessary for neighboring nodes to dynamically determine if they are
within S’s local region, since the value of the radius may change over time,
depending on S’s mobility rate and service characteristics. Each neighboring
node receiving the location update determines if it is within S’s local region
by comparing its distance to the current center of S’s local region against
R;. 1f its is within S’s local region, it updates its local LT}, and rebroadcasts
the location update. If a neighboring node determines that it is outside S’s



Table 1: The notations used in this paper.

Notation

Meaning

S.id

S.curr_location
(S.hr_center, S.hr_radius)
(S.lr_center, S.lr_radius)
loc_info.ts
S.loc_last_update

local_loc_update
home_loc_update
local_loc_query
home_loc_query

NB(S)

S.LT(D)

dist(a, )
m.Header_Loc_Info(D)

S.Forward_Packet(m, NB(S))

S.Broadcast(m, NB(S))
S.Send_Reply(D, m)

S.Update_Entry(LT(D), m)
S.Update_Header(S, loc_info)

S.Calculate_Radius(selector)

the node ID of S

current location of S

center and radius of S’s home region

center and radius of S’s local region

timestamp of location information stored in loc_info
location where the last local region location update was
triggered

local region location update message

home region location update message

local region location query message

home region location query message

list of one-hop neighbors of S

result of lookup for D in S’s location table (LT)
distance between location a and location b

location information of D carried in the header of packet
m

procedure for S to forward a packet m to the next hop
towards the destination

procedure for S to broadcast m to its one-hop neighbors
procedure for S to send the reply m to D

procedure for S to update the entry for D in LT using
location information carried by m

procedure for S to update the data packet header using
loc_info

procedure for S to dynamically calculate the radius for
the local region or home region




local region, it simply drops the location update. Algorithm 1 describes the
procedure for processing a local region location update.

if dist(S.loc_last_update, S.curr_location) > T then

S.loc_last_update = S.curr_location;

S.Calculate_Radius(S.R; );

S. Broadcast(local_loc_update, NB(S));

foreach neighboring node © do

/*if i is within S’s local region */

if dist(i.curr_location, S.curr_location) < S.R; then
i. Update_Entry(i.LT(S), local_loc_update);
i. Broadcast(local_loc_update, NB(i));

end

else

‘ 1 drops local_loc_update;
end

end

end
Algorithm 1: Processing a local region location update.

3.1.2. Home Region Location Update

A home region location update is triggered whenever a mobile node §
moves outside its current local region. Specifically, when S detects that it
has moved outside its current local region (by comparing its current location
with the center of its local region), it calculates the radius R; for the new
local region and sends a home region location update to the location servers
in its home region. The location update carries the coordinates of the center
and radius of S’s new local region. The radius of S’s home region, i.e., Ry,
is also re-calculated based on S’s mobility and service characteristics every
time a home region location update is triggered, and is also carried by the
location update. This information is necessary for other nodes to dynamically
determine and mark if they are within S’s home region and serve as location
servers for S by comparing their distances to the center of S’s home region
with Rh.

The first location server within the home region receiving the location
update broadcasts the update in the home region, as in [9]. Each subsequent
node receiving the location update checks if it is within S’s home region by
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comparing its location to the center of S’s home region (the node obtains
this information by applying the hash function to S’s node ID) against the
radius Ry carried by the location update. If the node is within the home
region, it updates its local LT} and rebroadcasts the location update. If
the node determines that it is outside S’s home region, it simply drops the
location update. To reduce bandwidth and energy consumption and network
congestion, each location server only broadcasts the first received update
after waiting for a random amount of time.

Given a chosen value of R;, the frequency of home region location updates
depends on S’s mobility rate. Algorithm 2 gives the procedure for processing
a home region location update.

3.2. Location Query

A location query is a two-stage procedure: the first stage is a local region
location query, optionally followed by a home region location query in the
second stage if no location replies have been received in the first stage.

3.2.1. Local Region Location Query

In the first stage, the source node S broadcasts a location query within its
local region, hoping that some neighboring nodes have the up-to-date location
information of the destination node D. In the meantime, S starts a timer that
expires after approximately the time for a round-trip transmission between S
and the furthest neighbor in its local region (to ensure that location replies if
any are received before the timer expires). The expiration of the timer before
any location reply is received indicates a failed local region location query.
The local region location query carries the current coordinates of the center
and R; of S’s local region for neighboring nodes to dynamically determine if
they are within S’s local region.

Any neighboring node in S’s local region that finds valid location informa-
tion of D in either LT} or LT} sends a location reply to S. The location reply
carries the timestamp of the table entry for D indicating the freshness of the
location information. Upon the expiration of the timer, S collects all replies
and uses the one with the most recent location information of D. To prevent
a reply storm from happening, each neighbor waits for a random amount of
time before sending out the reply [9]. The procedure for processing a local
region location query is presented in Algorithm 3.
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if dist(S.curr_location, S.lr_center) > S.R; then
S.Calculate_Radius(S.R;);

S.lr_center = S.curr_location;
S.Calculate_Radius(S. Ry, );
S.Forward_Packet(home_loc_update, NB(S));

foreach intermediate node i do
/¥ if i is the first location server of S receiving the update */

if dist(i.curr_location, S.hr_center) < S.Ry, then
i. Update_Entry(i. LT (S), home_loc_update);
i. Broadcast(home_loc_update, NB(i));
/* Break out of the loop */
Break;

end

else

| i.Forward_Packet(home_loc_update, NB(i));

end

nd

oreach node j receiving the broadcast location update do

/*if 7 is within S’s home region */

if dist(j.curr_location, S.hr_center) < S.R), then
j.Update_Entry(j.LTy(S), home_loc_update);
j.Broadcast(home_loc_update, NB(j));

end

else

‘ j drops home_loc_update;

end

end

end

= 0

Algorithm 2: Processing a home region location update.
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S.Broadcast(local_loc_query, NB(S));
foreach neighboring node i do
/% if i is within S’s local region */
if dist(i.curr_location, S.lr_center) < S.R; then
if i.LT)(D) # null OR i.LT,(D) # null then
‘ i.Send_Reply(S, local_loc_reply);
end
i.Broadcast(local_loc_query, NB(i)),
end
else
| 4 drops local loc_query;
end
end
S picks local_loc_reply with the latest timestamp;
S. Update_Table(S.LT;(D), local-loc_reply);
Algorithm 3: Processing a local region location query.

3.2.2. Home Region Location Query

A home region location query is triggered in the second stage if the local
region location query fails to locate D in the first stage. Specifically, S
locates the home region of D by applying the hash function to D’s node
ID and sends a location query towards the center of the home region of
D using geographical routing. The location query will ultimately reach a
location server within the home region of D, which retrieves the entry for D
in its LTy, and sends a location reply back to S. Algorithm 4 describes the
procedure for processing a home region location query.

3.3. Data Packet Delivery

Suppose the source node S has a data packet m to send to the destination
node D. S needs to locate D first by looking up the location information of
D in its LT} and LT},. Depending on the result of this table lookup, there
could be three cases as follows:

e (Case 1: A valid entry for D exists in LT;. S uses Algorithm 5 for data
packet delivery.

e (Case 2: A valid entry for D exists in LT},. S uses Algorithm 5 for data
packet delivery.
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S.Forward_Packet(home_loc_query, NB(S));
foreach intermediate node © do
if 7 is a location server of D then
i.Send_Reply(S, home_loc_reply);
/* Break out of the loop */
Break;
end
else
| i.Forward_Packet(home_loc_query, NB(i));
end

end
S.Update_Table(S.LT(D), home_loc_reply);
Algorithm 4: Processing a home region location query.

e (ase 3: Novalid entry for D can be found because the entry has expired
or no entry for D exists. In this case, S initiates a location query before
sending any data packets to D. Upon receiving the location reply,
S updates its location tables and uses Algorithm 5 for data packet
delivery.

The procedure for processing data packet delivery given that a valid entry
for D exists in either LT, or LT}, is presented in Algorithm 5. A potential
optimization is that in addition to the data payload, m also carries the up-
to-date location information of the sender S such that intermediate mobile
nodes can update their location tables using such location information. Data
packets are forwarded towards the destination using geographical routing.

3.4. Maintenance of Home Region

Because location servers within the home region of a mobile node are
also mobiles, they may leave the home region and therefore no longer serve
as location servers. Other nodes may also move into the home region and
become new location servers for the node. A location server B for a node A
can detect whether it is within A’s home region by periodically checking its
distance to the center of A’s home region against the radius R, of A’s home
region (B knows R, from home region location updates sent by A). If B’s
distance to the center of A’s home region is larger than Ry, B is no longer
within A’s home region. After B leaves A’s home region, it will not receive
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if S.LT)(D) # null then
S.Forward_Packet(m, NB(S5));

foreach intermediate node © do

if i.LT)(D) # null and
i.LT)(D).ts > m.Header_Loc_Info(D).ts then
| i.Update_Header(m, i.LT)(D));
end
i.Forward_Packet(m, NB(7));
end
nd
Ise if S.LT},(D) # null then
S.Forward_Packet(m, N B(S));
foreach intermediate node i do
if i. LT, (D) # null and
i.LTy(D).ts > m.Header_Loc_Info(D).ts then
| i.Update_Header(m, i.LT;,(D));
end
i.Forward_Packet(m, N B(i));
end

® O

end
Algorithm 5: Processing data packet delivery.
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home region location updates from A, and it will ignore any home region
location queries for A’s location information even though it may still receive
it (because the querying node may not have the up-to-date information on
the radius of A’s home region).

When a node C moves and enters into the home region of A, C'is notified
of the current location information of A by existing location server nodes in
the home region. DrMoM requires that each node serving as a location server
in the home region of A periodically broadcast to its neighbors a message
announcing its identity as a location server for A. The message carries the
node ID of A, the coordinates of the center and Rj of A’s home region, and
the current location information of A. When C' receives the message from one
of A’s location servers, it checks if it is within A’s home region by comparing
its distance to the center of A’s home region against the Ry. If C' detects
that it is within A’s home region, it stores the location information of A in
its LT}, and starts serving as a location server for A.

4. Performance Model

In this section, we present a performance model for calculating the pa-
rameterized overall communication cost per user incurred by DrMoM as a
function of R; and Rj. We define the total communication cost incurred per
user for location management and data packet delivery by the total number
of wnreless transmissions per time unit per user. It is worth emphasizing
that because the total communication cost is a per time unit metric, a small
amount of communication cost savings can be significant over time. Note
that we use the total communication cost as the performance metric here
because the focus of this paper is on integrated mobility and service man-
agement for minimizing the total communication cost. Minimizing the total
communication cost will have a significant positive impact on other perfor-
mance metrics, such as end-to-end packet delay and packet throughput (see
Section 4.6). It also has the benefit of maximizing the life time of a MANET
since minimizing the total number of wireless transmissions per time unit
means minimized battery consumption. Table 2 lists the notations used for
model parameters.

According to [9], as a mobile node moves with speed v, the rate o at
which it crosses local regional boundaries can be calculated as:

vT

T 4R,

g

(1)
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Table 2: Notations used in performance analysis.

Notation Meaning

n total number of mobile nodes in the MANET

T wireless transmission range

R, radius of a local region

Ry, radius of a home region

b(R) broadcast cost in a region with radius R

v moving speed (m/s) of a mobile node

o crossing rate of local region boundaries of a mobile node
d average distance between a node and its home region

Q average number of hops between a node and its home region
y node density (average number of nodes per unit area)

Al rate of local region location updates

A rate of home region location updates

L rate of home region maintenance

[0) data packet rate

¢ session rate

Because a home region location update is triggered every time a local region
boundary crossing occurs, the rate of home region location updates A, is
equal to 0. Local region location updates are triggered whenever the distance
between the current location and the location where the last update happened
exceeds the threshold 7, which is equal to the wireless transmission range.
Thus, the rate of local region location updates A\; of a mobile node depends
on the wireless transmission range r and the moving speed v of the node,
computed as follows:

N=" )

The broadcast cost b(R) in a region with radius R is defined as the number
of wireless transmissions to cover the entire region, and can be approximated
as follows [9]:

MRy =1+ _—5 =1+ (3)

Assume that the geographic area of the MANET is an m x m square.
The average distance d between any mobile node and its home region in the
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m X m square area can be estimated as [22]:

J:? (4)

Therefore, the average number of hops a between any mobile node and its
home region in the m x m square area can be approximated as follows:

Sy

(5)

4.1. Location Update Cost C,

The location update cost C,, consists of two parts: C!, the cost for local
region location updates, and C", the cost for home region location updates.
A local region location update from a mobile node S requires broadcasting
the location update message among the neighbors in S’s local region, thus
incurring a broadcast cost of b(R;). A home region location update requires
sending the location update message to S’s home region that incurs a cost of
a, followed by a broadcast of the message within S’s home region that adds
a broadcast cost of b(Ry,). Therefore, C! and C" are calculated respectively

as follows:
C’llL - b(Rl) (6)
ij =a+ b(Ry)

4.2. Location Query Cost C,

The location query cost C; consists of the cost for a local region location
query and optionally the cost for a home region location query which happens
only when the local region location query fails. Let C?} and C! denote the cost
for a local region location query and the cost for a home region location query,
respectively. Let pf; denote the probability that the home region location
query is needed to locate the target mobile node D, i.e., pf]‘ is the probability
that the local region location query fails. C; is calculated as follows:

Co=Cot - C4 (7)

A local region location query requires broadcasting the location query
message among the neighbors in the local region of the source mobile node
S, and collecting replies from these neighbors. Therefore, the cost for a
local region location query consists of the broadcast cost b(R;) in the source
mobile’s local region and the cost for the neighbors who keep valid location
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information of D to send the relies back to S. The number of neighbors in S’s
local region who keep the location information of D can be estimated based
on the node density. Specifically, a neighbor in S’s local region keeps the
updated location information of D when it is also within D’s local region or
home region, the probability of which is %—;Iﬁ, assuming that the n mobile
nodes are uniformly distributed in the network. Therefore, the number of

neighbors who keep the location information of D can be estimated as follows:

TR} + 7R},
2

-TR? - 8
m 17 (8)
Given the estimated number of neighbors in S’s local region who have the
location information of D, C’é can thus be estimated as:

TR} + R},
m2

Cl=b(R) + TR}y (9)

A home region location query requires sending the location query message
to D’s home region, followed by forwarding the location reply back to S.
Therefore, the cost for the home region location query C;L consists of the
costs for sending the location query message and location reply message,

calculated as follows:
Cl =2a (10)

S needs to initiate a home region location query only if the local region
location query fails when none of the mobile nodes in S’s local region could
find a valid entry for D in their LT, and LT},. A mobile node in S’s local
region could not find a valid entry for D if it’s not in D’s local region and

2 2
home region, the probability of which is 1 — 7%1 — 7:52’1. pg is the probability
that all nodes in S’s local region are not in D’s local region or home region,

which is computed as follows :

py=(1—— — =)™ (11)

4.3. Data Packet Delivery Cost Cy

As discussed in Section 3.3, depending on whether there is a valid entry
for the target mobile node in the source mobile node’s location tables LT
or LT}, there could be three cases to consider. In the first two cases (i.e., a
valid entry is found in LT} or LT}), data packet delivery follows Algorithm 5.
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In the third case, however, a location query needs to be performed to first
locate the target mobile node before data packets can be delivered using
Algorithm 5.

Let C} and C7 denote the cost for data packet delivery for the first two
cases. Also let p; and py denote the probability that a valid entry is found
in LT} and the probability that a valid entry is found in LT}, respectively,
then Cj is calculated as:

Co=p1-Ci+p-Ci+(1—p—p2)-C, (12)

Data delivery in the first case only involves mobile nodes in S’s local
region that make progress moving data packets towards D, and the distance
from S to D is bound by the diameter of the region 2R;. Therefore, we can
estimate an upper bound of C} as follows:

Cy = 2l (13)
r
Data delivery in the second case consists of two stages: the first stage
routes the data packet from S to the first mobile node (say X) on the route
that is within D’s local region, and the second stage is equivalent to data
delivery in the first case, except that the source mobile node is X. Therefore,
we can estimate C2 as follows:

C3=a+C] (14)

The source mobile node S can find a valid entry in either L7} or LT}, only
if S is within the local region or home region of D. The probability p; (p2)
that S is within the local region (home region) of D can be calculated as

follows, assuming that the n mobile nodes are randomly distributed in the
MANET:

_ TR}
]’jl T (15)
2 = T2

4.4. Home Region Maintenance Cost C,,

As discussed above, DrMoM handles the case that a mobile node B en-
ters into the home region of another node A and becomes a location server
for A by requiring each node in A’s home region to periodically broadcast
an announcement message to its neighbors within its wireless transmission
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range. This incurs a home region maintenance cost C,,, consisting of the
cost incurred for one wireless transmission by each node in the home region.
Therefore, the calculation of ), is shown as follows:

Cp=7R3 -7 (16)

4.5. Total Communication Cost C'

The total communication cost C' consists of the data packet delivery cost
(Cyq), the location update cost (C,), the location query cost (C,, which is
contained in the data delivery cost), and the home region maintenance cost
(Cyn), multiplied by their rates respectively. C' is calculated as follows:

C=¢-Cat+N-CL+ N -Clir -0, (17)

4.6. Discussion

The performance metric discussed thus far is based on C' (specified by
Equation 17) which is the number of hops of wireless transmissions incurred
per mobile node per time unit. Below we relate C' minimization with end-
to-end delay minimization and throughput maximization. Since every hop
incurs a packet transmission by a mobile node serving as a router, C' essen-
tially is the amount of traffic incurred to the network per mobile node. Let
C; denote the traffic generated by mobile node i. Then, the total traffic in-
curred to the network by all mobile nodes is given by ) . C;. Consequently,
the average input traffic toward each hop (i.e., toward a mobile node serving
as a router) is the total traffic divided by the number of mobile nodes in the
network. By utilizing simple arguments of collision theory [23] and queue-
ing theory [24], it can be proven that the per-hop packet delay (including
the queueing delay and the retransmission delay because of collision) at any
router is minimized when the input traffic to the router is minimized. Conse-
quently, the end-to-end delay of a packet is also minimized. By Little’s Law
[24] which states that throughput multiplied with response time (end-to-end
delay) is equal to the packet population in transit, we can deduce that the
network throughput is maximized when the end-to-end delay is minimized,
which happens when node ¢ operates at the optimal R;, and R; settings as
identified in our analysis to minimize Cj.

5. Performance Evaluation

We consider a scenario that n mobile nodes are randomly distributed in
an area of dimensions 2000m by 2000m, with n varying from 100 to 800 with
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an increment of 100, so that the density of nodes is a function of n. The
wireless transmission range is r = 200m. We model the data stream between
a source and a destination using a constant-bit-rate (CBR) stream at a rate
of ¢ = 50 packets/s. The speed of a mobile node (v) varies between 1m/s
to 20m/s.

Total communication cost
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Figure 4: Total communication cost vs. Ry in DrMoM.

5.1. Performance Characteristics of DrMoM

We first evaluate the effect of R; (Rj;) on the performance of DrMoM by
varying the value of R; (Ry,) but keeping Ry, (R;) fixed. Fig. 3 and Fig. 4 show
the total communication cost as a function of R; and R}, respectively, for a
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scenario where n = 100 and v = 2m/s. As can be seen in the figures, both R,
and Ry are key parameters and have a significant effect of the total commu-
nication cost incurred by DrMoM. More importantly, there exists optimal R,
(Rp,) that minimizes the total communication cost incurred by DrMoM. In-
creasing R; of a mobile node (and thus the area of the local region) increases
the chance that the node is located utilizing only local location information,
but it also increases the location update cost as well as the data delivery cost
because a data packet tends to travel a longer distance in the local region
after it reaches the first node within the local region. The same reasoning
applies to Ry,.

Total communication cost

Figure 5: Total communication cost vs. R; and R, in DrMoM.

Fig. 5 further shows the total communication cost incurred by DrMoM as
a function of both R; and R;,. The figure depicts the effect of the interaction
between R; and R, on the total communication cost incurred by DrMoM,
and it justifies that there exists an optimal combination of R; and Ry, that
minimizes the total communication cost incurred by DrMoM. It can also be
seen in the figure that the total communication cost increases sharply when
R; and/or Ry, are too large or too small.

5.2. Performance Comparison

In this section, we compare DrMoM with a well known location-based
routing protocol called SLURP [9] based on static home regions as well as a
region-based location management scheme called RUDLS [16] which claims
to outperform contemporary region-based location management schemes. in
terms of the overall network cost incurred. To make a fair comparison of
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Figure 6: Predicted total communication cost vs. ¢ for DrMoM against SLURP and
RUDLS.

DrMoM against SLURP and RUDLS, we use the same parameter values as
reported in [9] and evaluate their performance under identical settings.

Fig. 6 compares the total communication cost incurred per time unit by
DrMoM vs. SLURP and RUDLS as a function of the packet arrival rate ¢
in the range of 10 to 50 packets/s for the scenario in which n = 100 and
v = 2m/s. It shows that the overall communication cost per time unit per
user increases linearly with the packet arrival rate. Fig. 7 compares the
total communication cost incurred per time unit by DrMoM vs. SLURP and
RUDLS as a function of the moving speed v in the range of 5 to 30 m/s for the
scenario in which n = 100 and ¢ = 10 packets/s. The communication cost is
relatively insensitive to the moving speed v because the data packet delivery
cost Cy dominates the location update cost ), in the scenario considered. As
can be seen in these two figures, DrMoM under the optimal setting (optimal
R; and Ry, that together minimize the total communication cost) outperforms
both SLURP and RUDLS over a wide range of moving speed and packet rate.
This result clearly demonstrates the benefit of dynamically determining the
optimal R; and Rj, for network cost minimization in DrMoM.

Fig. 8 compares the total communication cost incurred per time unit by
DrMoM vs. SLURP and RUDLS as a function of the total number of mobile
nodes n, or equivalently the node density, for the scenario in which v = 2
m/s and ¢ = 20 packets/s. As the figure illustrates, the total communication
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Figure 7: Predicted total communication cost vs. v for DrMoM against SLURP and
RUDLS.

cost per time unit per user decreases as the node density increases because
the success probability of local location queries increases as the number of
neighbors increases. We again see that DrMoM is superior in terms of the
total communication cost incurred per time unit per user. The advantage of
DrMoM is particularly significant when the node density is relatively small.
Again, the figure shows that the node density is a key parameter that affects
the total communication cost incurred by a location management scheme for
MANETS such as DrMoM, SLURP or RUDLS.

6. Simulation

In this section, we perform simulation validation of the analytical results
obtained in Section 5. We also test the sensitivity of the results with respect
to node distribution and mobility patterns.

We use a discrete event driven simulation package called smpl [25] for
conducting simulation. To ensure statistical significance of simulation results,
we use the batch mean analysis technique [25] by which the simulation period
is divided into batch runs with each batch consisting of 2000 observations
for computing the average value. A minimum of 10 batches were run to
compute the grand mean for the overall network cost metric. Additional
batches are added if necessary until the grand mean is within 95% confidence
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Figure 8: Predicted total communication cost vs. n for DrMoM against SLURP and
RUDLS.

level and 10% accuracy from the true mean. With the batch mean analysis
technique, a simulation run for collecting a data point will not end until
the expected confidence level and accuracy are achieved. To achieve the
confidence level and accuracy of 0.95 and 0.05, it normally takes more than
20,000 observations.

Fig. 9 shows the simulation results for the total communication cost in-
curred per time unit by DrMoM vs. SLURP and RUDLS, corresponding to
the analytical results in Fig. 6. We use solid line for simulation results and
dashed line for analytical results. We observe that simulation results ob-
tained match well with analytical results with the same trend exhibited. We
conclude that the analytical results in Fig. 6 are valid.

The results obtained so far are based on random node distribution and
random mobility. Next we test the sensitivity of the result trend with respect
to node distribution and mobility. We consider a city-style node distribution
pattern such that inner regions have a more dense population than outer
regions in the 10x10 regions, with each node following the SWIM mobility
model [26] with a distinct mobility pattern. In SWIM [26], a node moves
between its home location (not necessarily its home region) and a number of
popular places. A node makes a move to one of the population places. The
probability of a location being selected is higher if it has a higher popularity
probability. When reaching the destination, the node pauses at the destina-
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Figure 9: Total communication cost vs. ¢ given random mobility.
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tion location for a period of time following a bounded power law distribution.
Every node has a distinct set of speed, location popularity, and pause time
parameter values. In the simulation, the speed v follows U(5, 30)m/s. The
number of popular locations of a mobile node other than the home location
follows U(5, 10). Once the number of popular locations is randomly gen-
erated, the exact locations (say locations i’s) are randomly picked. Each
location’s popularity probability is calculated based on the mobile node’s
mobility behaviors: home and away. For the away mobility behavior, the

popularity probability is calculated by in where z; is the distance (at least

1) between location ¢ and the mobile node’s home location. This models the
case in which the mobile user likes to travel to places away from home. For
the home mobility behavior, the popularity probability is exactly the reverse.
This models the case in which the mobile user likes to go to places close to
home. The upper bound pause time is assumed to be 4 hrs as defined in [26].

800

T T T

SLURP (home) - o
RUDLS (home) - e
700 FprMoM (home) O
SLURP (mix) ——
600 L RUDLS (mix) ~ —+—
DrMoM (mix) ——
SLURP (away) ---e---
500 |- RUDLS (away) --—+--
DrMoM (away) ---¢---

Total 400
communication

cost

(SWIM 300

mobility)

200

100

0

10 20 30 40 50

0

Figure 10: Total communication cost vs. ¢ given SWIM mobility.

Fig. 10 shows the simulation results for the total communication cost in-
curred by all n users per time unit by DrMoM vs. SLURP and RUDLS, when
the nodes observe the SWIM mobility model with home, mixed and away pa-
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rameterizations. We observe that for each parameterization the simulation
results exhibit a similar trend as that in Fig. 6 based on random node distri-
bution and mobility. We conclude that DrMoM outperforms both SLURP
and RUDLS and the result is relatively insensitive to node distribution or
node mobility.

7. Applicability

The identification of optimal Rj, and R; settings to minimize the overall
communication cost per user is performed at static time. One way to apply
the results is to build a lookup table at static time listing the optimal Ry
and Ry settings discovered over a perceivable range of parameter values char-
acterizing a user’s mobility and service behaviors. Then, at runtime, upon
sensing its own mobility and service behavior changes matching with a set
of parameter values (like mobility rate v, data packet rate ¢ and session rate
(), a mobile node can perform a simple table lookup operation augmented
with extrapolation/interpolation techniques to determine and apply the op-
timal R;, and R; settings to minimize the overall communication cost due
to location management and packet delivery. We note that each node can
autonomously perform dynamic adjustments of its R, and R; settings in a
totally distributed manner and the computational complexity of such a table
lookup operation is O(1).

8. Conclusion

In this paper, we designed and analyzed dual-region based location man-
agement (DrMoM) to provide efficient location service in MANETSs. The
novelty lies in dynamically identifying and applying the optimal home region
size and local region size (defined by their respective radii denoted by Ry,
and R;) for each mobile node based on the mobile node’s runtime mobility
and service characteristics to minimize the overall network cost incurred for
location management and data packet delivery. We developed a performance
model to derive optimal R; and R; values as well as the total communication
cost incurred by DrMoM. By means of a comparative performance study,
we demonstrated that DrMoM outperforms existing location management
schemes including SLURP and RUDLS.

This work assumes that there are no malicious or selfish nodes in MANETS
to disrupt mobility management. We plan to investigate how trust manage-
ment protocols such as [27, 28, 29] can be used to select trustworthy nodes to
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serve as location servers utilizing more elaborated modeling techniques such
as stochastic Petri nets [30, 31, 32, 33, 34, 35| to further enhance performance
of dual-region based location management in MANETS.
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