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ABSTRACT

“Data Structures” are the basic elements from which large and complex software applications are built. Learning data structures involves the understanding of intricate concepts, structural transformations, trade-off criteria, performance issues and applicability. We present an experiment that compares two methods of learning/teaching data structures. The first method is using the textbook and the other method consists of using the visualization tool. 60 subjects were given 15 minutes to learn the AVL tree data structure using one of these two methods. At the end of this study session the subjects answered a quiz. We found that the subjects who used the text material to study the AVL tree fared better in the quiz. However almost all the subjects who used the visualization tools preferred using the tool as opposed to using the text. We recommend a teaching method that combines visualization and text, as students seem to prefer using visualization of data structures, while text seems to be more effective in conveying the concepts.
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INTRODUCTION

Everyday, the demand for faster, larger, and increasingly complex applications is growing as all areas of businesses are undergoing automation. The efficiency of these applications depends to a large extent, on the choice of appropriate data structures. As such, the “Data Structures” course is one of the most important and difficult courses in the undergraduate curriculum in the department of computer science. Not only do the students seem to find it a hard subject to understand, the instructors themselves seem to find it difficult to teach the subject using just the conventional textbook approach. One solution that might help the students is the use of visualization in learning data structures and the viewing of transformations to data structures in response to various operations performed on them (insert, delete, etc). 

This hypothesis is based on the fact that most data structures have complex structural and behavioral features that can be better understood with the aid of visualization. From here, stems the motivation for this experiment. Although several studies have been conducted on learning and teaching methods, little focus has been laid on usage of visualization in teaching and learning.

In this evaluation study, we investigate the effectiveness of using the visualization tool in studying data structures. Three groups of people learn the AVL tree data structure using two different visualization tools and text. At the end of the learning period, the subjects answer a quiz that is designed to test their understanding of the AVL tree. They provide feedback in the form of a post session survey. Based on these two factors (Quiz and post session survey) we recommend a method of teaching.

The remainder of this paper is organized in the following manner. We give an overview of the experiment, the procedure and finally the conclusions and results. 
EXPERIMENT

In the experiment, we compared students’ performances and satisfaction after they learn a data structure – AVL tree using three different techniques: a text material and two different AVL tree visualizations.

Subjects

The subjects in the experiment were students taking the Spring 2001 course of CS2604 (Data Structure and File Processing) at the Department of Computer Science, Virginia Tech. They were from two different sections. The portions covered in each of these sections were on the same level providing a fairly even background of the subjects. Of the 60 students, 49 were male and 11 were female, with a mean age of 20.88. 24 students used the computer 1 to 4 hours a day. 24 students used the computer 4 to 8 hours day. 12 students used the computer more than 8 hours a day. 

Procedure

Subjects were divided into three groups. The first group with 20 subjects studied AVL tree by reading text. The second group with 20 subjects used the AVL tree visualization tool – Inset. The third group with 20 subjects used the other visualization tool – Binary Treesome. 

The experiment took place in a room without external disturbances, where at most six subjects participated at a time. One subject used only one of the three tools; no person could be in more than one group.

The experiment consisted of three sections. The first section lasted for 5 minutes, during which time the subjects were told about the objective of their task viz., to learn the AVL tree concepts. The subjects then filled out the demographic form and the consent form. The second section lasted for a period of 15 minutes, when they studied the data structure. In the final section the subjects answered a quiz of 5 questions, in 15 minutes. The questions asked on the quiz were of two types viz. i) Procedural and ii) Conceptual. Procedural questions asked the users questions about adding, deleting and traversing the AVL tree. Conceptual questions asked basic questions about AVL trees and their advantages and disadvantages. Out of the 5 questions 3 questions were procedural and 2 were conceptual questions. Finally, the subjects provided feedback about the usability of the tool, the relevance of the material etc in a post session survey form. 

Task and Material

After subjects are told about the purpose of the experiment, they fill the demographic form and the consent form. Demographic form is used to get information about the subjects like the field they are majoring in, previous knowledge of data structures, SAT scores etc that may influence their performances in the experiment.

The text material used in the experiment was taken from the course material of CS2604 Summer 2000 course, at Virginia Tech. The material consisted of three parts: an introduction to AVL tree, and an explanation of the concepts of insertion and deletion and how each of these operations transforms the AVL tree. 

One of the visualization tools is from http://www.seanet.com/users/arsen/avltree.html and is called INSET. It demonstrates the AVL tree with Insert, Delete and Find features.
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The other visualization tool is from http://student.iu.hio.no/~samsink/Binary%20Treesome/java/applets/latest/applet.html and is called the Binary Treesome. It is an applet that provides an option for choosing the tree structure and provides the control buttons Insert, Delete and 

Search to help the user understand the data structure. When subjects perform the operations on the tree, they are given guidance and hints that help them balance the tree and perform the operations correctly on the tree. As such, this tool is more interactive than the previous one.



The task is to learn the data structure. First, the subjects read text or used one of the visualization tools to learn the AVL tree. After that, they answered five questions without referring to the learning tool/material. The quiz questions were not disclosed to the subjects beforehand. The subjects were given two types of questions. Two of the five were conceptual questions. One question involved judging if a tree is an AVL tree and providing justification for the answer. The other conceptual question is to explain the advantages and disadvantages of the AVL tree over the binary search tree. Three of the five were procedural questions, which involved inserting a node, deleting a node and searching for a node in a given AVL tree. The questions varied in their levels of difficulty.  Searching a node for example was easier than inserting and deleting a node, because it did not involve rotations to rebalance a tree. 

The insertion and deletion questions warranted in-depth understanding of behavioral aspects of the AVL tree like single and double rotations and self-balancing.

Post session survey is used to get the information about how subjects feel about the tools’ helpfulness in learning AVL tree. The questions were aimed at eliciting the helpfulness, usability, relevance etc of the visualization tool/text material as related to the AVL tree. The subjects rated the AVL tree knowledge they gained, their confidence level in answering the questions and provided comments on the experiment. 

Dependent Measures

We evaluated the effectiveness of the three tools by including measures of subjects’ performance and satisfaction.

Performance was evaluated based on the marks received in the quiz. We graded the quiz independently of all other material collected from the subject. The identity of the subject and the tool he/she used were hidden from the grader. We used a one point grading scale. Zero represented a missing or completely wrong answer. One represented a right answer. Zero point five represented a partially correct answer. We summed up the number of allocated marks, resulting in a score from 0 to 5.

Satisfaction was evaluated based on the answers to four post-survey questions. In question one the subjects rated the helpfulness of the visualization tool/text material in understanding the AVL tree, on a scale of 1 to 10. A rating of one indicated that the tool/material was not helpful. Ten represents that the tool/material was extremely helpful. The second question elicited a rating of the AVL tree knowledge gained by using the tool/material. One represented that they learned nothing. Ten represents that they understood the concept and related operations, such as insertion and deletion. The final two questions were designed to elicit information of the subjects’ confidence in answering quiz questions and comments on these tools. 

DISCUSSION

The primary results that were analyzed, were the subjects’ answers to the quiz given at the end of the session. We discovered that subjects who were given text material fared much better in the quiz, in comparison to those who were given visualization tools. The average marks obtained by subjects using text were found to be 3.63 out of a maximum possible score of 5.0. In the case of subjects who used Inset, the average score was 3.31. Subjects who used Binary Treesome had an average score of 2.84 (Figure 3).  During the experiment, the subjects’ SAT score and overall GPA were also recorded. But since, we did not find any statistically significant relationship between the GPA, SAT score and the outcome of the experiment, we did not consider these factors.
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The subjects rated the text/visualization tool, based on their helpfulness in learning AVL trees. It was found that subjects rated Inset as being the most helpful visualization tool, followed by Binary Treesome and text. They gave text a rating of 6.4, Inset 8 and Binary Treesome 6.7 out of a possible 10 (Figure. 4).

RESULTS

ANOVA test on the total marks obtained by the subjects using text/Inset/Binary Treesome resulted in a ‘p’ value of 0.01 for an alpha value of 0.05. Therefore p value was statistically significant and we considered the total marks obtained as a measure of the effectiveness of text/visualization tools. Subsequently t-tests were performed whose results are summarized in the succeeding text.

Applying the t-test on total marks for the Text-Inset pair gave a P (two-tailed) value of 0.205. Hence we did not find any significant difference for this pair. For the Text-Binary Treesome pair the P (two-tailed) value was found to be 0.0057, which was statistically significant. Hence we state conclusively that the Text users performed better than the Binary Treesome users. The last comparison was between Inset and Binary Treesome. For this pair P value (two-tailed) was found to be 0.0751. Hence we do not confidently state any difference for the Inset-Binary Treesome pair although apparently Inset users seem to have performed better than Binary Treesome users.

The average GPAs of subjects who have used text/Inset/Binary Treesome was found to lie between 3.0 and 3.14. An ANOVA analysis on the GPAs of subjects belonging to all the three groups, gave a ‘p’ value of 0.7 for an alpha value of 0.05. Since the variations in GPA are found be statistically insignificant, the GPA itself is not   one of the determining factors for the results of our experiment. 

ANOVA analysis on the subjects rating given to the text/visualization tool, yielded a p of 0.01 for an alpha value of 0.05. 

The ANOVA test was performed on two types of questions contained in the quiz. The averages for these two types of questions viz. procedural and conceptual questions are tabulated below and also shown in Fig. 5:

	Tool
	Average Procedural Marks /3.0
	Average Conceptual Marks /2.0

	Text
	1.80 (60.00%)
	1.83 (91.50%)

	Inset
	1.60 (53.33%)
	1.71 (85.50%)

	Binary Treesome
	1.20 (40.00%)
	1.64 (82.00%)
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The p value (with ANOVA) for the procedural questions was found to be 0.0063, which was considered statistically significant. ANOVA for conceptual questions gave a P value of 0.41. Hence no conclusive results were obtained for the conceptual questions.

On performing the t-test for the procedural quiz questions, statistically significant results for two pairs were found. First for the Text – Binary Treesome pair P value (two-tailed) was found to be 0.0067, which tells us conclusively that Text users performed better than Binary Treesome users for the procedural questions.  Also, for the Inset – Binary Treesome pair, the value of P (two-tailed) was found to be 0.028. Thus we can conclude that Inset users performed better than Binary Treesome users for the procedural questions. We did not find any significant difference for the Text – Inset pair, which gave a P value (two-tailed) of 0.297.

The t-test results are summarized in the table below:

	Tool Pair
	P (two-tailed) for Total Marks
	P (two-tailed) for Procedural Question Marks

	Text – Inset
	0.205
	0.297

	Text – Binary Treesome
	0.0057
	0.0067

	Inset – Binary Treesome
	0.0751
	0.0283



Also from the table in fig. 5 it can be seen that that user of all three tools scored relatively better on the conceptual questions than the procedural questions. 

The results described above seem to be contradictory to what the subjects thought about the helpfulness of the three tools in their post-session survey. It was found that subjects rated Inset as being the most helpful visualization tool, followed by Binary Treesome and text. They gave text an average rating of 6.4. Inset got an average user rating of 8, while Binary Treesome had an average rating of 6.7. All these ratings were out of a possible 10 (Figure. 4). So the users perception of helpfulness of the three tools is not in accordance with their performance.

FUTURE WORK

We found out during our experiment, that subjects using visualization tools appeared to be distracted by the tool and spent a lot of time playing around with the tool, rather than trying to concentrate on learning the AVL tree. If these focus-shifts of the subjects were measured and the effects were related to the subjects’ performance, we perceive that more significant results may be obtained.

One other way of preventing or mitigating this factor is if the subjects were given a small amount of time to get familiarized with the tool before the study period began.

CONCLUSION

One of the primary conclusions derived from this experiment was that, text fared much better in conveying the concepts to the subjects. Ironically, the subjects rated text as being the least helpful. 

We recommend a teaching method that is a combination of visualization and text, to make the subject more stimulating to the subjects while maintaining a focus on teaching the concepts.
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Fig. 3: Average Marks using the three tools





Fig. 4: Average User Rating for the three tools





Fig. 1: Inset Applet





Fig. 2: Binary Treesome Applet








Fig. 6: P (two-tailed) values for Total Marks and Procedural Questions Marks. 








Fig. 5: Procedural and Conceptual Breakup
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t-Tests

		t-Test (Text vs Inset): Paired Two Sample for Means														t-Test (Inset vs Binary Treesome): Paired Two Sample for Means

				Text		Inset												Inset		Binary Treesome

		Mean		3.625		3.3085										Mean		3.3085		2.8375

		Variance		0.2861842105		0.8397607895										Variance		0.8397607895		0.7978618421

		Observations		20		20										Observations		20		20

		Pearson Correlation		-0.0377104835												Pearson Correlation		0.2356641635

		Hypothesized Mean Difference		0												Hypothesized Mean Difference		0

		df		19												df		19

		t Stat		1.3125445048												t Stat		1.8826299439

		P(T<=t) one-tail		0.1024857075												P(T<=t) one-tail		0.0375778266

		t Critical one-tail		1.729131327												t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.2049714151												P(T<=t) two-tail		0.0751556532

		t Critical two-tail		2.0930247047												t Critical two-tail		2.0930247047

		Conclusion: Not statistically significant since P (two-tailed) >> 0.05.														Conclusion: Not very statistically significant since P (two-tailed) > 0.05.

		t-Test (Text vs Binary Treesome): Paired Two Sample for Means

				Text		Binary Treesome

		Mean		3.625		2.8375

		Variance		0.2861842105		0.7978618421

		Observations		20		20

		Pearson Correlation		-0.2030774728

		Hypothesized Mean Difference		0

		df		19

		t Stat		3.1151495115

		P(T<=t) one-tail		0.0028496473

		t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.0056992946

		t Critical two-tail		2.0930247047

		Conclusion: Very Statistically significant since P (two-tailed) << 0.05.





ANOVA SF 

		Anova: Single Factor

		SUMMARY

		Groups		Count		Sum		Average		Variance

		Text		20		72.5		3.625		0.2861842105

		Inset		20		66.17		3.3085		0.8397607895

		Binary Treesome		20		56.75		2.8375		0.7978618421

		ANOVA

		Source of Variation		SS		df		MS		F		P-value		F crit

		Between Groups		6.28113		2		3.140565		4.8974225446		0.0108958069		3.1588456295

		Within Groups		36.55233		57		0.6412689474

		Total		42.83346		59





Total Marks
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Breakup ANOVA

		Anova: Single Factor For Procedural Questions

		SUMMARY

		Groups		Count		Sum		Average		Variance

		Text		20		36		1.8		0.3789473684

		Inset		20		32		1.6		0.3578947368

		Binary Treesome		20		24		1.2		0.2736842105

		ANOVA

		Source of Variation		SS		df		MS		F		P-value		F crit

		Between Groups		3.7333333333		2		1.8666666667		5.5416666667		0.0063207744		3.1588456295

		Within Groups		19.2		57		0.3368421053

		Total		22.9333333333		59

		Conclusion: Statistically Significant Since F > F crit and P < 0.05

		Anova: Single Factor For Conceptual Questions

		SUMMARY

		Groups		Count		Sum		Average		Variance

		Text		20		36.5		1.825		0.0861842105

		Inset		20		34.17		1.7085		0.2189186842

		Binary Treesome		20		32.75		1.6375		0.2925986842

		ANOVA

		Source of Variation		SS		df		MS		F		P-value		F crit

		Between Groups		0.3584633333		2		0.1792316667		0.8996044497		0.4124260808		3.1588456295

		Within Groups		11.35633		57		0.1992338596

		Total		11.7147933333		59

		Conclusion: Not Statistically Significant





Procedural t-tests

		t-Test (Text vs Inset) : Paired Two Sample for Means														t-Test (Inset vs Binary Treesome) : Paired Two Sample for Means

				Text		Inset												Inset		Binary Treesome

		Mean		1.8		1.6										Mean		1.6		1.2

		Variance		0.3789473684		0.3578947368										Variance		0.3578947368		0.2736842105

		Observations		20		20										Observations		20		20

		Pearson Correlation		0.057166195												Pearson Correlation		0.1009009191

		Hypothesized Mean Difference		0												Hypothesized Mean Difference		0

		df		19												df		19

		t Stat		1.07308674												t Stat		2.372684056

		P(T<=t) one-tail		0.1483364377												P(T<=t) one-tail		0.0141844639

		t Critical one-tail		1.729131327												t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.2966728754												P(T<=t) two-tail		0.0283689279

		t Critical two-tail		2.0930247047												t Critical two-tail		2.0930247047

		Conclusion: Not statistically Significant since P (two-tail) >> 0.05														Conclusion: Statistically Significant since P (two-tail) < 0.05

		t-Test (Text vs. Binary Treesome): Paired Two Sample for Means

				Text		Binary Treesome

		Mean		1.8		1.2

		Variance		0.3789473684		0.2736842105

		Observations		20		20

		Pearson Correlation		-0.1961161351

		Hypothesized Mean Difference		0

		df		19

		t Stat		3.0402702583

		P(T<=t) one-tail		0.0033664453

		t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.0067328905

		t Critical two-tail		2.0930247047

		Conclusion: Very Statistically Significant since P (two-tail) << 0.05
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		Marks for Procedural Questions
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		Marks for Conceptual Questions
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Data

		Study Tool		Total Marks		Procedure Questions		Conceptual Questions		Question 1		Question 2		Question 3		Question 4		Question 5		SAT Scores		Midterm Marks		Age		Sex		Major		GPA		Computer Usage		AVL TREE		BST		helpfulness		knowledge		perception

		Text		4		2		2		0		1		1		1		1		1280		B		20		M		CS		3.4		C		1		2		6		7		4

		Text		4		2		2		1		0		1		1		1		1170		D		20		M		CS		2		C		0		2		7		5		4

		Text		4		2		2		1		0		1		1		1		1550				20		M		CS		2.4		C		0		1		8		6		4

		Text		4		2		2		1		0		1		1		1		1450		90		21		M		CS				B		1		2		3		1		3

		Text		3		1		2		0		0		1		1		1		1270		85		21		F		CS		3.7		B		1		1		8		8		5

		Text		3		1		2		0		0		1		1		1		1360		A		19		M		CS		3.6		B		0		1		8		7		5

		Text		3		1		2		0		0		1		1		1				70				M		CS		2.86		C		0		0		10		10		3

		Text		4		2		2		1		1		0		1		1		1240		B		21		F		CE		3		C		0		2		5		4		3

		Text		3.5		2		1.5		1		0		1		0.5		1		1420		A		19		M		CS		3.96		B		0		1		7		7		4

		Text		4		2		2		0		1		1		1		1		1260		B		21		M		CPE		2.8		B		0		1		7		8		4

		Text		3		1		2		0		0		1		1		1		1420		A		19		M		CS		3.4		B		0		1		5		8		4

		Text		4		2		2		1		0		1		1		1		1250		78		20		M		CS		3		C		0		1		6		7		4

		Text		3		1		2		0		0		1		1		1		1520				19		M		CS		3.4		B		0		1		7		9		5

		Text		3.5		2		1.5		0		1		1		1		0.5				B-		20		M		CS		2.8		B		1		1		4		6		4

		Text		3.5		2		1.5		1		0		1		1		0.5		1220		70		19		F		CS & Math		2.78		C		0		0		8		7		4

		Text		4.5		3		1.5		1		1		1		1		0.5		1360		60		21		m		cs & English		2.9		d		0		1

		Text		4.5		3		1.5		1		1		1		1		0.5		1120		67		19		m		cs		3		b		1		1

		Text		3		2		1		0		1		1		0.5		0.5		N/A		C		41		f		cs		4		b		1		1

		Text		4		2		2		0		1		1		1		1		1440		85		19		m		cs		3.45		b		0		1

		Text		3		1		2		0		0		1		1		1		1220		C-		20		m		cs		3.7		d		0		1

		Inset		5		3		2		1		1		1		1		1		1320		N/A		20		m		cs		N/A		b		0		1

		Inset		2		1		1		1		0		0		1		0		1190		68		19		m		cs		3.2		d		1		1

		Inset		2		1		1		0		0		1		0.5		0.5		N/A		N/A		23		m		CpE		2.5		c		0		1

		Inset		4		2		2		1		0		1		1		1		1220		N/A		23		m		cs		N/A		b		0		1

		Inset		2		1		1		0		0		1		1		0		1280		B		20		m		cs		2.6		b		0		1

		Inset		4		2		2		1		0		1		1		1		1210		B		19		m		cs		2.83		b		0		2

		Inset		4		2		2		1		0		1		1		1		1310		98		20		m		cs		3.6		c		0		2

		Inset		3.5		2		1.5		1		0		1		1		0.5		N/A		C+		22		m		cs		2.3		d		1		1

		Inset		4		2		2		1		0		1		1		1		1470		A		21		m		cs		N/A		c		0		2

		Inset		4		2		2		1		0		1		1		1		1440		A		20		m		cs		3.8		d		0		2

		Inset		4		2		2		1		0		1		1		1		N/A		88		40		M		CS		2.5		d		1		1

		Inset		3.5		2		1.5		1		0		1		0.5		1		1110		67		19		M		CS		3.72		c		0		1

		Inset		3		1		2		0		0		1		1		1		1340		C		20		M		CS		2.85		d		0		1		8		8		4

		Inset		3		1		2		0		0		1		1		1		N/A		A		19		F		CS		3.73		d		0		0		10		10		4

		Inset		4		2		2		0		1		1		1		1		1300		C		21		F		CE		3.27		b		0		1		10		10		5

		Inset		4		2		2		0		1		1		1		1		1320		A		23		M		CE		3.1		b		0		1		9		8		5

		Inset		2.67		1		1.67		0		0		1		1		0.67		1060		44		20		F		CS		2.8		b		0		1		10		8		4

		Inset		3		1		2		0		0		1		1		1		N/A		85		23		M		Aerospace &Ocean Engg.		3.53		c		0		1		7		8		4

		Inset		1.5		1		0.5		0		0		1		0		0.5		1290		D		21		M		CS		3.1		b		0		1		7		7		3

		Inset		3		1		2		0		0		1		1		1		1160		70		20		M		CS		3.1		b		0		1		9		5		3

		BT		3		1		2		0		0		1		1		1		1310		98		22		M		CS		2.07		c		1		1		7		7		3

		BT		1.25		1		0.25		0		0		1		0		0.25		1080		C		22		M		CE		2.44		b		0		1		8		8		4

		BT		3.75		2		1.75		1		0		1		1		0.75		1280		NA		20		M		CPE		2.65		c		0		1		8		6		5

		BT		4		2		2		1		0		1		1		1		1260		B		20		M		CS		3.46		d		0		1

		BT		3		1		2		0		0		1		1		1		1360		84		22		F		CPE		2.4		c		0		1

		BT		2		1		1		0		0		1		1		0		1280		77		21		M		CS		2.9		b		0		1

		BT		4		2		2		1		0		1		1		1		1510		A		20		M		CS		3.6		c		0		1

		BT		3		1		2		0		0		1		1		1		1400		B		20		M		Math		3.46		c		0		1

		BT		4		2		2		1		0		1		1		1		1500		NA		33		M		NA		NA		c		0		1

		BT		2		1		1		0		0		1		1		0		1350		76		22		M		CS		3.76		d		0		1

		BT		2.5		1		1.5		0		0		1		1		0.5		N/A		100		22		M		CS		3.2		c		0		2

		BT		3		1		2		0		0		1		1		1		1300		A		19		M		CS		2.7		b		0		1

		BT		4		2		2		1		0		1		1		1		1410		A		19		M		CS		3.2		c		0		1

		BT		1		0		1		0		0		0		1		0		NA		NA		21		F		EE		2.95		c		0		0

		BT		3		1		2		0		0		1		1		1		1270		C		20		M		CS		3.02		d		0		2

		BT		3		1		2		0		0		1		1		1		1360		77		19		F		CS		3.3		c		1		1

		BT		1.75		1		0.75		0		0		1		0		0.75		1220		B+		19		M		CS		3.43		b		0		1

		BT		3		1		2		0		0		1		1		1		1290		91		20		M		CS		3.6		c		0		1

		BT		2.5		1		1.5		0		0		1		1		0.5		1250		72		19		M		CS		2.9		c		0		1

		BT		3		1		2		0		0		1		1		1		1450		76		21		F		CE		2.6		d		0		1
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t-Test TvsI

		t-Test: Paired Two Sample for Means

				Text		Inset

		Mean		3.625		3.3085

		Variance		0.2861842105		0.8397607895

		Observations		20		20

		Pearson Correlation		-0.0377104835

		Hypothesized Mean Difference		0

		df		19

		t Stat		1.3125445048

		P(T<=t) one-tail		0.1024857075

		t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.2049714151

		t Critical two-tail		2.0930247047





t-Test TvsBT

		t-Test: Paired Two Sample for Means

				Text		Binary Treesome

		Mean		3.625		2.8375

		Variance		0.2861842105		0.7978618421

		Observations		20		20

		Pearson Correlation		-0.2030774728

		Hypothesized Mean Difference		0

		df		19

		t Stat		3.1151495115

		P(T<=t) one-tail		0.0028496473

		t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.0056992946

		t Critical two-tail		2.0930247047





t-Test IvsBT

		t-Test: Paired Two Sample for Means

				Inset		Binary Treesome

		Mean		3.3085		2.8375

		Variance		0.8397607895		0.7978618421

		Observations		20		20

		Pearson Correlation		0.2356641635

		Hypothesized Mean Difference		0

		df		19

		t Stat		1.8826299439

		P(T<=t) one-tail		0.0375778266

		t Critical one-tail		1.729131327

		P(T<=t) two-tail		0.0751556532

		t Critical two-tail		2.0930247047





ANOVA SF 

		Anova: Single Factor

		SUMMARY

		Groups		Count		Sum		Average		Variance

		Text		20		72.5		3.625		0.2861842105

		Inset		20		66.17		3.3085		0.8397607895

		Binary Treesome		20		56.75		2.8375		0.7978618421

		ANOVA

		Source of Variation		SS		df		MS		F		P-value		F crit

		Between Groups		6.28113		2		3.140565		4.8974225446		0.0108958069		3.1588456295

		Within Groups		36.55233		57		0.6412689474

		Total		42.83346		59





Total Marks

		Text		Inset		Binary Treesome

		4		5		3

		4		2		1.25

		4		2		3.75

		4		4		4

		3		2		3

		3		4		2

		3		4		4

		4		3.5		3

		3.5		4		4

		4		4		2

		3		4		2.5

		4		3.5		3

		3		3		4

		3.5		3		1

		3.5		4		3

		4.5		4		3

		4.5		2.67		1.75

		3		3		3

		4		1.5		2.5

		3		3		3





Graph of Averages

		

		Groups		Average

		Text		3.625

		Inset		3.3085

		Binary Treesome		2.8375





Graph of Averages
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		0

		0



Average

Average Marks



Data

		Study Tool		Total Marks		Procedure Questions		Conceptual Questions		Question 1		Question 2		Question 3		Question 4		Question 5		SAT Scores		Midterm Marks		Age		Sex		Major		GPA		Computer Usage		AVL TREE		BST		helpfulness		knowledge		perception

		Text		4		2		2		0		1		1		1		1		1280		B		20		M		CS		3.4		C		1		2		6		7		4

		Text		4		2		2		1		0		1		1		1		1170		D		20		M		CS		2		C		0		2		7		5		4

		Text		4		2		2		1		0		1		1		1		1550				20		M		CS		2.4		C		0		1		8		6		4

		Text		4		2		2		1		0		1		1		1		1450		90		21		M		CS				B		1		2		3		1		3

		Text		3		1		2		0		0		1		1		1		1270		85		21		F		CS		3.7		B		1		1		8		8		5

		Text		3		1		2		0		0		1		1		1		1360		A		19		M		CS		3.6		B		0		1		8		7		5

		Text		3		1		2		0		0		1		1		1				70				M		CS		2.86		C		0		0		10		10		3

		Text		4		2		2		1		1		0		1		1		1240		B		21		F		CE		3		C		0		2		5		4		3

		Text		3.5		2		1.5		1		0		1		0.5		1		1420		A		19		M		CS		3.96		B		0		1		7		7		4

		Text		4		2		2		0		1		1		1		1		1260		B		21		M		CPE		2.8		B		0		1		7		8		4

		Text		3		1		2		0		0		1		1		1		1420		A		19		M		CS		3.4		B		0		1		5		8		4

		Text		4		2		2		1		0		1		1		1		1250		78		20		M		CS		3		C		0		1		6		7		4

		Text		3		1		2		0		0		1		1		1		1520				19		M		CS		3.4		B		0		1		7		9		5

		Text		3.5		2		1.5		0		1		1		1		0.5				B-		20		M		CS		2.8		B		1		1		4		6		4

		Text		3.5		2		1.5		1		0		1		1		0.5		1220		70		19		F		CS & Math		2.78		C		0		0		8		7		4

		Text		4.5		3		1.5		1		1		1		1		0.5		1360		60		21		m		cs & English		2.9		d		0		1

		Text		4.5		3		1.5		1		1		1		1		0.5		1120		67		19		m		cs		3		b		1		1

		Text		3		2		1		0		1		1		0.5		0.5		N/A		C		41		f		cs		4		b		1		1

		Text		4		2		2		0		1		1		1		1		1440		85		19		m		cs		3.45		b		0		1

		Text		3		1		2		0		0		1		1		1		1220		C-		20		m		cs		3.7		d		0		1

		Inset		5		3		2		1		1		1		1		1		1320		N/A		20		m		cs		N/A		b		0		1

		Inset		2		1		1		1		0		0		1		0		1190		68		19		m		cs		3.2		d		1		1

		Inset		2		1		1		0		0		1		0.5		0.5		N/A		N/A		23		m		CpE		2.5		c		0		1

		Inset		4		2		2		1		0		1		1		1		1220		N/A		23		m		cs		N/A		b		0		1

		Inset		2		1		1		0		0		1		1		0		1280		B		20		m		cs		2.6		b		0		1

		Inset		4		2		2		1		0		1		1		1		1210		B		19		m		cs		2.83		b		0		2

		Inset		4		2		2		1		0		1		1		1		1310		98		20		m		cs		3.6		c		0		2

		Inset		3.5		2		1.5		1		0		1		1		0.5		N/A		C+		22		m		cs		2.3		d		1		1

		Inset		4		2		2		1		0		1		1		1		1470		A		21		m		cs		N/A		c		0		2

		Inset		4		2		2		1		0		1		1		1		1440		A		20		m		cs		3.8		d		0		2

		Inset		4		2		2		1		0		1		1		1		N/A		88		40		M		CS		2.5		d		1		1

		Inset		3.5		2		1.5		1		0		1		0.5		1		1110		67		19		M		CS		3.72		c		0		1

		Inset		3		1		2		0		0		1		1		1		1340		C		20		M		CS		2.85		d		0		1		8		8		4

		Inset		3		1		2		0		0		1		1		1		N/A		A		19		F		CS		3.73		d		0		0		10		10		4

		Inset		4		2		2		0		1		1		1		1		1300		C		21		F		CE		3.27		b		0		1		10		10		5

		Inset		4		2		2		0		1		1		1		1		1320		A		23		M		CE		3.1		b		0		1		9		8		5

		Inset		2.67		1		1.67		0		0		1		1		0.67		1060		44		20		F		CS		2.8		b		0		1		10		8		4

		Inset		3		1		2		0		0		1		1		1		N/A		85		23		M		Aerospace &Ocean Engg.		3.53		c		0		1		7		8		4

		Inset		1.5		1		0.5		0		0		1		0		0.5		1290		D		21		M		CS		3.1		b		0		1		7		7		3

		Inset		3		1		2		0		0		1		1		1		1160		70		20		M		CS		3.1		b		0		1		9		5		3

		BT		3		1		2		0		0		1		1		1		1310		98		22		M		CS		2.07		c		1		1		7		7		3

		BT		1.25		1		0.25		0		0		1		0		0.25		1080		C		22		M		CE		2.44		b		0		1		8		8		4

		BT		3.75		2		1.75		1		0		1		1		0.75		1280		NA		20		M		CPE		2.65		c		0		1		8		6		5

		BT		4		2		2		1		0		1		1		1		1260		B		20		M		CS		3.46		d		0		1

		BT		3		1		2		0		0		1		1		1		1360		84		22		F		CPE		2.4		c		0		1

		BT		2		1		1		0		0		1		1		0		1280		77		21		M		CS		2.9		b		0		1

		BT		4		2		2		1		0		1		1		1		1510		A		20		M		CS		3.6		c		0		1

		BT		3		1		2		0		0		1		1		1		1400		B		20		M		Math		3.46		c		0		1

		BT		4		2		2		1		0		1		1		1		1500		NA		33		M		NA		NA		c		0		1

		BT		2		1		1		0		0		1		1		0		1350		76		22		M		CS		3.76		d		0		1

		BT		2.5		1		1.5		0		0		1		1		0.5		N/A		100		22		M		CS		3.2		c		0		2

		BT		3		1		2		0		0		1		1		1		1300		A		19		M		CS		2.7		b		0		1

		BT		4		2		2		1		0		1		1		1		1410		A		19		M		CS		3.2		c		0		1

		BT		1		0		1		0		0		0		1		0		NA		NA		21		F		EE		2.95		c		0		0

		BT		3		1		2		0		0		1		1		1		1270		C		20		M		CS		3.02		d		0		2

		BT		3		1		2		0		0		1		1		1		1360		77		19		F		CS		3.3		c		1		1

		BT		1.75		1		0.75		0		0		1		0		0.75		1220		B+		19		M		CS		3.43		b		0		1

		BT		3		1		2		0		0		1		1		1		1290		91		20		M		CS		3.6		c		0		1

		BT		2.5		1		1.5		0		0		1		1		0.5		1250		72		19		M		CS		2.9		c		0		1

		BT		3		1		2		0		0		1		1		1		1450		76		21		F		CE		2.6		d		0		1






