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SUMMARY

Human-Computer Interaction (HCln three dimensions is not welhderstood, and
there arefew 3D applications in commoruse. Moreoverthe complications of 3D
interaction are magnified in immersive virtual environment (VE) applications: characteristics
such as inaccurate tracking aiadk of access to traditional input devices causedixgign
of user interfaces (Uls) and interaction techniques (ITs) for immersive VEsdxtrieenely
difficult. Despite thesdlifficulties, we maintain that there are complex applications for
which immersive VEs are desirable, so special attemé@uls to be paid the design and
implementation of ITs for these applications.

A large percentage of interactions that take place in immersive VEs fall into a small
number of general categories, which include travel (movement of the user's viewpoint from
place to place), selection (indicating virtual objects within thenvironment), and
manipulation (setting thposition and/or orientation of virtualbjects). Giventechniques
with good performance characteristidsr these three interactions, a large number of
complex and effective VE applications couldbaglt. In this research we studied ITs for
these three universal tasks in the context fufranal, systematidramework,including the
design of novel ITs and empirical, comparative evaluations of techniques.

This thesis presents sevenalportantresults ofthe use of this methodologyFirst,
we have developed new ITs perform well in a variety of applicat@marios. Second, we
have designed general testbeds for IT evaluation that may be reused fopdutnim@ance
comparisons. Third, wéave obtained a large set empirical results regarding the
performance of ITs. These results led to general principles and guidelines (geL}ithrat
can be applied to VEystems tomprove performancerinally, we validated theseesults
by applyingthem to areal-world VE application, anghowing that its usability was
measurably improved as a direct result. The results presented in this thesis should be useful
and important to anyone developing a VE system with evanoderate amount of
interaction complexity.

" For precise definitions of this and other key terms, see section 1.2.
X



CHAPTER |

INTRODUCTION

1.1 Motivation

Immersive virtual environments (VES) made their debut indteel960s wherlvan
Sutherlandcreated thdirst system involving dracked head-mounted display (HMD) and
real-time three-dimensional computer graplisatherland, 1968)The system wasrude,
and the amount of computing and rendenqpoyver was minusculesompared to today’s
technology, but all of the basic components that make up the virtual reality (VR) systems of
the 1990s were present in Sutherland’s prototype.

Since that time, there have been over thirty years of continuous research in the area of
virtual environments. New hardwartechnology is continuously in developmethiat
allows us to render mommplex 3Dscenes anteractive frameates. Graphics displays
have seen tremendous improvement: ave able tadisplay millions of different colors
simultaneously on a very large screen etfeeshrate sofast that the human eye cannot
perceive the flicke(Foley et al, 1990)There are many different tracking technologies
available which provide 3D position and orientatiodata for multiple receivers
simultaneously (Meyer andpplewhite,1992). Technologies are being developetiich
provide input to other human sensory modalities besides vision. Haptic devices allow a VE
user toseemingly “touch” virtual object€Gomez, Burdeaand Langranal995). Spatial
soundcreates the illusion of audspurcescoming fromcertain locations in the 3D space
(Durlach, 1991). There is even research into these of olfactory input in virtual
environments (Dinh et al, 1999).

VE research has not focused entirely on hardware; software adveveealsdeen
made. Algorithms have been implemented and refined in the areas of model simplification,
level of detail culling, geometry database management, textmagping, lighting and
shading, hidden surface elimination, and so on. All of these algorithms allow us to present
a more complex and more realiséavironment, whilestill maintaining real-time frame
rates. AlsoJargesoftware systembave been createzkpressly foithe purpose ofaiding
the development of virtual environment applicatigng. Kessler et al, 1998 T.hese VE
support systemgan handlerendering, model maintenancelighting, interfaces with
trackers and other input devices, etc. This allows the developer to fothis components
which distinguish his VE&pplication from otherghe environment itself and the behavior
of the applicatior(e.g. response touttonpressesanimation, and interaction withrtual
objects).

What doesthe virtual environment community (primarily universitgsearchers,
small commercialventures,and hobbyists)have toshow for these thirty years of
advancement ihardware and softwarsgpecifically targeted at immersive VEE€&rtainly,
the degree of realism and complexitgs increased, anaaking the virtualworld more

1



believable in this way may lead tchagher sense of immersion, or presence tlieruser.
But what applications have emerged into more commem outside othe laboratory?
Surprisingly, our experience in the field indicates that there are very feapplieations in
common use. To understand why, we should examine Hppieations that have become
useful,and determine their common characteridtitzg allowed theisuccessThree such
applications are architecturalalkthrough, psychotherapy, and \@&aming (we discuss
flight simulation and training, two other applications used for real work, below).

Architectural walkthrough (Brooks, 1992) was perhapthe applicationwhich
brought VE technology intthe public eye more than awyher. The basic idea is simple:
the usercan be immersed within a 3D model of an architectspaice,and view it and
move about it from dirst-person perspective, as she would inaatualbuilding. In this
way, architects can verify the appropriateness and visymct of theirdesigns,engineers
can study physical aspects of the space, and prospective clients can assess the current status
of the project and suggest changes before a structure is even built. Wiysaneeded for
this task, rather than simply viewing 3D models on a computer screen? One possible reason
is that theuser isimmersed within themodel, andcan use herproprioceptive and
kinestheticsenses t@valuate the space in a naturanner. Furthermore, thepplication
requires only one additional component otlerse first proposed by Sutherland: some
method of moving the user’s viewpoint about the space.

Applications in the field opsychotherapy (Hodges et 41995, North, North, and
Coble, 1996have emerged rapidly since the ed§90s.One of themost well-known
areas, which ideginning to se@racticalusage, isghe treatment ofarious phobias. A
common method of therapy for phobias is called graded exposure. The patient is placed in a
situation in whichthe fear istriggered, but only slightly. Heemains there with the
therapist until henas masterechis fear in thatsituation, at which point a slightlynore
intense situation is presented. In thigy, the patient gradually becomes able to dwtth
his fear. For example, to treat acrophobia, the fear of heitjetgpatient might be taken to
a second floor balconyhen a fifth floorbalcony,then theroof of aten story building.
This treatmenthas beenshown to beeffective, but also time-consumingotentially
embarrassing fothe patient, and sometimesostly. The only requiremenfor exposure
therapy is that the patient fgglesent in a situation which triggdrs fear, whichmakes
this application a natural one to try inv&. The treatment camow take place in the
therapist's office, withouthe time, embarrassment, or cost associated wvabitional
exposure therapy. Unlikarchitecturawalkthrough, VE exposuréherapydoes noteven
require a means for the user to move about. It is usually sufficiethiefaser to beable to
sensethe environment and took around (usindieadtracking), sothat the feastimulus
can be perceived.

VE entertainment andame applications hawaso become popular in recegears.
This has mostoften taken theform of location-basedentertainment (LBE)through

companiessuch asVirtuality”, which involves acomplete VEsystem installed in some
permanent location, withiserspaying foreachgame. In anycase, most othe games
availablefor such systemsan be characterized &sst-person “shoot-em-up” games, in
which the user moves througthe virtual environmenshooting his enemies. Imany
ways, the requirements of these games are similéindse forarchitecturalwalkthrough:
real-time 3D graphics, head tracking, and someechnique for moving through the
environment.The only additional requirement is sonsert of weaporthat can be aimed
and fired at the enemies in the game.

What do these applications have in commorseé&mdhat theyall benefit from the
enhanced sense of presence that an immersive virtual enviroprogittes.“Being there”
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is what makes thessystemsmore compelling oruseful thanthe same 3D graphics
rendered on acreen, with ndeadtracking. However, welso claim that each othese
applications requires verjttle in terms of user interactivity. In applicationssuch as
exposure therapythe user is mostlypassive,simply looking aroundthe spaceusing
standard head tracking. In the walkthrough and entertainment applicationsgtineay be
more active (moving through the space, shooting, etc.), but the aatewvery simple and
repetitive. We would call this a high frequency but a low complexity of interaction.

There are, however,amall number of applications beimged forreal work which
have more complex characteristics of interaction. These include flight vahitle
simulation, which has been in use foanyyears,and training applicationsuch as those
used by NASA forsimulation of astronaut “spaeealks.” Although these applications are
more complex, the interaction is designed in a manner very spedilfie $gstem,and not
in a way that could be extended to other types of applications. ABFwedls pointed out
in his 1999 keynote address to the IEEE Virtual Reality conference, this is most often done
by replicating the devices that theer wouldinteractwith in the real-world situatiore.g.
the throttle and flightstick, or the spacesuitontrols) and using those tdrive the
simulation. Because of this specificity to the application domain, we dthaitrthere idittle
that we can learn in general about VE interaction from such systems.

On the other hand, many maagplication areas have beproposed andesearched
for immersive VEs. The architectural community wanttte@ thewalkthrough tothe next
step and be able to not only view, but also design artifacts in a VE (Bovii®86, Mine,
1997). Prototype scientific visualization applications have been devel@®gsdon and
Levit, 1992, Taylor etal, 1993), in whichscientists caninteractively view complex
simulations andtructures, and alschange the parameters of thienulation, move and
regroup elements, and son. Educational applications have be@moposed (Dede,
Salzman, and Loftin, 1996) that allow students to learn at®tdin concepts by engaging
themselves in a virtudaboratory, and viewinghe effects of changdsst hand. The list
goes on.

However, we have not seen these applications in conusenlt is oumpinion that
this is not because thegre inappropriatefor immersive VEs, but becausetheir
requirementsfor interaction are much more complex than the applicatdissussed
previously. These systems require not dmbad tracking and a method of movement, but
alsothe ability to selecbbjects, topick up, position, orientand placeobjects, tochange
the system mode, t@ontrol thespeed of a simulation, et@ne could argue that these
applications are not in the mainstream due to the limitations of technology dienices,
trackers, displays, etc.put researchers have beattacking the technology problem for
thirty years. Our claim, on the other hand, is that because little research has been devoted to
the user interfaceand interaction techniquesfor immersive VEs, the resulting prototype
applications are not as usable as they need to be, and therefore do not see remslagerld
We must askhe question,“Given the current state of Viechnology, is it possible for a
virtual environment system to simultaneously be immersive, bawgplex interaction, and
exhibit high levels of usability?”

Why is it difficult to develop appropriateserinterfaces and interaction techniques
for immersive virtual environmentsShouldn’tinteraction in VEs be completelyatural,
replicating the real world? Some have argued thatstiosild bethe cas€Nielsen,1993).
Consideringthe applications wewish to develop for VEs, however, sucmatural
interaction would be woefully inadequate. Instead, we want to eittender’'s physical,
perceptual, and cognitive capabilities so that real work can be performed ithat\@uld
not be done easily in another setting. Therefore, we need new techniques for interaction.
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Why is the current state of the art igod enoughnteraction research (human
factors, human-computer interactiomiser interfaces, etc.) iglmost as old as thérst
computers.Many usable applications have been develofad the traditional desktop
metaphor which have extremely complex interactequirements. Howevemteraction in
immersive VEs faces many difficulties that makendt only harder to develop, but also
fundamentally different, than traditional user interfaces.

Desktop interfaces are inherently more constrained than immensaréaces.Most
desktop applicationgse only two dimensions, whiaghap directly to the 2D control of a
mouse.The mouse rests on a surface, so it doeshave to be held continuously by the
user, and this allowshe user to position it very accuratelyext entry is simple and
standardized with &eyboard. Orthe otherhand, input devicesfor immersive VEs are
generally three-dimensional, and must be helglawe continuously, resulting in lower
accuracy. Tracking devices also have inaccuracies, as whklteasywhich causes the
displayed image to lag behind the actual tracker positions. Text entry is geagnaipely
difficult or impossible, becaughe usercannotuse a standard keyboandile wearing an
HMD and/or holding other inputevices. Besidetheseproblems, mostommon HMDs
have lower resolution than monitors, so that screen space is even more valuable.

All of these difficulties combine to makesable immersive interfaces much more
problematic tadesign thartheir desktop counterparts. This is not to dhgt all previous
userinterface research is invalidr immersive VEs. Onthe contrary, certain high-level
guidelines and conceptg.g. Norman, 1990apply perhaps even more MEs than
traditional systems, becautie userinterfacemust be even more transparent amtditive
in order to overcomethe other limitations.However, because of the fundamental
differences between traditional and immersinterfaces, new research is requiribdt
focuses solely omteraction in immersiv&/Es. Indeed, in his 1998EEE Virtual Reality
keynote address, Dr. Fred Broostated thafinding thebest ways tanteractwith virtual
environments was one of the five most important open questions in the field.

In thiswork, therefore, ware taking initialsteps in a research programdevelop
an understanding ointeraction techniques andser interfacesfor immersive virtual
environments.The goal will beboth aqualitative understanding, as in usénterface
guidelines, asvell as a quantitative model of performance asdbility. Our contribution
will be to evaluateand analyze themost commoninteractive tasks required by VE
applications, as well as tategorize an@valuatevariousinteraction techniques designed
for these tasks. We will show the effectiveness ofeMaduation by applying theesults to
an application designed for real-world usage.

1.2 Definitions

Before beginning our discussion of interaction techniques for virtual environments, it
is important that we define each of the major terms rslate tothis work, sothat the
boundaries and components of the problem are well understood. Some of thesewerms
disputed definitions, and we do not claim to offer the final word on these terms. We simply
intend to provide definitionthat allow the reader tonderstandhe use ofthese terms in
this thesis.The terms that we define here are relevant to vireratironments, user
interfaces and interaction, and important technologies used in VESs.

* Virtual Environment (VE) : A three-dimensional model of a space displayed to
a humanuser from anegocentric point of viewusing real-time 3D computer
graphics. Asingle objectmodel, viewed fronthe outsidein, is not a VE by our

4



definition. Motion and point ofview orientationare generally controlled by the
user, not the system. Thus, a first-person computer animation also dagmlifpt
as a VE.VEs often include othesensory information, such asiditory orhaptic
cues.

Virtual Reality (VR) : The experience of being within a VE. We prefer not to use
this term, as it isassociated with unrealistic hype and expectations portrayed in
popular media.

Real-Time: Displayed at a frame rate thetisureghat images movemoothly as
the view directionchangesThe minimum frame rate that c®nsidered to beeal-
time might be as low as 10 Hz, or as high as 30 Hz.

Immersion: The feeling of “being there” that is experiencedame VEs. A VE
user isimmersedwhen hefeels that the virtualvorld surroundshim andhas to
some degree replaced the physical world as the framefesEnce. Immersion may
take place in other media, such as films or even books.

Presence A synonym for immersion.

Immersive: Surrounding the user in space. A VE is describehasersivewhen
the computer-generated environment appears to encloseséneand when the
parts ofthe physicalworld that arenot integralsystem componentare blocked
from view. In ahead-mounted displagHMD), the graphics always appear on
screens coupled tthe user’s headput this produceshe illusion that the VE
surroundsthe user completely. In #ight simulator,the graphics appear out the
window, and are updated as the plane “turns” sotleaVVE seems to surround the
user. The physical cockpit ¢fie simulator is not blockefdom view, but it is part
of the simulation. ForHMD or stereoscopic spatially immersive display (SID)
systems, head tracking is required to make the system immersive.

Human-Computer Interaction (HCI): The exchange of information between
human beings and computers during a task sequentieefpurpose ofcontrolling
the computer (from the point of view of the human) or informinguber (from the
point of view ofthe computer). Thignteraction usualljhasthe goal of increasing
human productivity, satisfaction, or ability (Hix & Hartson, 1993).

User Interface (Ul): The hardware and softwarthat mediate the interaction
between humans and computers. The Ul includes input and output devices, such as
mice, keyboards, monitorgnd speakers, asvell as software entities such as
menus, windows, toolbars, etc (Hix & Hartson, 1993).

Interaction Technique (IT): A method bywhich the user performs a task on a
computer via theuser interface. An ITnay be as simple as clicking tmeouse
button, or as complex as a series of gesturesre may be mangossible ITs for
any given interaction task. The IT may be influenced by the input deses, but
is separate from ifThe same input device may bsed formanyITs for the same
task; conversely, it may be possible to implement a givemsiig several different
input devices.

Head-Mounted Display (HMD): A computer graphics displapat isworn on
the head of the user, #loat thedisplayed graphicare continuously in front of the
eyes ofthe user. HMDs may use Cathode Ray Tube (CRT) or Liquid Crystal
Display (LCD) technology, and usually incorporatptical lenses to widen the



displayedimageand move it farther fronthe user’'s eyesMany HMDs include
headphones for audio, and most are used in conjunction with trackers.

» Spatially Immersive Display (SID): A computer graphics display which
surrounds the user on more than one side. &rBsisuallyimplementedwith rear-
projectionscreensCommon SID typeinclude theCAVE-" (Cruz-Neira, Sandin,

and DeFanti, 1993) amdbmedisplays. SIDs dmot require theuser to wear any
headgear, except for stereo viewing glasses if stereoscopic graphics are used.

» Tracker: A device thaimeasures 3D position, asdmetimes orientationglative
to some known sourceCommon tracker typesre electromagnetic, optical,
ultrasonic, gyroscopic, and mechanical linkage (Meyer & Applewhite, 1992).

1.3 Problem Statement

How can we begin to analyze interaction techniqdes immersive virtual
environments? There are a multitude of tasks which one might conceivably want to perform
within a VE, and most of them are application-specHiowever, wecan reduce the space
of the problem by recognizing that there arfewa basic interaction “building blockghat
most complex VE interactionare composedof. Such anapproach is similar tdhat
proposed by Foley for interaction in a 2D graphical user interface (Foley, 1979).

If, then, we can identify these universdhsks, understand thenand evaluate
techniquedor them, wewill have come dong way towards understandiriige usability
and interaction requirements for immersive VE applicatiéinem ourexperience with VE
applications and discussion with other researchers, weithentfied four taskcategories:
travel, selection manipulation andsystem control

Travel, or viewpoint motiorcontrol, refers to a task in whighe userinteractively
positions and orients her viewpoint withime environment. Since head trackiggnerally
takes care ofiewpoint orientation, weare mainly concernedith viewpoint translation:
moving from place to place in the virtual world. Selection is a task that invtilegsicking
of one or more virtual objects for some purpose. Manipulation refeéhe tmodification of
the attributes of virtuabbjects, such as position, orientation, scakape, color, or
texture. Selection and manipulatitasksare often pairedogether, althougkelection may
be used footherpurposes (e.gdenoting a virtual objeavhosecolor is to bechanged).
Finally, systemcontrol encompasses other commatigg theuser gives taaccomplish
work within the application (e.g. delete the selected object, save the current location, load a
new model). We will not consider system control separately in this work.

For each of thesaniversal interactionasks there are manproposedinteraction
techniques For examplepne could accomplish a selection technique in a vadfrect
way, by choosing aentry from a list ofselectableobjects. Alternately, one couldise a
direct technique, wherg¢he user moves higtracked) virtual hand sthat it touches the
virtual object to beselected.Each of these interaction techniguess advantages and
disadvantages, and the choice of a certain technique may depend on many parameters.

In general, we feel that interaction techniques for immersive VEs have been designed
and developed in an ad hdashion, often because @&ew application hadunusual
requirements or constraintsat forced the development of @ew techniqueWith few
exceptions, ITs were not designed with regard to explicit framework, orevaluated
guantitatively against otheéechniques. Currently, then, wave a large collection of ITs
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for VEs, but little in-depth understanding of their characteristics or analysis ofdladive
performance.
The goals of this research, then, are four-fold:
1. To develop formal characterizations of the universal interatéisks andormal
categorizations or taxonomies of interaction techniques for those tasks,
2. to usethese characterizations ttesign newtechniquesfor each of the universal
tasks,
3. to develop andutilize quantitative experimentahnalyses forthe purpose of
comparing the performance of interaction techniques for the universal tasks, and
4. to show the validity of the formalframeworks and evaluations by applying
experimentalresults to a real-world VEapplication which involves all of the
universal interaction tasks.

1.4 Scope of the Research

A complete and thorough understanding of VE interaction and user interfaces is not a
realizable goal at this point in the maturity of the researel. Therefore, in this work we
will focus onspecific pieces of the overall problewith high levels of importance and
benefit to the VE community.

First, this thesis focuses on low-level interaction techniquasall methodshat are
used to carry out a single user task. & that VE interactiomust be understood at this
level before we can begin to discussnplete VEuserinterfacemetaphors. This isimilar
to the situation in 2userinterfaceswhen graphicalUIs first becamepopular. The first
step was to develop ITs that performed well and were easilgrstandable, such pash
buttons, pull-down menusyindows, and sliders. Only when this wascomplete could
these elements be combined to form a usable interface.d®bs notmean that we are
neglecting the context iwhich interaction is performed; on the contrahys context is
explicitly included in our design andevaluation framework. We simply desire to
understand the components of a usable VE interface before proposing complete interfaces.

Second, this thesis assum#ést the goal of interaction is high level of
performance. Thismay seem overlyrestrictive, but wetake a broad definition of
performance which includes not only time for task completionaaedracy, but alsmore
gualitativemeasures such a&ase ofuse, user comforiand even thdevel of presence.
Using this definition,almost any application can specify its interaction requirements in
terms of performance metricklowever, there arecases in whichthe goal of a VE
application is only loosely based on these performance metrics, such as a VE which simply
attempts to replicate interaction in the real world (a naturafisti@phor). Techniquesich
as these will not be considered in our design and evaluation.

Third, we choose to consider ITs for a small number of very commomgoaitant
VE user tasks. Certainlynany interactive VEs contaiasksother than travel, selection,
and manipulation, but these three seem to bentst universal and important to
understand initially.Furthermore,many more complex interactiotasks are actually
composed, at least in part, of these thesks. Thus, waim toidentify techniques which
produce high levels of performance on these genasks, sothat these techniques can
then be applied to the more spectisks in an application. We do rad&im that a general
technique will always have better performance than one designed spedificalig task at
hand (in fact, thisnay rarely be thease),but it is impractical todesign a nevinteraction
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techniquefor eachtask ineachapplication. At some levelnteractionneeds to benore
general or even standardized.

Fourth, we are restrictingour study to thosedechniques whichare useful in
immersiveVESs. Thischoice is purely a function afur interests, and wemake noclaim
that immersive VEs are better than other types of three-dimensioviabnments. We do,
however, claim that immersive VEs areeful forcertaintasks, domainsand applications
because of their unique properties of immersion, immediacy, wholeibpdt; etc. Also,
the general principles derivedom this work should beapplicable to manyypes of
systems, and not only immersive VESs.

Fifth, we focus on single-user systems onlylafge body of researclinto multi-
user, collaborative VEs imerging, and theseave theirown sets of issuegelated to
interaction. Againhowever, wefeel that wemust knowmore about the simple case in
which only one usemteracts withthe environment before moving on to more complex
multi-user VEs.

Finally, this work is restricted to a small number of physical input and output devices
that are in commonse. For displayall of our studieswill use ahead-mounted display
(HMD), and simple, non-spatialized audio. W#l not considerlocalizedsound, haptics,
olfactory feedback, or other non-standédns of output. Orthe inputside, werestrict
our study to combinations of six degree of freedom trackers and simple tetioces. No
specialized input devices will besed or designed in thisork. However,some of our
experiments and applications withake use of passive physicgrops. These arenon-
instrumented physical objedisatadd realism, constraints, other additional information
to the virtualenvironment. Fothe most part, howeverthe techniques weliscusswill
differ only in their software implementation, not in the devices they use.

These decisions were naotadearbitrarily. Rather, weare seeking tanderstand a
simple subset of interaction techniques for VEs. This subset consists of teclinid ez
be implemented easily by anyone with a standard VE configuration. In caaseg, it may
be useful to go beyond these boundaffes example, tabuild a new input devicethat
matches a certaitask), but the techniques we astudyingare generally applicable to a
wide range of possible applications.

1.5 Hypotheses

Our work covers darge territory in the overall field of VE interactioRowever,
there are three broad hypotheses that we have attempted to demonsitgikagses of this
research.

1. Intuition alone is not sufficientor the development ofiseful and usable (well-
performing) interaction designs for VE applications.

2. Formal evaluation of VE interaction techniques v#éad to specificand easily
applied guidelines for the development of VE user interfaces.

3. The use of our formal methodology fibre design ancevaluation of VE interaction
techniques will cause a measurable increase in the performance and usability of a
real VE application to which evaluation results are applied.

We will refer to these hypotheses often throughout this thesis.




1.6 Contributions

This research makes a number of contributions to the fields of vémwalonments,
three-dimensional interaction, and HCI:

1. Our understanding of 3D interaction techniques has been extended fintuiteve
feel for a technigue’performance (often incorrect) ®mpirical measurements of
performance and a formal understanding of the relationships between techniques.

2. The taxonomies and othparts ofthe design andevaluation framework provide a
commonground for discussion and research irmare detailedand systematic
fashion than simple lists of techniques or metaphors.

3. The combination of empiricatesults and formalframeworks provides the
opportunity to create predictive models of technique performance.

4. The design andevaluation methodology can beused tocreate and assess
techniques for other VE interaction tasks.

5. The evaluationtestbeds themselvesan bereused to assess neinteraction
techniquedor the tasks of travel, selection, amdanipulation and comparbeir
performance to previously tested techniques.

6. An indirect result of this research is a virtual environment application for
environmental design educatidimat has beenshown to beboth effective in its
domain and to exhibit high levels of usability.

7. Finally, and perhaps most importantly, @xperience in designing amgaluating
VE interaction techniquesasled to general principles and specific guidelines and
recommendations (sectiods8, 7.1)that can beused byapplication developers
when creating highly interactive VEs.

1.7 Summary of This Work

In this chapter, wéhave introduced the subject of interaction technidoesvEs,
motivated the need for research in this area, and defined the terms we wiliessepe of
the work, our hypotheses, and our contributions.

Chaptertwo will present adetailedlook at previous workthat has influenced or
informed the currentesearch. This includes reseansto interaction in 20nterfaces, the
evaluation of virtuaknvironments, low-leveperceptual and cognitivesychologywork,
and current three-dimensional user interfaces and interaction techniques.

Chapter thregoresents our design arelaluation methodology, withall of its
componentparts. This formal and systematic methodologytlie abstractbasis for the
specific research that will be presented in later sections.

Chapterfour applies this methodology tthe task of travel, or user viewpoint
movementcontrol. We present descriptions aidrrent traveltechniques, taxonomies of
techniques, and the results from five experiments comparing techiguesioustasks.

We also discuss a travel testbed evaluation and its results.

In Chapterfive, the methodology is applied to object selection and manipulation.
Again, we discuss techniques from the literature, a taxonomy of techniques, and results of
our evaluation oftechniques. A testbeevaluation is als@erformed, and its results are
presented in detail.

Chaptersix describes a real-world Vapplicationwhich is highly interactive. We
discussthe initial two phases ofnteractiondesign for thisapplication and the usability




problems we encountered. We then desdiigechanges weade to thesystem based on
the results of our evaluation, and the usability improvements that resulted.

Finally, we conclude in chapter seven with a discussiadheofnaincontributions of

this research and possibilities for futunerk in this area. In particular, thishapter
contains detailed explanations of the guidelines and prindipd¢shave emergeftlom this
research, so iwill be of particular interest to application developers amgraction
deS|gners

1.8 Summary of Recommendations

Our extensive design amyaluation of VE interaction techniquikasled to a set of

general principles anguidelines. Since theseill likely be the most importantegacy of

this research, we list these recommendations here, and present a detailed exptsnon of

in chapter seven. The guidelines are divided foto categories: general principlésr VE
interaction, and guidelines for the design of travel, selection, and manipulation techniques.

1.8.1 Generic VE Interaction Guidelines

1.
2.

Do not assuméhat natural techniques will be tmeostintuitive or that they will
have the best performance.
Provide redundant interaction techniques for a single task.

1.8.2 Guidelines for the Design of Travel Techniques

1.
2.

3.

Make simple travel tasks simple by using target-specification techniques.

Avoid the use of teleportation; instead, provide smooth transitional motion between
locations.

If steering techniques aresed, train users in strategies to acquiresurvey
knowledge. Usetarget-specification or route-planning techniques if spatial
orientation is required but training is not possible.

Constrain the user’s travel to two dimensions if possible to reduce cognitive load.
Use non-head-coupled techniques for efficiencyelative motiontasks. Ifrelative
motion is not important, use gaze-directed steering to reduce cognitive load.

1.8.3 Guidelines for the Design of Selection Techniques

1.
2.

3.

Use ray-casting techniques if speed of remote selection is a requirement.
Ensurethat thechosenselection technique integrates well withe manipulation
technique to be used.

If possible, design the environment to maximize the perceived size of objects.

1.8.4 Guidelines for the Design of Manipulation Techniques

1.
2.

Reduce the number of degrees of freedom to be manipulated #pptieation
allows it.
Provide general or application-specific constraints or manipulation aids.
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3. Allow direct manipulation with the virtual hand instead of using a tool.
4. Avoid repeated, frequent scaling of the user or environment.
5. Use indirect depth manipulation for increased efficiency and accuracy.
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CHAPTER I

INTERACTION IN VIRTUAL ENVIRONMENTS

The research presented hbees roots irseveral diverséields, and builds ormany
previous results. In this chapter, wal briefly discuss prior work irrelated disciplines
that has an overall bearing on thsrk. This includes concepts frothe field of human-
computer interaction, types of user interface evaluation, work in three-dimeriglenahd
interaction, related work in the areas of perceptual and cogpsiehology,and previous
efforts to evaluate components of immersive virtuaenvironments. Thisgeneral
background will be presented here, but we will reserve discussion of ressateti to the
particular tasks of viewpoint motion control, selection, arahipulation to the appropriate
chapters devoted to those subjects.

2.1 Human-Computer Interaction Concepts

As we have noted, there exists a labgely of work inthe field of human-computer
interaction that informs the current research. Many of the specific results and guithalines
areoffered by HClpractitioners(e.g. Hix and Hartson, 1993) dmot apply directly to
immersive VEs, because of the difficulties of interaction in tllieensionsthe difference
in input and outputlevices, slower system responsivenes®] soon. However,these
specific recommendations can often be generalized to principles that agply iype of
human-computer interface.

One set of generaprinciples, or heuristics, wergiven by Nielsen(1993). He
claimed that a sma#let of heuristics could accouior alarge percentage of the usability
problems in anyinteractivesystem, given a sufficient number of experts study the
system. These heuristiese quite generdk.g. “speak theuser’s language”and so they
apply to any human-computer interface. However, this generality also ¢hedesuristics
to be difficult to apply practically. Inour research, weare searchingfor specific
recommendations for virtual environment interfaces.

Some ofthe best knownprinciples were described by Normantire classiowork
entitledThe Design of Everyday Thingdorman, 1990)These principles which apply to
user interfaces are taken from a discussion of everyday artiiatteeuse in outrhomes,
schools, and offices. Since mawytual environmentpurport to represent semi-realistic
world, it is perhapgven more important that interaction in Viedlow these guidelines
(Bowman andHodges, 1995)Norman identifiesfour characteristics of usable artifacts:
affordances, constraints, good mappings, and feedback. Affordances teteptoperties
of an object that inform the user of its purpose #medvay it can beused.Constraints are
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limitations on theuse of anobject that guideausersinto properactions. Good mappings
mean that the conceptualodel, or metaphor, on which abject is based iseasily
understood irthe specifictask domain otthe object. Finally,feedback is the indication
given by an artifact of the state of its operatiorusage, tdelp theuser understand what
has happened so that the next action can be planned and carried out.

The idea of mappings proposed by Norman is related to previous wdhe oge of
mental models (a user’s understandinghef operation of an artifact) and metapfusing
the understanding of a knowooncept or object to explain thweorkings of anartifact)
(Gentner andstevens, 1983)The use ofmetaphor is an important stratefgy Uls since
we can explain to someoh®w to use a softwarapplication in terms of something he
already understands. The risk is that an inappropriate metaphor will misleadfase the
user, or that a forced metaphor, while understandable, may degrade user performance.

In traditional 2D user interfaces, there are two major categories of gemeagbhors.
Theconversational metaphoproposes a dialogue between the user and the computer in the
form of a conversation. That is, the user issuesnamand and theystemresponds.This
metaphorwas largely used incommand-lineinterfaces, such as @NIX shell, but still
exists in today’graphicalUls in the form of menucommandsgdialog boxes,and so on.

The other dominant metaphor is teenulatedworld metaphor which represents the
constructs of a computer application as objects with predidiablaviors in a mini-world.

A common example is theesktop metaphdor personal computers, in which programs
anddata areepresented as files whidan be placed ifolders,file cabinets, trasitans,

and so forth, similar to the way paper documents are organizedoifi@ Since VEs are

seen as virtualvorlds, most use a very strongmulatedworld metaphorfor almost all

tasks. However, conversational elements may also have a place for certain actions in VESs.

Another importantHCI concept relevant to this research tiee notion of task
analysis Task analysis breaks down a tasto its componenparts,and formalizes the
stepsthat must be taken taomplete aask. This explicit characterization leads to a more
detailed understanding of the task, and also to a more structured rfethiwadlerstanding
various strategieapplied to thetask. When applied tdJls, task analysisan provide a
framework for the design of ITs, as well as reveal reasons for the successes and failures of
currentapproaches. Weill use task analysigeavily in thedesign andevaluation of ITs
for VE tasks.

There is a strong tradition in HCI and Human Factors research of formalizing models
of human performance. Methods such as GOMS (Card, Moran, and Newell, 1983) and the
Keystroke-level modelCard, Moran,and Newell, 1980) attempt to model human
performance for a certain computer task by courttiegiumbers of low-level actionat
must take placefor the task to be completed. These low-level parts (based on a task
analysis) may be explicit user motions, such as key pressesgmtive processeshat the
user must carry out. By assigning time values to each of these lowetaupbnentsthese
models may also predict human speed for interfdwdshavenot yet beenmplemented or
tested.Although our analysiswill not attempt to modeliseraction insuch afine-grained
manner, we will follow the spirit of this earlier work.

Finally, the HCI literature has provided us with a number td@chniquesfor Ul
evaluation. These methods represent a wide range in terrassf numbers ofisers
needed, formality, and types sults.One of themost simple techniques is guideline-
basedevaluation (Nielsen and MolicH,992), which is annformal analysis based on
known principles such as those discussed above. This requires only that an expert or group
of experts think about and/arse the interfacebriefly, and can often identifyserious
problems at an early developmestdge.The cognitivewalkthrough techniquéPolson et

13



al, 1992) issimilar in thatonly Ul expertsare needed to carry aut, but it attempts to be
slightly more formal by requiring the evaluators ftdlow a strict process and answer
specific questions about each task within the interface. One ofidkecommorevaluation
methods is the usabilitgtudy (Williges, 1984). Hereseveralusers perfornprescribed
tasks with the Ul, and are observed for task completion time, errors, andsstes. This
method is slightly more time-consuming ampensive, butcan identify important
problems because tfie fact that actualsersparticipate. To obtain resulthat are even
more applicable to the realorld, some have also performed observationssgrs in the

field (Holtzblatt andJones, 1993)although it is questionable whethesers work in a
normal way while being observed. Finally, Ul researchers can perform formal experiments
in the scientific tradition(Eberts, 1994), whicthave specifichypotheses,are tightly
controlled, and usstatisticalanalysis to obtaimesults.These are thenost expensive and
time-consuming studies, and are usually used to obtain basic knowledge abeiface

or technique that is quite differefitom thatwhich has gone beforié Sinceour research

falls into this category, we will make use of formal experimentation in our evaluation of ITs
for virtual environments.

2.2 Three-Dimensional User Interfaces

User interface researchas onlyrecentlybegun to seriously consider truthiree-
dimensional applications and the added difficultiest theypresent.Common personal
computersoftware isstill almost exclusively2D, except in afew niche applications.
However, it is becoming increasingly important thatB[3 areanalyzed, understood, and
designed well, as more 3D applications become mainstream. These applications include 3D
CAD, architectural design, animation, visualization, and even entertainmeit.ofrthese
cases, the fact that information is displayed and manipulated in three dimensions provides a
new challenge for Ul designers. Some of the problems have been identifieategorized
(Herndon, van Dam, and Gleicher, 19%#inckley etal, 1994),but there ardew general
principles or solutions for these difficulties.

For desktop 3D applications, the limitations and inherent 2D nature of common input
devices, such athe mouse, pose @major challenge. In theseases,the two degrees of
freedom (DOFs) of the input device must be mapped onto three, or in some cdtfesesix
translational and three rotational), dimensions. For this reason, adgabdfresearch has
gone into the design and analysis of input devicepecifically for 3D applications
(MacKenzie, 1995). One of the most common devices ithe tracker (Meyer and
Applewhite,1992), which is a @OF digitizer — thatis, it is asampling devicevhich
continuously outputs six scalar values representing position and orien@itian.devices
like the Spaceball (TM) (Spacetec IMC, 1998) andSidewinder(TM) (Microsoft, 1998)
are self-centering devicegshich senselisplacement and rotation @l six dimensions.

Other designshave focused on modifyinthe mouse, such ashe “Rockin’ Mouse”
(Balakrishnan et al, 1997).

Analysis of input devices has been an important research topic in yeeest Card,
Mackinlay, and Robertson provided a formal framework for desigresaldiation of both
2D and 3D devicefCard, Mackinlay, andRobertson, 1990)Otherstudies have focused
on the experimental comparisontafo or more of thesalevices. For exampl&hai and
Milgram (1993) compared the tracker to the spacelall an object placementask. One
problem with many of these studies is their implicit assumption that the input device and the
interaction technique are inextricably linked. That is, an input device determinesthia IT
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must be used with it. Weecognize the importance of a well-designed input device in a
usable system, but claim that ITs can be evaluated separately. All of our experingmts,
will use a tracker for 6D input, but a multitude of different ITs will be studied.

Another area thahas seenmany research efforts ithe standardization of 3D
interfaces, analogous tbe ubiquitous desktop metaphor 2D. It hasbeen arguedhat
such standardization is necessary beftits can become accepttabls inthe realworld.
Several research efforts have attempted to provide a single interface metaphor that can allow
usability and productivityffor a widerange of VEs(e.g. Wloka and Greenfield, 1995,
Rygol et al,1995). We wouldclaim, however,that standardization igot necessarily
beneficialfor VE interfaces at their current level afaturity. Rather, wavill focus on
optimizing the interaction for specific tasks in particular domains.

Recently, the field ofwo-handed interactiom three dimensions has been researched
extensively. Two-handed interfacage anew paradigmfor 3D input thatattempt to take
advantage of the human ability to use both hands simultaneously to prowidentuitive,
comfortable, and productive applications. Hinckleyark in thisarea is quite instructive
(Hinckley etal, 1997). Using previous work the analysis of two-handed tasks such as
handwriting, he showed the validity of several princigtastwo-handed interface3hese
include the ideas that theands should workomplementarily, not necessarily in parallel,
that the non-dominant hand provides a frame of reference withich the dominant hand
works, and that thenon-dominant hand is good at large, coarse-grained manipulation,
while the dominant hand excels at fine-grained work. These principles have been applied to
several non-immersive 3D applications (e.g. Goble et al, 1995, Mapes and Mb388),
with encouraging results. Weel that theuse of two-handedhterfaces in immersive VES
is quite promising, andtherefore will includetwo-handed techniques mur design and
evaluation.

2.3 Perceptual and Cognitive Psychology Concepts

Sinceour research focuses tmman performanceheninteracting withVEs, it is
only natural that we should use the results of prior work investigating hcapabilities in
general.Much of this information comes fronthe fields of perceptual and cognitive
psychology.Perceptuapsychology studiethe ways humangerceive their environment
throughthe senseswhile cognitive psychology focuses othe mentalaspects — how
humans reason, learn, remember, etc.

Since most immersive VESs are highly visual, it is quite importsait weunderstand
human visual perception. In particular, depth perception is crucial, sineeevattempting
to represent a 3D environment on @Bplays.Research haglentified many visual cues
thathumans use tdeterminedepth,and dividethem into monoculavs. binocular(using
one or twoeyes), and staticvs. dynamic (availablefrom a singleimage orrequiring
motion) cues (Bruce anéreen, 1990).Most depth cuesare static andmonocular,
including linear perspective, texture gradient, relative height, and aerial perspdctiios
parallax, referring tdhe understanding of depth gained from headepe motion, is a
dynamic monoculacue. Stereopsis the depth effect due to tHact thatour two eyes
receivetwo slightly different images of thevorld — is characterized as statinocular.
Finally, there are oculomotor deptiues, whichunlike theothers, danot depend on the
images received at thetinae. These cues rely on information frtme muscleswhich
cause theeyes to focugaccommodation) and rotateonvergence). We cannathieve a
perfect representation of depth in currgiiis, because thactual imagesll appear on a
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screen at a singlelepth, and therefore the oculomotaues — cues based on the
convergence angle and accommodation of the eyes — are in conflict with other depth cues.

Stereo in particular is widely believed to be a very important dapthat enhances
immersive VES. However, it is quite difficult to achieve a proper stereo effect, as it requires
care incalibration, measurement, and renderingh&f stereo pair (Davis andodges,

1995). Many studies have been performed comparing human performance in stereoscopic,
monocular, andiocular (the same imageesented to both eyes) viewing situations, and

the generalconsensus ighat stereo improves presence acan improve performance
(Barfield, Hendrix, and Bystrom, 1997, Henderd Barfield,1996). Onthe otherhand,

some studies havéound that the addition of othecues to a non-stereo display may
produce performance that is as good or better than performance with a stereoscopic display
(e.g. Nemire, 1996)Because of technological limitationgyur studieswill use biocular
displays, but will include many additional depth and feedback cues to aid performance.

Wickens has presented a good summary of the application of cognitive psychology to
VEs (Wickens andBaker, 1995). Anmportant concept from cognitivesychologythat
relates to the currenwork is the model humarprocessor (Card, Morargand Newell,

1986). This describes the cognitive process that people go through between perception and
action. It isimportant to thestudy ofinteraction technigques because cognitfivecessing

can have a significant effect grerformance, including tastompletiontime, number of
errors,and ease ofise. Amajor goal of ITdesigners ishe creation of techniqueshich

use fewcognitiveresourcesand may becomautomatic insomesense, sdhat cognitive

power may remain focused on the actual task at hand. One patrticularly important concept is
the limitation onworking memory described bWliller (1956). Hereportedthat working
memory can hold only seven plus or minus two “chunks” of information at a timer#
information needs to be recalled, previamsinksmay be displaced or interferealith.
Interfacesshould be designed dbat this limited space can besed fordomain-specific
information.

Finally, perceptual and cognitivgpsychology have shed light on individual
differences in the ability ohumans.One suchline of work that relates to the current
discussion ighe study ofspatial ability(McGee, 1979). Humangary in theirability to
reason spatially, especially in thrdienensions. Studies such the classianental rotation
experiments (Cooper arghepherd, 1978)ave demonstrated theddferences. A user’'s
spatial ability can have a significant effect on their performance in 3D interdat&s.
Therefore, we must be sure to considiedividual differenceswhen designing and
evaluatinglTs. Designers shouldttempt to createechniques which perform robustly for
users with a wide range of spatial abilities. In evaluation, we takistcarenot to attribute
a performance difference to the difference in technigulesn it isactually caused by a
user-specific characteristic, such as spatial ability.

2.4 Evaluation of Immersive Virtual Environments

Although virtual environments have been in existefazeover thirty years, it has
only been in the lagew yearsthatresearchers haweally begun to perform analysis and
evaluation oftechnology, techniques, amgbplications ofVEs. Asstated earlier, thig/pe
of research is necessary if VEs are to become useful in the real world. In this $ketion,
we will review some othe work thathasbeen done to quantifihe effectiveness of VEs
and human performance within them.
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One questionthat should be asked #&he outsetis, “What evidence is ther¢hat
immersive VEs are better than othgpes of computer applicatiorfer ANY tasks?”
Researchers have addressed this issue in bggheralsense and ispecific applications.
For example, Pausch et al (1993) performed a stadyparing human performanaosing
a head-mounted display with and without heatking, and reportethat head-tracking
had a significant effect in improving results. In the application domain, Hodges et al (1995)
have shown animmersive VE can producessults forpsychological therapy which are
similar or equivalent to those achieved when a physical environment is used.

Anotherissue that has intrigued researchers ithe measurement gfresence, or
immersion. Barfield has attempted in several studies (Barfield et al, 19@%tm the level
of presence to task performance. Slater’'s work (Slateoh, and Steed, 1994, 1995) has
examined the effects ofarious display modalitiednteractiontechniques, and system
algorithms on the reported level of preser@ee problem with this type of research is the
lack of a standard definition of presence and an appropriate measurement tedhosque.
studies haveisedqualitativemeasurege.g. interviews or questionnaires), although some
have attempted to relate other values to the sense of presence.

Another area of current research is the effect vafious low-level system
characteristics on performance in immersiies. Besideghe studies addressing display
type mentioned earlier, there have been experimentthereffect of mean frameate
(Richard et al, 1995), variance of frame rate (Watson et al, 1997)esidf visual detail
(Watson, WalkerandHodges, 1995)These experiments have generalbed a standard
task, such asisual search or pick and place, and comparsers’ spee@nd accuracy
underthe variousexperimentatonditions. Such studiese similar in format taghose we
will present in this work, although ounain independent variables are higher-level entities
(interaction techniques). Based on this bodyofk, ourstudies willattempt toprovide a
“near best caseSystem environment, with a higiverage frameate, low frame rate
variance, and high visualetail in the entiredisplay, sothat our resultswill not be
confounded by these variables.

Finally, recent research hagtempted to apply commad#iCl designand assessment
techniques to VEs. The most common example of thiseissummative usabilitgtudy, in
which users do a structureét of tasks within aompletesystem or prototype system in
order toreveal usabilityproblemsthat can besolved inthe nextdesign iteration. It is
becoming more commofor VE developers to performusability studies to verify the
effectiveness of theidesigns (e.g. Bowman, Hodges, & Bolter, 1998, Arns, Cook, &
Cruz-Neira, 1999). The concept of usability engineering includes guidelinesvaludtion
throughoutthe designcycle of asystem,and this modehas begun to see use MEs as
well (Hix et al, 1999).

There has beenlitle work in the evaluation of specific interaction techniques for
immersive VEs, although this may be changing. We will forgo a discussion of this body of
work for now. Rather, in each of the chapters on a specific interaction task]l waview
the relevant research on IT design and evaluation for that task.
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CHAPTER Il

DESIGN AND EVALUATION CONCEPTS

We wish to perform our desigand evaluation of interaction techniques for
immersive virtual environments in principled, systematic fashion (semg. Price,
Baecker, and SmallL,993, Plaisant, Cargnd Shneidermarl,995). Formal frameworks
provide us not only with a greater understandinghef advantages and disadvantages of
current techniques, but also witletter opportunities toreaterobust and well-performing
new techniques, based dhe knowledge gained through evaluatiofherefore, this
research will follow severamportant design anévaluationconcepts.elucidated in the
following sections.

3.1 Taxonomy and Categorization

The first step in creating a formal framework for design and evaluation is to establish
ataxonomyof interaction techniques for each of the universal interatdisks(note on the
word ‘taxonomy’: we will employ both of itsaccepted meanings: “the science of
classification,” and “a specific classification”). Taxonomies partition tasks into
separable subtasks, each of which represents a dettiatonust bemade by thelesigner
of a technique. In this sense, a taxonomy is the productaredul taskanalysis. Foreach
of the lowestlevel subtaskstechnique componen{parts of annteraction techniquéhat
complete thasubtask)may belisted. Figure 2.1 presentssanple generalizetaxonomy,
including two levels ofsubtasksand several technigummponentsTaxonomiesfor the
tasks oftravel (sections4.3.1 and 4.6.1) and selection/manipulation (sectiém4.1) are
presented later in the thesis.

The taxonomiesmust come from a deep andhorough understanding of the
interaction task anthe techniques that have bgemoposed for it. Therefore, sonitial
informal evaluation of techniques andaesign of newtechniquesfor the task is almost
always required before a useful taxonomy can be constructed (section 3.4).
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Figure 2.1 General Taxonomy Format

Let us consider a simple example. Suppose the interaction task is to tnamcgéor
of a virtual object(of course, this taskould also be considered as a combination of
universal interactiotasks:select anobject, select acolor, and give the “change color”
command). A taxonomy for this task wouftlude several taskomponentsSelecting an
object whose color is to change, choosing the color, and applying theameloomponents
which are directly task-related. On the other hand, we might also include compsrants
as the color modelised orthe feedback given to theser,which would not beapplicable
for this task in the physical world, but which are important considerations for an IT.

Ideally, the taxonomies we establish tbe universatasksneed to be complete and
general Any IT that can be conceivefbr the task shouldfit within the taxonomy, and
should notcontain componentshat arenot addressed byhe taxonomy. Thus, the
components will necessarily ladstract.The taxonomy willalso include severaglossible
choicesfor each of thecomponents, but we do not necessagpect that eacpossible
choice will beincluded. For example, ithe object coloringask, ataxonomy might list
touching the virtuabbject, giving avoice command, or choosing dtem in amenu as
choices forthe color applicatiomomponent. Howeverthls does nopreclude a technique
which applies the color by some other means, such as pointing at the object.
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Moreover, we do notlaim that any given taxonomy representise “correct”
partitioning of thetask. Different usershave different conceptions of tisebtaskghat are
carried out to complete a task. Rather, we see our taxonompeactisaltools that we use
as a framework for design amgtaluation (sedelow). Therefore, ware concerned only
with the utility of a taxonomy for these tasks, and not its “correctness.” In fadisaess
two possibletaxonomiesfor the task of travel, both of which have been useful in
determining different aspects of performance. Rules and guidelines have been set forth for
creating proper taxonomies (Fleishman & Quaintahe&4), but wefelt that thestructure
of these taxonomies did not lend itself as well to designesathiation as the simple task
analysis.

One way to verify the generality of the taxonomiesoneate isthroughthe process
of categorization|f existing techniquegor the taskfit well into the taxonomy, wecan be
more sure of its completenes€ategorization alsserves as araid to evaluation of
techniques. Fitting technique components into a taxonomy nexipéisit their fundamental
differences, and wean determine the effect of choices in a more fine-gramadner.
Returning to our example, waight perform an experiment comparing many different
techniquedor coloring virtual objects.Without categorization, thenly conclusions we
could draw would be thatertain techniquesere better tharothers. Usingcategorization,
however, wemight find that the choice of object selection technighesd little effect on
performance, anthat color applicationvas the most important component in determining
overall task time.

3.2 Guided Design

Taxonomy and categorization ageod ways to understaride low-level makeup of
ITs, and to formalize the differences betwabkam, butonce they are iplace, they can
also be used irthe design process. Wean think of a taxonomy nobnly as a
characterization, but also as a design space. In wibiels, ataxonomy informs or guides
the design of new ITs forthe task, rather than relying on audden burst of insight
(hypothesis 1).

Since a taxonomy brealise task downinto separablsubtasks, weanconsider a
wide range ofdesigns quite quickly, simply by trying different combinations of
components foeach of thesubtasks. Foexample the shaded components in figure 2.1
represent a possibleomplete interactiotechnique.There is no guarantee that a given
combination will makesense as eompletelT, but the systematic nature of the taxonomy
makes it easy to generate designs and to reject inappropriate combinations.

Categorization may also lead new design ideaf?lacing existing techniques into a
design space allows us to see the “holes” that are left behind — combinations of components
that havenot yet been attempte@®ne ormore of theholesmay contain anovel, useful
techniquefor the task athand. This procesan be extremelyseful whenthe number of
subtasks is small enough and the choices for each of the subtasksezaough to allow
a graphical representation of the design space, as this nhekastrieddesignsquite clear
(Card, Mackinlay, and Robertson, 1990).
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3.3 Performance Measures

The overall goal of this research is to obtain information about human performance in
common VE interactiotasks — but what iperformance? As computscientists, weend
to focus almost exclusively orspeed, ortime for task completion. Speed is easy to
measure, is guantitative determination, and is almasivaysthe primary consideration
whenevaluating anew processor design, peripheral, or algorithm. Cleafficiency is
important in the evaluation dTs as well,but wefeel there ar@lso many otheresponse
variables to be considered.

Another performance measure that might be important is accuracy, which is similar to
speed in that it is simple to measure and is quantitative. But in human-computer interaction,
we also want to consider more abstract performa&abfees, such asase ofuse, ease of
learning, and user comforEor virtual environments in particular, presence might be a
valuable measure. The choice of interaction technique could conceivablyadifte#cthese,
and they should not be discounted.

We shouldremember that theeason we wish to find good ITs is $leat our
applications will be moreusable, and that VE applications have many different
requirements. In many applications, speed acclracy are not theain concerns, and
therefore these should not always be the only response variables in our evaluations.

Also, more than any other computimaradigm,virtual environments involve the
user — his senses and body — in the task. Thusesisential that wéocus onuser-centric
performance measures. If an IT does makegood use othe skills of the humarbeing,
or if it causesfatigue ordiscomfort, it will not provide overall usability despite its
performance in otheareas. In thiswork, then, wewill evaluate based onmultiple
performance measures that cover a wide range of application and user requirements.

3.4 Range of Evaluation Methods

Research irHCI hasintroduced a wide range aiterface evaluatiotechniques, as
discussed earlier. Evaluators have a choice regarding the statistical validity of their tests, the
number ofusers involvedthe timeand effort required, anthe results theywish to
achieve. In this research, we feel that many of these techracgiegppropriatéor various
stages of evaluation.

Initially, we come tolook at these interactiotasks andechniques with veryittle
concreteinformation, exceptour experience wittthem inapplications, and in a few cases
the published evaluations others.Our first goal is to establish a taxonomy and perform
categorization, but this is difficult given limited information. Thereforenemy cases it is
appropriate to perform some informal evaluationtte beginning to gain #&@ase of
understanding of both the task and techniques. This may take the form of a guideline-based
evaluation, where one or more usability expertstiey techniques and notebvious
problems anduccesses. Imanycasessince there aréew guidelines or experts in this
field to draw from, aninformal user study would be useful, in which a few ugeysout
the techniques on some representaiisks,and their general performance and comments
are noted. Finally, ifthe techniques have already been implemented as part of an
application, a usabilitytudy with someguantitativemeasuresnay providesome good
information.

Once we are familiawith the task and some techniques, w&n create an initial
taxonomy and formal frameworfor evaluation.Within this framework,more formal
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experimentation can beerformed. These experiments are likely to be quantitative,
statisticallyvalid, andlow-level (meaning that the tedbes notinvolve a full application,
but only a tightly-controlled system with low-level interaction tasks). In order to further our
understandingthese experimentshould focus orspecific technique components and
performance measures, so that it can be determinedtiehahportant variableare. From
theseresults, wecan refineour taxonomy andevaluationframework, and prepare for
testbed evaluation, which is described in the next section.

All of these types oévaluation lead ttoth specific results anpractical guidelines
(hypothesis 2) that apply to VE interfaces.

3.5 Testbed Evaluation

The experimental methods and other evaluatimis discusse@bove can be quite
useful forgaining aninitial understanding ofnteractiontasks and techniques, and for
measuring the performance ofarious techniques in specifimteraction scenarios.
However, there are some problems associated with using these types of tests alone.

First, while results from informal evaluationsan beenlightening, they do not
involve any quantitative information about the performance of interadcéiohniques.
Without statisticalanalysis,key features or problems in a technigmay not beseen.
Performance may also be dependent on the application or other implementatiowissues
usability studies are performed.

On the othehand,formal experimentation usualfyppcuses ventightly on specific
technique components and aspects of the interaiagd Anexperiment may give us the
information that technique X performs better than technique Y in situation Z, but it is often
difficult to generalize to a more meaninghd@sult. Techniques are not tested fully on all
relevant aspects of an interaction task, and generally only one or two performance measures
are used.

Finally, in mostcasesraditional evaluation takgdaceonly once and cannot truly
be recreated later. Thus, when new techniques are proposedifficudt to compare their
performance against those that have already been tested.

Therefore, we propose the usdedtbed evaluatioas the final stage iaur analysis
of interaction techniquefr universal VEinteractiontasks. This methodaddresses the
issues discusseabove throughhe creation oftestbeds — environments and tasikat
involve all of the important aspects otask, that test each component otexhnique that
consider outside influences (factors other tti@n interaction technique) gmerformance,
and that have multiple performance measures.

As an example, consider a proving ground for automobiles. In dpéxial
environment, carswre tested incornering, brakingacceleration, and othdasks, over
multiple types of terrain, and in various weather conditions. Task completion time is not the
only performance variable considered. Rather, ngumntitative andjualitativeresults are
tabulated, such as accuracy, distance, passenger comfort, and the “feel” of the steering.

The VEPAB project (Lampton eal, 1994) wasone research efforaimed at
producing a testbedor VEs, including techniquedor viewpoint motion control. It
included several travehsksthat could beused tocomparetechniques. Howeverthis
testbed was not based on a formal understanding of the tasks or techniques involved.

In this work, wehave created aeries of testbeds fdhe universal VE interaction
tasks of viewpoinmotion control, selection, and manipulation. Togethbese testbeds
make up VR-SUITE - th¥/irtual Reality Standard Useinteraction Testbed Environment.
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The testbeds will allow us to analyze many diffeddist in a widerange ofsituations, and

with multiple performancaneasures. Testbedse based onthe formalizedtask and
technique frameworkliscussed earlier, ghat theresultsare more generalizablEinally,

the environments and tasks are standardized, so that new techniques can be run through the
appropriate testbed, given scores, and compared with other techniques that were previously
tested.

3.6 Models of Human Performance

Testbed evaluatioprovides us with a good argeneral techniquéor comparing
interaction techniques designtd a given task, but this is notthe ultimate goal othis
research. Rather, we want to ddde todesigninteraction techniques and applicatighat
are more usable and cause users to be more productive. In this light, ktit@wiagertain
technique outperforms another in the tasks required by our applicationgeatbenough,
because the best technique may not have been thought d¥hyatwe reallydesire, then,
is a quantitative model of task performance that lets us determine whether we have reached
near-optimal performance, and if not, how we can come closer to it.

If our testbeds were simply representative sets of tasks and environments that seemed
intuitively to test techniquetully, it would be difficult or impossible togeneralize the
results into a performanagaodel, and anynodel thatwas createdwould bequite coarse-
grained. However, since the testbeds are grounded in a formal frantbaisglits tasks,
techniques and other factors into fine-graisedponents, wean createnodels based on
these components which shogdneralize tgproduce modelthat predict the performance
of even techniques that were not tested.

We believe there are many benefits of using testbed evaluation combined with formal
frameworks to produce models of human performancéhewariousinteraction tasks.
However, performance modeling is outside the scogbeoturrentresearch, and wieave
left it as future work (chapter 7).

3.7 Application of Results

Testbed evaluatioproduces a set of resultsat characterize the performance of an
interaction techniquéor the specifiedtask. Performance is given in terms aifultiple
performance metrics, with respect to varidesels of outsidefactors. These results
become part of a performance databfasethe interactiontask, with more information
being added to the database each time a new technique is run through the testbed.

The laststep in our methodology is tapply the performanceesults to VE
applications, withthe goal of making them mongseful andusable. In order to choose
interaction techniqueBr applications appropriately, we must understémal interaction
requirements of the application. We cannot simply declarebesetechnique, because the
technique that i®est for oneapplication will not beoptimal for another application with
different requirementd-or example, a VEraining system will require &avel technique
that maximizes the@ser’sspatialawarenessbut this application will not require travel
technique that maximizgsoint-to-pointspeed. Orthe otherhand, in abattle planning
system, speed of travel may be the most important requirement.
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Therefore,applications need to specify their interaction requirements before the
correctITs can bechosen. Thisspecification will be done in terms die performance
metrics which we havealready defined as part ajur formal framework. Once the
requirements are iplace, wecanusethe performanceesults from testbeévaluation to
recommendTs that meethose requirements. The$Es, having been formallyerified,
shouldincrease the performance levels (including usability) of the applicétigpothesis
3).

3.8 Summary of Methodology

Figure 2.2 summarizes the basic design eraduation methodology we willse for
our research omteraction techniquef®r immersive virtualenvironments, includingach
of the components discussedithie previous sections. It should beted thathis process
may be slightly different in individuatases,but ourdesign, evaluationand application
will generally follow a procedure similar to this.

For eachuniversal interactiortask, the process begins witlinformal evaluation
technigues: observation, user studies, and/or usability evaluations. shiuegdlead to an
understanding of the task and the space of possible techniques, which allowsea#et@
taxonomy and to categorize existing and proposed ITs, and may also thepireation of
new technigues. We can also list outside factors influencing performance and performance
measures at this time. Once this formal framework is in place, we can perform more formal
experiments, involving specific task and technique components and performeaseres.
These results, along with our design framework,may lead to thedesign and
implementation of novel techniquésr the task. Also,experimentation may cause some
reworking of the initial taxonomy. When the formal framework is judged complete, we can
move to the finalanalysis step: testbed evaluatiddse ofthe testbedwith a range of
techniques and performance measures producizdaset ofresults forthe giventask,
which can then baised tomake aninformed choice ofiTs for the targetapplication(s),
given their performance requirements.
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CHAPTER IV

TRAVEL

4.1 Introduction and Definitions

Travel or Viewpoint Motion Control, is one of themost basic and universal
interactions found in virtual environment applications. We define travel as the control of the
user’s viewpoinimotion in the three-dimensionahvironment. This is distinguished from
wayfinding which isthe cognitiveprocess ofdetermining a path based on viscalkes,
knowledge of the environment, and aids such as maps or compasses. Togetieand
wayfinding make up the overall interaction calledvigation In our work, then, we are
studyingthe techniquesvhich allow auser tomove fromplace to place in &E, and not
the displays or other aids which help the user to find her way.

Travel is almost certainly the most common interaction in VE applications, apart from
simple head motion. In most \ystemsthe user must bable to move effectively about
the environment in order to obtain differemews ofthe scene and to establisisense of
presence within the 3Bpace. Therefore, it iessential that travel techniques be well-
designed and well-understood if VE applications are to succeed. In most cases, travel is not
an end unto itselfrather, it is simply used tmove theuserinto a position where he can
perform some othemore importantask. Because othis, the travel techniqushould be
easy touse, cognitively simple, and unobtrusive. It is not obvious whethegizen
technique meets these criteria, so formal evaluation and analysis are important.

In this chapter, then, weill explore interaction techniquder viewpoint motion
control in immersive VESs, beginning with prior work in the area. Nexiniéial evaluation
framework and fourexperiments will bepresented.These experiments analyzed some
common techniques and had important resultsfdiiushort inotherareas. Thided to the
development of an alternate framework. Another experimatisesissed whiclshows the
relative advantages of the expanded approach. Finallyctiaster willdiscussthe testbed
evaluation we performed for the task of viewpoint motion control.

4.2 Related Work

A number of researchers haaddressed issueslated to navigation and travel both
in immersive virtual environments and in general 3D computer interaction tasksbidras
asserted (Herndon et al, 19%at studying and understanding humaavigation and
motion control (e.g. Schieser, 1986, Warren & Wertheim, 1990) ggeaat importance for
understanding how to build effective virtual environment traviglrfaces. Although we do
not directlyaddresghe cognitiveissues surroundingirtual environmentnavigation, this
areahasbeen the subject cfome prior investigatioife.g. Wickens, 1995)Wayfinding
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issueshave been the subject sfudies byDarken and Siberf1996a, 1996b). Also, a
system haseen proposed (Ingram &Benford, 1995) whichattempts to replicate the
classic urban wayfinding cues identified in “The Image of the City” (Lynch, 1960).

Various metaphortor viewpointmotion and control in 3D environments have also
beenproposedWare etal. (1988, 1990, 1996igentify the “flying,” “eyeball-in-hand,”
and “scene-in-hand” metaphors for virtual camera control. As an extension of the scene-in-
hand metaphor, Pausch et al. (1995) make useé\&Wodd-in-Miniature” representation as
a devicefor navigation and locomotion in immersive virtuahvironments. Another
interesting metapharseshead motion to control thgosition ofthe viewpoint(Kheddar,
Chellali, and Coiffet, 1995, Koller, Mine, and Hudson, 1996).

Numerous implementations and studies of non-immersivea8@I| techniques have
been described. Strommen compares three diffemense-based interfacés children to
control point-of-view navigatior{Strommen, 1994)Mackinlay etal. describe a general
methodfor rapid, controlled movemerthrough a 3D environment (Mackinlagard, and
Robertson, 1990)and a similar technique issedimmersively in the Cosmic Explorer
application(Songand Norman, 1993)Wareand Slippassessethe usability of different
velocity control interfacefor viewpointcontrol in 3D graphical environments (Ware and
Slipp, 1991).

Mine (1995) offers an overview ahotion specification interactiotechniques. He
and others (Robinett &Holloway, 1992) also discuss issue®ncerning their
implementation in immersive virtuaénvironments. Severaliser studiesconcerning
immersive travel techniques have been reported in the literatwole,as thoseomparing
different travelmodes and metaphors fepecific virtual environment applicatior(®.g.
Chung, 1992Mercurio etal., 1990).Physical motion techniques have also been studied
(e.g. lwata andFujii, 1996), including an evaluation of the effect of a physical walking
technique on the sense of presence (Slater, Usoh, and Steed, 1995).

4.3 Original Evaluation Framework

4.3.1 Cateqorization of Technigues

Given techniquesor travel in immersive virtuaknvironments, one could perform
many experiments involving those techniques emithe tosome understanding dheir
effect on performance in certampplications.However, it is not entirely clear what
determines the “performance” of a travethnique. Moreover, it would bifficult or
impossible to determine which components of the techniques were significant in improving
or lessening performance, and results from apyication or taskvould not necessarily
transfer to another. For this reason, heve devised a more formalized framework within
which toevaluate virtual travelechniques. Stanney (1995) propos$ieast ataxonomy of
interaction techniques is needed “imposing order orthe complex interactions between
user, taskand system phenomenalhe evaluatiorframework presented here includes
such a taxonomy and an emphasis on outside factors wtach influence user
performance.

In order to understantlavel techniques and their effects maeeply, weneed to
categorize them and break them down into their lower-lem@lponents. Toward thisnd,
we have developed a taxonomy of immersive traeehniques, which is presented in
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Figure 4.1. The taxonomy splits a technique into three components, which apply regardless
of the type of travel being done (exploration, search, maneuvering, etc.).
Direction/TargetSelectionrefers tothe method bywhich the direction or object of
travel is specified. Depending on whether control of direction is continuaust athe user
may either “steer(choose a direction), or simply choosdaegetobject. Gaze-directed
steering, in whichthe user moves ithe directionshe is lookingand pointing, where the
user points inthe directionshe wants to goare two popular steering techniques. This
section also lists techniques for discrete selection of a target object.
Velocity/Acceleration Selectidachniques allow thaser to varythe speed of travel.
Many VE applicationsdispense with this entirely, and use a consteatel velocity.
However,several techniques have bgaoposed,ncluding continuous gestures s$elect
velocity, the use of props such as foot pedals, or adaptive system-controlled speed.
The final component of a travel technique is @@nditions oflnput. This refers to
the input required by the system in ordebémgin, continueand end travelThe user may
be in constant motion, in which case no input may be required. Alternately, the system may
require continuous input tdetermine theuser's state, orsimple inputs athe beginning
and/or end of a movement. Again, this component may be under system control.

— Gaze-directed steering

— Pointing/gesture steering (including props)
Direction/Target | _
Selection Lists (e.g. menus)

— Discrete selection-_gnyironmental/direct
targets (objects in the
virtual world)

— 2D pointing
— Constant velocity/acceleration

— Gesture-based (including props)
Discrete (1 of N)
Continuous range
— User/environment scaling

Velocity/Acceleration |
Selection — Explicit selection—l:

— Automatic/adaptive

— Constant travel/no input

Input Conditions — Continuous input

— Start and stop inputs

— Automatic start or stop

Figure 4.1 Taxonomy of Travel Techniques for Immersive Virtual Environments
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We do notclaim thatthis taxonomy is complete, since mangw techniques for
controlling user motion are beirggesigned. Howevemost current techniqudd into the
taxonomy, ateast at a highevel. More importantly, by breaking a technique inturee
components, we can study them separately, and gain a greater understanding of differences
in performance. Aechnique which is performing poortypay be improved by changing
only one of the components, but this might not be recognized unless tectarigjugded
into their constituent elements.

This taxonomy also encourages the guided design of new techniques. By choosing a
component (and an implementation of that component) &aoh section of theaxonomy,

a travel technique may be created from its parts, and useful new combinatioosnneaip
light. Not all components willwork with all others,but there are many opportunities for
interesting designs.

For examplepne might combine environmental target selectigimn gesture-based
velocity selectionexplicit startinputs, and explicit or automaticstop inputs. This would
produce a technique that would allow a user to travel along a pathHeoourrent position
to a specified object, using a high velocity the lessinteresting parts and slower speed
at places of interest. The user could stop moving at any point thepgth, or be stopped
automaticallywhenthe target objeatvas reached. Suchtechnique might be a natural fit
for animmersive “tour” application, wherthere are certaiknown places thatisers wish
to visit, but designers also desire that movement be under some degree of user control.

We limit thescope of our design arelaluation to travel techniques implementing
virtual movementThat is, we will not consider techniques whialse physical motions
such as walking iplace orwalking on a treadmillSuchtechniques may be quite natural
and useful, but are not generally applicable to \dpplications, especiallywhen three-
dimensional motion is needed.

4.3.2 Performance Measures

There are few categories of virtual environment applications that are currently in use
for productive, consistenivork, but the requirements of these applicatidos travel
techniques cover a widainge. Furtherthere are manyew applications of VEs being
researched, which alsmay require travel techniquegth different characteristics. It is
therefore impractical to evaluate travwechniques directly withireach new application.
Instead, we propose more generalmethodology, involving a mapping frortravel
techniques to a set of performance metrics. Tlaesemeasurable characteristics of the
performance of a techniqu/ith this indirectmapping,applicationdesignersan specify
desired levels of varioumetrics, andthen choose aechnique which best fits those
requirements.

Our list of performance metrics for immersive travel techniques includes:
Speedefficient task completion)
Accuracy(proximity to the desired target)
Spatial Awarenesfthe user’'s knowledge of his position aorientation within the
environment during and after travel)
Ease of Learningthe ability of a novice user to use the technique)
Ease of Uséthe complexity or cognitive load of the technique fromuker’spoint
of view)
Information Gathering(the user’s ability to actively obtain informatiorfrom the
environment during travel)

o Uk whe
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7. Presencdtheuser’'s sense afmmersion or “being within” the environment due to
travel)

8. User Comfort(lack of physicaldiscomfort, including simulatorsickness(e.g.
Hettinger and Riccio, 1992))

Again, this list may not be complete, but it is a good starting point for quantifying the
effectiveness and performance of virtual travel techniques. In particular, we empiesize
speed and accuracy are not the only characteristicgobdtravel technique, and imany
applications are not thenost important. For exampléhe designer of ararchitectural
walkthrough application might be most interested in high levels of spatireness,
information gathering, angresence. By doingxperiments thatelate travel technique
components to performance metrics, we can identify technthaesneethose needs, and
the results of the experiments will also generalizable and reusable tgsigners obther
applications.

Some of the metrics, such as speed and accuraagg simple to measure
guantitatively.Others, howeverare difficult to measure due to their inherent subjective
nature. To quantifghese metrics, standard questionnaicesfactors such asase of use
(e.g. Chin, Diehl, & Norman, 1988), presence (e.g. Slater, 1888)simulatosickness
(e.g. Kennedy et al., 1993) should be part of the experimental method.

4.4 Initial Experiments

Using this framework, we designed and ran three initial experiments on common VE
travel techniques (These experiments are described indataié in Bowman, Koller, &
Hodges, 1997). Wevanted toshow that generalizableesults could be obtained without
knowing the target application. These experiments produced useful data wapglicable
in a variety of situations.
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4.4.1 Spatial Awareness Experiment

Figure 4.2 Environment for the Spatial Awareness Experiment

Our first experiment focused on one of the more abstract performance metrics: spatial
awareness. We were interested in how immeitsaxgel techniquesvould affect theuser's
awareness dhe three-dimensional environmerbund him. Specifically, weested how
various velocity and acceleration schemes altered the user's level of spatial awareness.

The virtual environment for this experiment consisted of a set of cubes of contrasting
colors, as seen in Figude2. Userdearned the locations of thmubes withinthe space,
from both stationary and movingpsitions. In arexperimentattrial, the user wastaken
from the starting location to mew locationthenshown acoloredstimulus, matching the
color of one of the cubes. We measured the user's spatial awareness by the time required to
find the cube of that color. The subject prowt@ had foundhe correct cube bgressing
either the left or rightnouse button depending dhe letter (“L” or “R”) printed on the
cube.

We contrastedour different velocity/acceleratioechniques,each ofwhich was
system-controlledThe first two techniquesused a constant velocity, owgite slow, the
other relativelyfast. Wealsoimplementedand tested &slow-in, slow-out” technique, in
which travel starts and ends slowly, with accelerationdeuwetleration irbetween. Finally,
we tested an infinite velocityalso called “jumping” or “teleportation”technique, where
users are taken immediately to the target location.

The results ofthe experimentshowed that the level of spatiahwareness was
significantly decreased with the use of a jumping technique@®%). In fact, usersere
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generally reduced to a simple search of the space after jurfipimgone location to
another. This is a significamésult, since many applicatiodesignersmight be tempted to
useteleportation because of itpeed and accuracyhe experimenishows that this is
unwise unless someéegree ofuserdisorientation is acceptable in the targgplication.
Surprisingly, none othe other techniqueshowedsignificant differences in performance:
even up to relatively large velocities, users could maintain spatial awareness.

4.4.2 Absolute Motion Experiment

In the second experiment, we wanted to obtain some basic information about the
speed ancccuracy oftwo common steering techniques: gaze-diredsgkring, in which
the direction of motion is determined by theer's gazeand pointing, in whicltthe user’s
hand orientation determines the direction of travel. Even though speed and accuracy are not
always the most important considerations in teavel technique, theyare still widely
desirable Once a targethas beenchosen, it isusually unacceptable to theser tomove
thereslowly or imprecisely. We chose ttbompare gaze-directed steering with pointing
because they seem to be quite different in tloeius: gaze-directed steering is simple but
constraining, while pointing is expressive but also more complex.

The experimentaiask wasquite simple. Userdraveledusing one othe techniques
from a starting location to a target sphere. We varied the size splieee andhe distance
to the sphere. We hypothesized that gaze-directed steering might produce greater speed and
accuracy tharpointing, because of its simplicity and thelative stability of the head
compared to the hand.

Although gaze-directed steering did produce slightly better tiiorethis task, we
found that therewas nostatistically significant difference between ttweo techniques.
Users wereable to travelery close tahe optimal straight-line path between the starting
and target locations whether gaze-directed steering or pointisgusedThis was useful
information given the advantages of pointing shown by our next experiment.

4.4.3 Relative Motion Experiment

Rather than moving directly to an object in #evironment, in thigxperimentusers
were required to move to a poirglative to an object in the 3Bpace. This task is
commonlyused inapplicationssuch asarchitecturalwalkthrough. For examplesuppose
the user wishes tobtain a head-on view of a building #wat it fills his field of view.
There is no specific target object; rather, the user is maeiagve to thebuilding. In this
experimentthe targetvaslocated on a line defined by a three-dimensigrahter, at a
known distance fronthe tip of thepointer. Figure 4.3 showthe pointer and théarget,
although the target was not visible during experimental trials.
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Figure 4.3 The Relative Motion Experiment Environment

Again, we measured speed aturacyfor the gaze-directed steering and pointing
techniquesWith this task, however, wéighlighted the main difference between the two
techniques: that gaze-directstiering requireshe user to be looking ithe direction of
motion, while pointing allowgjazeand travel to be in differemirections. Thus, users of
the pointing technique couldok atthe pointer to judge their travel to the targmtation,
while gaze-directed steering required users to look at the pointer, then ltakastimated
target direction to travel, then look back to check their progress, and so on.

Indeed,the experimenshowedthat thepointing techniquewvas significantly faster
for the relative motiortask (p <0.025). When combined with results frothe absolute
motion experiment, we&an conclude thgbointing is a good general-purpoghnique
where speed and accuracy are important performance measures.

4.5 Expanded Evaluation Framework

Although our initial set of experiments produced significant results in evaluations of
some common VHravel techniques, we also notedat wewere notable to capture a
complete picture of the techniques from simple experimental designs. The prodwehat
our experiments studied the effects of a single faotdy (travel technique), and did not
consider other factors that might have an important effect on performance.

This is illustrated well by the absolute argdiative motionexperiments. Thougthey
tested the same techniques (gaze-directed steering and pointing) and measured the same
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performance variables (speed and accuracy), they prodyctd differentresults. In the
case of absolutmotion, the two techniques performed equally, biotr a relative motion
task, pointing showedmore speed and accuracihere was, therefore, ammteraction
between technique andsk. This illustrateshe fact that a technique cannot in general be
considered in isolation from the task for which it is to be used.

Similarly, characteristics dhe environment may affect the performance of a travel
technique. Considethe absolute motioexperiment. Inthe environment that wesed,
therewas only asingle object (thaarget), visible aall times, with astraight-line path
between it and the user. In this environmeaize-directed steering and pointing produced
the sameesults. However, ithe environment had been full of distracter objects and
obstacleghat theuser had taavoid to reach thearget,the two techniques might have
exhibited significantly different performance characteristics. Techniques cannot be
considered in isolation from the environments in which they are to be used.

For these reasons, we felt it necessary to expand our evaluation framewmctide
the multitude of other factors that can affect performance of virtual travel techniques. Rather
than attempting to discern these dependencies in an ad hoc flshéaich experimerthat
is run, our expanded framework formalizes the notion that many variables contribute to the
performance metrics. Bgxplicitly including these variables in tfeamework, we can
more easily choose what factors to control inexperimentalsetting, and choosealues
wisely for those variables whiahill be heldconstant.The expandedramework includes
variables related to task, environment, user, and system characteristics.

4.5.1 Task Characteristics

For immersive travel, there are many factors related to the task that could conceivably
affect performance. Some of these characteristics come directly from a consideration of the
performance valuethat wewish to measure. Some difie task characteristicthat we
consider are:

» Distance to be traveled

* Amount of curvature or number of turns in the path

* Visibility of target

* Number of degrees of freedom of motion required

» Accuracy required

» Complexity of the task; cognitive load induced on the user

* Information required of the user
For example, weould distinguish betweethe absolute andelative motiontasks
described abovesing the visibility characteristic. The target is invisible in tredative
motion task, meaning that other objects in the environnmeost be used tdetermine the
location of the target.

4.5.2 Environment Characteristics

As we have noted, the environment in whibb usertravels caralso have arffect
on performance. The same task in different environmmaig produce strikingly different
results on one or more of the performance measurements. We have identified characteristics
such as:
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* Visibility within the environment

* Number of obstacles or distracters

» Activity or motion within the environment

* Size of the environment

» Level of visual detail and fidelity

* Homogeneity (amount of variation) in the environment
e Structure

» Alignment with the standard axes
Varying one or more of these environment variables may have allowed us to see
some significant differences betwetthre gaze-directed steering and pointing techniques in
the absolute motioexperiment. For example@dding more distracter objects or greater
activity in the environment may hawaused the more cognitively simple gaze-directed
steering technique to perform better.

4.5.3 User Characteristics

It is also important to considehe differences irusers of VEapplicationswhen
evaluatingperformance. Thigan be a significant factor in the performancevafious
techniques, becauske designers of techniques often assume somethipgcitly about
users.Work in the field ofusermodeling(Kobsa & Wabhlster, 1989) igquite relevant to
this part of our framework. Weare considering,among others, the following user
characteristics:

* Age

» Gender

* Visual acuity
» Height

* Reach

» Ability to fuse stereo images

» Experience with VEs

* Experience with computers

» Technical / non-technical background

» Spatial ability

The importance of takingiser characteristics into account became quite evident

during a study we performed comparing various technitpreselecting and manipulating
virtual objects (Bowman & Hodges, 1997).Our implementation ofone technique
(Poupyrev et al., 1996) mapped the user’s physical arm extension to a more Vatgghy
arm extension, so that the number of objéaés could be selectetkpended on theser’s
reach.. In the user study, most people liked this technique, but a few of ouhasessy
short armsand could not reach many of the objectslat This causedhem to become

quite frustrated with this technique and to prefer other technithagéslid not rely on
physical arm length.
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4.5.4 System Characteristics

Finally, we have extendedur framework toinclude aspects of thbardware or
software used to realize the virtual environment application. It is ga#siblethat design
decisions made by system developers or hardware designeedfecythe performance of
techniques for virtual travel. However, just because these far®nsotalways under the
control of the techniqudesigner does nahean that theghould not be considered in the
design. For best performance, desigmeay need to creatiechniques thaperform in a
robustmanner under a wideariety of system conditionsThe system characteristics we
have identified include:

* Rendering technique

* Lighting model

* Frame rate

* Latency

» Display characteristics (stereo/mono, field of view, resolution, brightness, etc.)
» Collision detection

» Virtual body representation
These factors can cause differences in the usefulnesarof interactiortechniques.
Studies onthe effects of varying frameate and latency for various taskshave been
performed (e.g. Ware & Balakrishnan, 1994), but there is still much work to be done.

4.5.5 Information Gathering Experiment

In order tovalidate our evaluation methodology, we designed and ran a new
experiment withinour expandedramework. We hoped tgsolate some important and
general results, and to show the usefulness of considelangea number oéxperimental
variables simultaneously.

Our focus was the effect of various steering techniquab@mperformancenetric of
information gathering. Information gathering is an important goal in many situations, and it
is especially applicable to immersive virtual environments. Many of the major categories of
VE applications, such aarchitecturalwalkthrough (e.g. Brooks, 1992)information
visualization(e.g. Ingram & Benford, 1995 Bolter etal., 1995),simulation and training
(e.g. Tate, Sibert, & King, 1997), and education (&ljson etal., 1997),have astrong
informational component. Ifthe user is not able, for whateveeason, to focus on and
remember important information, then the utility of the VE application is questionable.

There are manpossible reasons why a usaight not beable to gather as much
information as is desirable, butnaajor factor is cognitivdoad. A famousresult from
cognitive psychology (Miller, 1956)shows the severe limitations on theapacity of
working memory.When other influences force thgerson to usepart of his working
memory or other cognitiveesourcesjnformation may bdost, or displaced (Baddeley,
1983). We wondered whether travel techniques induced cognitive load, and could therefore
affect the amount of information that could be recalled by the user.

We chose to focus athe direction selection portion of th@xonomy, and tagain
study gaze-directed steering and pointiteghniques. We also added a third technique,
torso-directed steering, in which a tracker is attached togbes torso, sthatshetravels
in the direction hebody is facing. Wdelt that these threeepresented a usefaross-
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section of commonlyused techniques, anthat therewere some interesting tradeoffs
among them.

For example, botlpointing and torso-directed steering have the advaritagethe
user can look in one direction and move ianother. Thiscould be importantwhen
gathering widely scatteredformation. However these techniques amdso cognitively
more difficult than gaze-directesteering, in whichhead orientation is thenly thing the
user must control. Torso-directed steering might be more natural (since it simulates the way
we walk) and thus produce les®gnitive load thanpointing, but it also has the
disadvantage that it caonly be used tanove in a horizontaplane, asthe torso cannot
comfortably be pointed up alown. Wewere quite interested to seeow these tradeoffs
affected a user’s ability to gather information.

Looking at our expanded framewotkpwever, wefelt that therevere several other
factors that could influence performance @his task. Therefore, wealso chose one
environment characteristic and osgstem characteristic to vary along witthe travel
technique. First, wéelt that the complexity of the pathroughthe environment might be
quite important in the cognitive load inducadon a user. Weaptured thiscomplexity
characteristic in thedimensionalityof the path. That is, some paths would be one-
dimensional: straight and horizontal; othersuld be two-dimensionastill horizontal, but
with turns; andstill others would bethree-dimensional: havingurns and alsovertical
components.

Second, we hypothesized that the presence or absence of a cdiisotion feature
might affect information gathering. If a user is focusing on information and not on the path
he is traveling, henay movethrough a wall or other objecthe effort required to move
back throughhe object and bacénto the desired path mayse cognitive resources and
displace informationWith collision detection available, theser iskept near to theath,
and is free to gather information without paying as much attention to the direction of
motion. Onthe otherhand,the use ofcollision detection may violate theental model of
the user, if the user has beeid that he will keepnoving as long as a button psessed,
for example. This also may induce cognitisading. Therefore, we welaterested to see
how the use of collision detection would affect performance.

4.5.5.1 Method

To measure theiser’s ability to gatherinformation, wedecided touse amemory
task. Subjects traveledhrough corridors, usingne of the three steeringechniques.
Corridors were used gbat theuser wouldhave only asingle, directed pathithrough the
environment, with no choices as to which pathatce. The experimenused one-two-,
and three-dimensionabrridors, 3x3meters insize, made up ofstraightsegments, and
employing only 90 degree turns. An outside view of a three-dimensional corridor is seen in
figure 4.4. Signseach containing aingleword, werelocated on thevalls, ceilings, and
floors of the corridors, as seenfigure 4.5. Thewords used were commoshort, non-
proper noungnd were randomly scatteréaroughthe corridor. Each corridor contained
12 signs. Subjects were instructed to minimize the amount of time spentaartiger (the
maximum time was 60 seconds, butial also ended ithe subject reached the end of the
corridor), and alsanaximize thenumber ofwords and locations ofvords that they could
remember.
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Figure 4.4 Outside View of a Three-Dimensional Corridor

Thus, wepresented subjects with a very difficult, memory-overloadasis. It has
been shown that the limit of working memory is generally seven plus or minus two chunks
of information (Miller, 1956), and we were presenting 22ords and associatedign
locations to the subject. Even if subjects could store th&tlvord and location as a single
chunk,and even if som&ords could be chunked together semantically osame other
way, the amount of informatioshouldstill fill working memory. Therefore, i€ognitive
load is induced because of the trateslhniquethe dimensionality of theorridor, or the
presence or absence of collision detection, st®uld observethat the amount of
remembered information should decrease.
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Figure 4.5 Interior of a Corridor from the Information Gathering Experiment

In order to demonstratheir memory of theorridor, subjectsndicatedwords and
locations on a paper map of tberridorimmediately after eactrial. An example map is
shown infigure 4.6. Subjectsindicated theposition of the sign along thecorridor, the
surface on whichhe sign was seenand theword printed on thesign. If wordswere
remembered without locations, or vice-versa, these could also be listed on the map.

For each of the steeringgchniquesthe othertwo components of aomplete travel
technigue were held constant. Velocity was 3.0 meters per secondratding; subjects
began travel by pressing and holding a button, and stopped by releasing the button.
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Figure 4.6 Example Completed Corridor Map with Four Word/Location Pairs, One
Unpaired Location, and Two Unpaired Words

Each subject completed 16 trials: six each with the gaze-directed steering and pointing
techniques, and four witthe torso-directed steeringchnique.Within eachtechnique,
there were two trials afach dimensionality (the torso-directed techniqueardy be used
in one- and two-dimensional environments), where one of the trials used calktemtion
and the othertrial did not. Thus, each combination of the three variables (steering
technique, dimensionality, and collisiotletection) was encountered once byach
participant.Each subject travelettirougheachcorridor exactlyonce,and theorder of the
corridors was different for each subject. To be less confusinthéaubject,trials using a
given technique wergroupedtogether;however, wecounterbalanced therder in which
the techniquesvere seen. Teliminate effects of learning théechniques, subjects spent
time in a “practice room” before each settiodls, wherethey practiced theise ofthe next
steering technique.
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Twenty-six student volunteers (twenty-three males and three ferpalgis)pated in
the study. Twosubjects quithe experiment before completion due to dizziness or nausea
induced by the VEystem.Each subject completedpae-session questionnaif&ppendix
A) in which we gathered demographilata such as age, gender, eyesigtechnical
backgroundcomputerknowledge,and experience with immersixEs. Subjects wore a
Virtual Research VR4 head-mounted disp(&MD), and weretrackedusing Polhemus
Fastrak or Isotrak lelectromagnetitrackers. Input wagiven to thesystem with ghree-
button joystick. The system maintained a constant rate of 30 frames per second.

4.5.5.2 Results

The experiment measuredhrious responseariables related to the information
gathering task. We measurtée timespent ineachcorridor, the number of word/location
pairs the subject goexactly right, and several variations of partially correebrds and
locations. Since we had instructed subjectm&ximizeseveral things simultaneously, we
desired a single responsariable thatvould encompasall of thesevalues.The formula
used for this overall score was: 1/3 (60-t) + 3a + 2 (b+ct+d) + e + f + g, where t=seconds
spent in the corridor, a=number of word/location pairs exactly correct, b, c, and d represent
responseshat havetwo of three aspect@vord, position,and surface) correct, and e, f,
and g argesponses where onbne of the aspects agerrect. This formula gives higher
weight to the most correct responses, and rewards moving quickly through the corridor.
Using thismetric asour response variable, we performethiee-factor analysis of
variance (ANOVA). Results werequite clear: the dimensionality of theorridor was
extremely significant in affecting thecore (p <0.01), but travel technique and collision
detection did not have a significaeffect. Further analysis using Duncartesst for
comparison of meanshowed that the averagescore for each dimensionality was
significantly different than the averagésr the othertwo dimensionalities.Table 4.1
presents the average scores for each condition.

Table 4.1 Average Values of Overall Score for Each Tested Treatment Combination in the
Information Gathering Experiment; Higher Scores are Better

1-Dimensional 2-Dimensional 3-Dimensional

Collision | Collision | Collision | Collision| Collision | Collision
Off On Off On Off On
Gaze-directed 16.90 16.51 11.85 11.21 10.21 9.57
Pointing 15.57 16.68 10.36 10.85 9.33 9.38
Torso-directed 15.50 15.92 10.63 12.15 N/A N/A

We also performed further analysis the data inorder to find other relationships
between our three independent variables and performance of the information gasiséring
First, we wonderedvhether any learningvas occurring duringthe trialsthemselves. We
plotted learning curves for each of the orderings of techniques (hecessarthsincenber
of trials depended on thiechnique), and found regnificant improvement in score over
time for any ofthe orderings,implying that neither theise ofthe techniquenor the task
strategy changed much as the trials progressed.

Second, we alsperformed a three-factokNOVA with total time per trial as the
response variable, in order to see whiahiables had an effect on tispeed with which
usersmoved througtthe corridors. Theresults here wersynonymous wittthe previous
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ANOVA: dimensionality was the only significant factor (p <0.01). Thus, as the
dimensionality of the patincreasedtime spent inthe corridor increasedMost subjects
finished the one-dimensional corridors quickly, while two- and three-dimensional corridors
often took the entire 60 seconds.

Finally, we examined the demographic data collected inghestionnaire for any
trends relating this information to performance of the information gathering task. There was
a fairly even split between thosého had never experienced immersive (ES subjects)
and thosewho had used a VE system previously (%Qbjects).Among those who
completed theexperimentthe more experienced participants had a slightly higher average
score petrial (13.2 vs. 11.5).This is not a statistically significanesult, but mayshow
that users with even a singd&periencausing a VEapplicationwere more focused on the
task and not distracted by the technology itself or the feel of the system.

4.5.5.3 Discussion

Theresults ofthe information gathering experimewere somewhasurprising, as
we had expectedhat differentsteering techniquesvould producedifferent levels of
cognitiveload, and thussignificantly affect overalscores. We found, thouglhat path
dimensionalitywas the only significant variable, anthat it dominated theesults. Our
intution regarding the techniquegas not sufficient to predict theesults (hypothesis 1)
However, this does notmean that we learnedothing about the nature of theavel
techniques in question.

On thecontrary, wenoted many important characteristics of ttagious techniques
that help us to explain tHack of significantdifferences fronthe experiment. First of all,
as we noted previously iour absolutenotion experimen{Bowman, Koller, &Hodges,
1997), novice userend to emulate gaze-directstkering with pointing (bkeeping their
handspointed in the direction of their gazenlessthere are largeewards for doing
otherwise (as inthe relative motionexperiment). We saw thiggain in the current
experiment, and also notethe same characteristiwith the torso-directed steering
technique. Thigact quite possiblyled to the lack of significandifferences between the
techniques. We hypothesitteat usersmore familiarwith the techniquesvould beable to
use them moreadvantageouslye.g. look to the side as youmove forward with the
pointing or torso-directed steering techniques). Given encexjiert users of the
techniques, it would benteresting to include the experience level uslers asanother
independent variable.

Also, as westated at the beginning diiis section,each technique contairtgrtain
tradeoffs. Intuitively,gaze-directed steerirghould producehe least cognitive load of the
threetechniques. However, @lso provides fewer affordances fimformation gathering
(one must stop moving in order to look to the side for informatiting.opposite is true of
pointing: it should bemore cognitively complex bushould better afford information
collection. Since we have only one measure of information gathering ability, these tradeoffs
may have balanceout, producing nwisible differences between techniques. In order to
further examine thes&radeoffs, we wouldheed experimentabsksthat test the limits of
both sides.

This experiment also showed the usefulness of our evaluation framework. Before the
experimentbegan, it wasot clear what factors wouldead to significant performance
differences. However, because of our expanded framework, weableréo identify three
different factors which we felt could be important in an information gathéaslig Had we
considered only travel techniques in isolation, this experiment might not have revealed any
significant results. Because we varied several factors, however, wablern® identify a
characteristic with an extremely significant effect on performance.
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We found nostatistically significant information about the effects of tlee of the
collision detection feature. However, several subjects did comment to the experitmenter
they felt that it was easier to move through the space and perform the task wifestutes
was enabled. This in itself should encourage designergltale this characteristic ieir
systems.

Finally, we observed that our subjects had several different strategjgsrforming
the experimentatask. Some focused on time, amdcedthroughthe environment as
quickly aspossible,memorizing &ew words and locations along theay. Others were
much more deliberatstopping akachsign orcluster ofsigns totry to commit them to
memory. Still others developed hybridchemes. Subjects algtiffered in whatthey
attempted toremember. Some consistentigcalled thefirst three or four words and
locations (the primacyffect), while others focused dhe lastthings theysaw in the
corridor (the recenceffect). A third group simply wrotedown asmany words asthey
could, then tried to match them to locations on the map.

All of these dissimilar strategies may have affeatad ability to get significant
results. Wecould have imposed a strategy on tiser by instructinghem explicitly to
perform thetask a particulaway, and perhaps seen less variability. the otherhand,
users will also have differing methods in real applications, and we should be searching for
interaction techniquewhich perform in a robushanner under aariety of strategies. In
this sense, it is correct to allow the user flexibility in determining the most apprdpoate
for the task at hand. Formal evaluation of the effects of user strategy jmpa@thnt in a
later experiment.

4.6 Alternate Evaluation Framework

4.6.1 Taxonomy

The expandedramework for design andvaluation of travel techniqugsovides a
great deal opower inexplaining performancdifferences. However, we daot feel that
our initial taxonomy of techniques is asmpleteand general as ghould be.One of the
reasons for this is the “force-fit” of techniques €uite different travetasksinto the same
category. Therefore, we have developed an alternate taxonomy (figure 4.7) based on a very
simple task analysis.
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— Start To Move

___ Specify Position

— discrete target specification
(select object in environment,
select from list, position 3D
cursor, automatic selection,...)

— one-time route specification
(set series of markers, specify
curvature and distance,...)

— Indicate Position —

— continuous specification
(gaze—directed, pointing,
physical steering props, virtual
controls, 2D pointing, ...)

— Specify Velocity

. . . — Specify Acceleration
— Indicate Orientation

— Stop Moving

Figure 4.7 Alternate Taxonomy for Travel Techniques with Detail on Position Indication
Subtask

We recognize that the task of viewpoint motion contasistsmainly of two parts:
setting viewpoint position and setting viewpoint orientatidfthin each of thes@arts,
there are two quite different methods one mmgniploy. One mightspecify the destination
or target position/orientation. This is a discrete, one-sgiection. Orthe otherhand, one
might not have a target in mind all, and might wish to simply specify a continuous
trajectory for the position and/or orientation ahe viewpoint. In between these two
extremes are technigues wall “one-timeroute specification,” which allowthe user to
specify not only the endpoints of the motion, but agéermediatepoints or arentire path.
The path specification is done prior to any actual movement of the viewpoint.

By separating these strategies onr task analysis, wean more closely and
accurately fit thevarioustechnique components froour original taxonomy. This ensures
that we compare techniquesth tasks for whictthey aresuitable, andhat thedesign of
new techniques using the framework will follow a logical progression.

4.6.2 Guided Design

This new taxonomy inspired the design of two neteraction technique®r travel,
showingthe usefulness othe concept of guidedesign (designing based on a taxonomy
and not intuition alone).
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First, we noticed in our review of publish&dvel techniques that almaait of them
fall into the continuous steering category, with a fégcrete target selection techniques as
well. However,the one-time route specification categargs not represented. Therefore,
we developed a simple route-planning technique which we tested experimentally against the
other two metaphors (sectiod.6.3). With our technique,the user holds athree-
dimensional scale model of tlmvironment, and places markers in thiedel using a
stylus (figure4.8). When a button ipressedthe system does simple interpolation and
takes theuseralong a piecewise linear path connecting these markers in the full-scale
environment .Such atechniquehasthe potential to be good compromise between the
amount ofuser control overtravel and the amount of cognitive load placed onuber
while moving, since all route specification is done prior to movement.

Figure 4.8 Route-planning Technique Using Virtual Map and Stylus

Second, the taxonomy shed night on thecontinuous steering metaphdfiost of
the existing techniques let tluser specify a direction, armbtentially a velocityas in our
earlier taxonomy). However, the subtask in the new taxonomy is “specify position,” which
implies that viewpoint motion can also be thought of as a manipukasbn It is asimple
step from thigealization to a largset of potential travel techniqueghich are based on
object manipulation techniques (see chapter 5). This is not a completeigea (Ware &
Osborne, 1990, Pierce et al, 1997), but is made more precise because of the taxonomy. We
implemented a travel techniqueased onthe HOMER object manipulation technique
(section5.3.3), inwhich the selected object issed as apivot point for viewpoint
movement.
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4.6.3 Spatial Orientation Experiment

The new taxonomy alsdent itself to anew evaluation oftechniques. Using one
technique fromeach of the threenetaphors discusseabove (steering,discrete target
selection, route planning), we conducted a test to see which one would pitoelinghest
levels of spatial orientation in users during aifter travel. Spatial orientatiomefers to the
knowledge that people have of their own location and orientation (direction) within a space.

Chance et a(1998) foundthat using a physical (walkingjranslation technique
producedbetter spatiabrientation, althougthe absoluteerror measurements they report
were still relatively high. As in Chance et al, we chose to use a maze traversal task followed
by a pointing task to measure spatial orientafidre mazesvere actually corridors —they
presented no choigeoints — andeach contained three easily recognizable objéatpure
4.9). At the end otachcorridor, the subjectvas “virtually blindfolded” (the corridor and
objects disappeared from view), and asked to point in the direction of one oblijests.

The response variable was the angular error, in degrees, for this pointing task.

Figure 4.9 Inside View of a Corridor with a Target Object

The experiment, thenrequired users topay close attention to the environment
through which they weremoving. The task might be performedising only route
knowledge, along with the positions thie objects along theute, but survey knowledge
of the corridor would make the task much easier. In orderaamizesubjects’ chances to
acquire knowledge abothe environment, we did ngplace any time restrictions on the
corridor traversal, but rather allowed subjects to stop at any pointtleads muchime as
needed.
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The travel techniquesere chosen as representativeshef threetypes of position-
specification techniques fromur new taxonomy. Firstthe system-automatetkchnique
gave users nocontrol over theimpath. The system simply movedhe subjects from the
beginning of the corridor to its end on a route approximately in the center odrtigor at
all times. The pointing techniqueallows users to continuously specifige direction of
motion. Userspoint in the desired direction ahotion. Finally, we chosehe route-
planningtechnique, in which users set a path before moving, and then are movethatong
path by the system.

These three techniques represent different levelsisefr vs. system control of
motion, and we hoped to discover whigtetaphorproducesthe highestievel of spatial
orientation. The extreme techniques aamalogous to a drivingexample: the pointing
technique lets theiser “drive,” while the system-automated technique simply makes the
user a “passengerThe route-planning techniquepresents a compromise between the
two.

We also included other variables that could potentially affect spaigditation. Two
factorsrelate to the complexity of thenvironment. As inthe information-gathering
experiment, we varied the dimensionality of dweridor (two orthreedimensions). Two-
dimensional corridors replicate the experience of moving through bultdilthgays, while
three-dimensional corridors also require ascending descending. Secondsome
corridors had only ninety-degree (right angle) turns, while others turned at arbitgles.
See Figure 4.10 faexamples of théour corridortypes. Finally, weexamined conditions
in which a three-dimensionahap of thecorridor wasgiven to subjects before traversal
versus trials with no map availahle

" We initially included a fourth factor: the presence or absence of a velocity control feature
with which the user could speed up oslow down hisrate of travel. Pilottesting,
however, indicated that this factor was insignificant for the task, and it was dropped from
the experiment.
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Figure 4.10 Views of Four Corridor Types used in the Spatial Orientation Experiment: Top
left: 2D, right angles, top right: 2D, non-right angles, bottom left: 3D, right angles, bottom
right: 3D, non-right angles

4.6.3.1 Method

The subjects fothe experimentvere 29 university students (23 males, 6 females),
ranging in agdrom 18 to24, with amean age o21.14. Elevensubjects reported some
previousexperience with immersivéEs. Subjectseceived extra credit ipsychology or
computer science classes fbeir participation. Three additional subjects did canplete
the experiment due to simulator sickness.

Each subject completed a demographic questionnaire (Appendieféde taking a
standardized spatial ability test (the “cut@mparison test” fronthe Educational Testing
Service). Thigest measures 3D visualization and rotaskills, which are crucial to the
experimentatask. Before beginning th@xperiment, subjects were alshown asimple
virtual world containing 24 common objects (chairs, tables, lamps, etc.) that would be used
as stimuliduring the experiment. This servetthe dualpurpose ofacquaintinguserswith
the head-mounted display (HMD) and tracking system, and introdtiuémg to the objects
they would need to know later.

The HMD used was a Virtual Research VR4, with a biocular display (saage to
both eyes). The Polhemus Fastraltacking systentracked thesubject’'s head and two
hands. Experimentalsoftware wasbuilt using the Simple Virtual Environment (SVE)
library (Kessler, Kooper, & Hodges, 199&8)d ran on a Silicon Graphi¢SGl) Indigo2
Maxlmpact at a near-constant frame rate of 25 frames per second.

Subjects alsocompleted a set of preliminary VEests designed to provide a
benchmarkfor their ability to point to object locations in virtugpace. In both the
benchmark and main experimental tasks, pointing was accomplished using a $tsitked
which is simply a tracker receiver embedded inside a pen. Users see a virtual representation
of the stylus in the VE (see Figure 4tBat moves in sync witlthe physicaktylus sothat
the direction of pointing can besualized.The stylus button is used to recoeshswers.
Two other receivers arased — one fohead tracking and the other in thser's non-
dominant hand where the 3D corridor maps may be viewed.

The benchmark tasks first measured the subjabifity to point to visible objects in
a sparse virtual world (each environment contained a “home” objech userdooked at
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to begin a trial, anthree targebbjects). Userpointed thestylus at one othe targets in
response to aaural cue playethrough headphone3he second set of benchmatésks
required subjects to first study object positions and then turn away. thstylus button

was pressedthe objects disappeared and the subyectld be asked tgoint in the
direction of one of thebjects. Thismore closely mimicked the main experimentsk,
which would require users to point blindly in the direction of a previously seen object. For
both types otasks, wepresented trials in whichll objects were orthe same horizontal
plane as theuser, and trials in which objectsnight be anywhere irthe 3D space
surrounding the user. Subjects completed five trials of each type, for a total of 20 trials.

The main experiment compared the three traeshniques,the two corridor
dimensionalities (2D &D), thetwo turn conditions (right angless. non-right angles),
and the two map conditions (present or absent). All of these were within-subjects variables.
There areonly 20 valid combinations of thesariables, aghe route-planning technique
uses a 3D map on every trial as a fundamental component of specifyingtarpath the
corridor.

Subjects completed one trial for each valid treatment combination, with allisialg
the same travel techniqgeouped together. Beforachgroup, subjects were allowed to
usethe travel technique in a practicerridor as long as theyished. The order of travel
techniqueswas counterbalanced betweeubjects.Within a set of trialsusing the same
travel technique, the order of treatment combinations was randomized.

Corridors were chosen from a set of 16 (four corridorseémh combination of the
dimension and angle variables). Three objects were placed in each corridor at one of several
pre-defined locations within theorridor. Subjectamnight encounter the same corridor
layout more than once duririge experiment, but never durinfpe same travel technique
group, and never with the same objects or object positions.

On trials where a map was present, the user was allowed to studyaaimulate the
map using a tracker ihis non-dominanhand. Subjects were given as mutime as they
desired to studyhe map before movemestarted.When the subject beganoving, the
map disappeared.

The pointing technique was implemented using the traskdds. Users pressed the
button to begirmoving, then pointed thestylus inthe desired direction afavel. In the
system-automated technique, the user simply pressed the button to begin doowinthe
pre-defined path through the corridor.

For the route-planning technique, subjects used the stylus to place markiees3tn
map of the corridor to define a path (Figdr®). The path began at tteorridor entrance,
then moved in a straigline to thefirst marker, fromthere to thesecond,and soon. The
last segment of the patbok users fronthe location of the last marker to the end of the
corridor. Subjectdegan motion by clicking thstylus buttonwhile touching a green box
on the edge of the map.

While using any of the techniques, users could click the button while movsigo
then click again to start moving. No collision detection was provided, so that subjects could
travel through corridowalls. Ontwo-dimensionakorridors, users wereonstrained to a
constant height above tlil@or, but they were allowed to move anywhere in virtual space
while in three-dimensionalorridors. Subjects alwaysad complete control of their head
orientation and gaze direction, and could look in any direction while moving or stopped.

At the end ofeachcorridor, the visual representation of tleerridor was removed,
and subjects were presented with an audio stimulus instruttierg to point in the
direction of one of the objectseen inthat corridor. Usersestimated the direction by
pointing thestylus and recordetheir answer by pressinthe button. Wemeasured the
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angular error between the direction pointed and the actual directionabjéoe. Secondary
responsevariables includedime spent ineach corridor, the number of times theaser
stopped in each corridor, and the strategies usatht@ge the spatial orientatitask. We
recorded subjects’ strategies by observabaty. This aspect othe experiment, though
exploratory, proved quite interesting, and is discussed in detail below.

4.6.3.2 Results

In this section we present results of statistical analyse¢beoaxperimentadlata. The
following section will explain and expangpon each of theseesults. Analysis of the
experiment was split into two full factorial designs, since not all combinatioal fattors
were valid. Analysis 1 considered tvechniques (pointing and system-automated), two
dimensionalities, two turn conditions, and twap conditions, for &otal of 16 treatment
combinations. Analysis 2 consideradl threetechniques, two dimensionalities, and two
turn conditions, with the 3D map always present, ftotal of 12combinationsThe map
variable could not besed in analysis 8ince a mapvas available on allrials with the
route-planning technique.

We performed a repeated-measures analysis of variémceboth of these
experimental designs, on both the main dependent variable (angular pemtingand the
secondary dependent variable (time spent in each corridor). Results of both analyses for the
error metric are summarized in Figure 4.11. Analysis 1 showed a significant main effect for
dimension (mean 2D erro82.47, mean 3Derror: 38.62, p < 0.005)and a marginally
significant main effector the map variable (mean map absent er8®:29, mean map
present error37.80, p < 0.075). Nasignificant differences between travel techniques or
the turn conditions were found. Analysis 2 showedaaginally significant main effect for
dimension (mean 2D erroB6.012, mean 3Derror: 41.254, p < 0.1),but no other
significant effects.

We performed the sananalyses orthe amount otime spent by subjects irach
corridor. Both analysis 1 and analysis 2 showed significant main eféedischnique (p <
0.075), dimension (p <0.005), and angle condition (p 9€.001). Subjects spent longer
amounts ofime while usingthe pointingtechnique, when in 3D corridorand when in
corridors with right angles only. These results are summarized in Figure 4.12.
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We also includeduser strategies inour analysis ofthe experimentatesults. Our
subjects were quite creative in their methfmsminimizing error inthe pointingtask. We
gave nosuggestions to subjecédbouthow to approach théask. Wetold themonly the
capabilities of thevarioustravel technigues anthat theyshould do whatevethey felt
necessary to poirdgccurately at the targebjects. We observed sirain strategiesluring
the experiment:

» Stop & Look: The simplest strategy, in which users simply stop moving at various
points withinthe corridor and turn to look in other directions thhe direction of
motion.

* Proprioceptive Pointing Usersphysically point in the directions of objects they
have already seen, to give themselves a proprioceptive cue for later recall.

* Backing in Usersturn around just befor¢ghe end of thecorridor and move
backwards to thend, ensuringhat theysee thecorridor just before itlisappears.
This is possible withall techniques, but iguite difficult to do properlyusing the
pointing technique.

* Path retracing Users gdback along the path they hapest traversed through the
corridor, both to remind themselves of what they have seen, and teesearidor
from anothewviewpoint. This strateggannot beused withthe system-automated
technique, and requires careful thought to umed with the route-planning
technique.
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* Moving through wallsUsers doot follow the corridor exactly, but insteachove
through corridor walls in order tbetter understandthe relationships between
adjacentpassageways. Aawnmower” strategy, in whiclthe user simplytravels
along parallel lines through the space, is one example. Atyairsystem-automated
technique does not allow this strategy.

« 3D overview Usersfly up above thecorridor to obtain a single view of the
complete corridor andthe objects withinit, which might encourage a&urvey
representation. This strategy is only available on 3D corridors tigngointing or
route-planning techniques.

Table 4.2 showsthe number ofsubjects using a strategy with particular travel
technigue Onesubject did nouse any othe six strategies; anotharsedevery available
strategy (sixeachfor pointing and route-plannindhreefor system-automated). Subjects
averaged 2.5 strategies for the pointing technique, 1.théosystem-automatedchnique,
and 2.2 for the route-planning technique.

For our analysis othe relation of strategy terror, we defined three between-
subjects variables corresponding to the “level” of strategy sophistication for each subject on
eachtechnique. For pointing, this wasvalue between zero and three indicating the
number of technique-specific strategiesed (3D overview, moving throughwalls, path
retracing). For the system-automated technithee Jevelwas either zero or one indicating
whether or not the subjeasedthe backing instrategy.The route-planning stratedgvel
ranged from zero to three indicatitite use ofthe 3D overview, moving throughwalls,
and/or backing in strategies.

Table 4.2 Number of Subjects Observed Using Common Strategies for Each Travel

Technique
Stop & Prop. Backing Path Through 3D
look pointing in retracing walls overview
Pointing 22 12 5 10 7 15
System-automated 22 10 13 0 0 0
Route-planning 21 10 8 2 7 15

With the strategy level variables included in analysis 2fomad alarge number of
significant interactions indicating that these oftechnique-appropriate strategies made a
difference in theuser’s spatial orientation(error metric). For example, we found a
significant (p < 0.05) interaction between technique, dimensiontrengointing technique
strategy level. Subjectwho had a pointing technique stratetgvel of zerohad better
scores withthe system-automated technique thaith the pointingtechnique, and did
equally well on 2D and 3[@orridors. Subjects with pointing technique stratedgvel of
one or two had approximately equal scores using all three travel techniques. Subjects with a
pointing technique strategy level of three had better scores using the pointing technique than
other techniques, and performieetter on 3Dcorridorsthan2D. Thisinteractionsuggests
that strategy sophistication is significant in determining user performance.

We also analyzethe demographic and spatatility information that we collected.

The spatial ability test has a maximum score of 42, and our subjects av&b8@2l, with
scores ranging from 4 to 41. This average is higher than reported means sampled from the
general population and fromollege students. Regression analysis showieat spatial
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ability score was aignificant predictor of average error tne experiment, andiverage
error oneachtechnique, corridor complexity, andap condition. Subjects with higher
spatial ability performed better on the pointirtgsk. Previous VEexperience did not
significantly predict thesgalues. We also founthat malegperformed significantiybetter
thanfemales, butre reluctant taraw conclusions from this due to our low number of
female subjects.These result@re consistent, however, with priovork. For example,
Waller et al (1998) also found a significant effect due to gender in their experiment.

Finally, we analyzed the benchmatiests run oneach subjectbefore themain
experiment. Both benchmark variables (visibility of objects and location of objects)
produced significant differences (p &001). Subjects averaged2.8 degrees of error
when objects were visibleversus 26.7degrees whenobject locations had to be
remembered. Trials in whicéll objects were oithe same horizontal plane had an average
error of 14.6 degrees, while trials in whiohjects could appear anywhere hadasarage
error of 24.9 degrees. Regression indicated that the error on trials with visible objects in the
same horizontal plane was a significant predictor of error in the main experiment.

4.6.3.3 Discussion

The results presented above confitivat the spatial orientation of wser traveling
through anmmersive virtual environmerdepends orthe complex interactions of many
factors. None ofthe variables we studiegroved solely responsible fdhe subjects’
performance;rather, they all contributed in subtleways. Userstrategy played an
unexpected role in determining performance. In this section we will revisit and esptdin
of the major results.

The analyses of the angular error response variable shbatetthedimension of the
corridor was a significargffect — thatsubjects performetetter on 2Dcorridorsthan 3D.
Such a result is to be expected since the added complexity of the third dimension makes the
corridor layout more difficult to comprehend and rememBerch 3D corridorsare not
familiar to subjectsbut 2D corridorsareseen in everyday life. This result alseplicates
our earlier finding in the information gathering experiment.

Interestingly, we found naignificant differences between the performance of the
three traveltechniques.The system-automated technigpeoducedthe lowest average
error, but the differences were not statistically significant. The oveesherror was37.2
degrees fomll conditions, which is lowethan the mearerror for the best technique
(physical motion) reported in Chance et (4B98). This indicatesthat virtual travel
techniques may indeed allow maintenancegobd spatial orientation, althougthe error
values are not directly comparable due to differences in the experiments.

We also found nanain effect of the angle conditiorariable, though wexpected
that corridors with right angles onlywould be lessomplex and therefore produce lower
error. However, it isalso possiblethat the non-right angles served as more unique
landmarks forsubjects,allowing them to visualize theiposition in a corridormore
effectively. These characteristics may have balaresth other so that weaw no
significant effect from the angle condition.

In analysis 1 (considering technique, dimension, angle conditiornmnapg, wealso
found amarginally significant main effector the mapvariable, showingthat subjects
performed better when they were not givemap of thecorridor before travelinghrough
it. This result seems counterintuitive, since one would thimapwould allow theuser to
form a better mental representation of the corridgout. This resultould be explained in
three ways. First, subjectsmay have felt that the map gave them amvantage, and
therefore did not concentrate as deephentravelingthroughthe corridor. The map did
not show the locations of the three target objects, so subjgetied to integrate the object
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information withthe corridor representation while travelin§econd,the map itself may
have been another sourceaoignitive load, distracting subjects frorthe task ratherthan

aiding them init. Finally, wenoted several subjectgho did notmakeuse ofthe map or
gave it only a cursory glance before beginning through the corridor.

The timeresponsevariable also provided someseful information. Subjects using
the pointing techniquspent significantly longer irachcorridor than they didusing the
othertwo travel techniques. Howevethis longer amount ofime did not result in any
performance gainfor the pointingtask, indicating that thepointing technique is more
complex and requires more effort on the part ofuber tomaintain spatiabrientation. 3D
corridors were als@shown torequire moreuser time,again proving the difficulty of
understanding such corridosven withthe extratime spent in theseorridors,the error
was still significantly higher than in 2Borridors. Finally, we showethat subjects spent
moretime in corridors containing only right angles than in those with non-righgles.
This is easily explained due toe fact that theorridors with right angles only were on
average 20 meters longer than non-right acgleidors. When times are normalized by
corridor distance, time in right-angle corridors is actually slightly lower.

The most interesting resultare those pertaining téhe strategiesubjects used to
maximize their performance on the pointing task. They are too numerous to go through one
by one, but theexample given above illustrates the importancstidtegy. Those subjects
who used nophisticated strategies withe pointing techniquésuch as 3D overview or
moving through walls) had better scores ugimg system-automateédchnique However,
those subjects with a higlavel of sophistication for pointingechnique strategiesctually
performed better with pointing thahe othertwo techniques. Furthermortihese subjects
reversedhe effect of thecorridor's dimension by performinigetter on 3Dcorridors than
2D.

This gets athe heart of the contrast between #uotive pointing technique and the
passive system-automated technique. Subyelsts usethe pointing techniqueaively, to
take them directlyhroughthe corridor, will experience more cognitive load atitus will
perform bettemwith the system-automatadchnique, wherg¢he distraction ofchoosing a
path is absent. On the other hand, subjects who take advanthgeunique characteristics
of the pointing technique (the ability to motleough walls,the ability to fly in three
dimensions, the ability to retrace one’s path) give themselves more and better opportunities
to comprehend the layout of the space #mas will perform betterwith the pointing
technique. Better performance on 3D corridors for these sophisticated users is explained by
the fact that subjects were constrained to a constant height abdlethen 2D corridors,
and therefore could not use the powerful 3D overview strategy.

Other significant interactions indicated the importance ofuther’s strategy when
using the other two travel techniques, as well. tverly simplistic,then, to saythat one
interaction techniqueoutperforms another, although thimay be the case in some
situations. In general, though, it more correct tosay that one interaction technique
affords the usermore opportunitiesfor high performancdevels. Whether or not theiser
takes advantage of those opportunities isagor factor in determiningiser performance.
For the travel techniques we studieere,the pointing and route-planning techniques give
usersmore control, meaning more opportunities tmderstand corridor layout arabject
placement. It is more difficult, in general, to ube sophisticated strategiesth the route-
planning technique because the entire patist be specified in advancehe usercannot
decide halfway along the pathat she wouldlike to go somewhere else. Therefore, in
cases where subjects were highly sophisticated threetechniques, performanahould
be highest using the pointing technique. Indeedong theéwo mostsophisticatedyroups
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of subjectsthe averageerror for pointingwas lower (20.32degrees) thammean error
values forthe route-planning(21.76 degrees) and system-automatgb.71 degrees)
techniques, although these subjects did extremely well using all three techniques.
These results providevo important guidelineghypothesis 2) for developers of
interaction techniques for VE applications. First, the techniques should provide affordances
for high performance on an applicatiomsintasks. Secondhe users must b&ained to
take advantage of thepportunities— to use strategies that will help them achieve the
desired performandevels. For tasks whergpatial orientation is especialljnportant, it
appearghat a travel techniqugiving userscomplete controbver theirposition, such as
pointing, can produce high performance levels given that appropriate strategissdréf
it is not possible opractical to trairusers in those strategiespialy be more beneficial to
use a passive travel technique inducing lower cognitive load.

4.7 Travel Testbed

After all of these preliminaryexperiments, weimplementedand ran a testbed
evaluation for the task of travel. This testbed is based botiupalternatetaxonomy and
the formalframework presented earlier, includitite lists of outside factors anchultiple
performance metricsThe testbed islesigned to allow experimentation with atrgvel
technique on a wide variety ¢favel tasks. However, wanplementedonly two search
tasks that were especially relevant to our target application.

These tasks are simple and general, being found in a wide variety of VE applications.
Darken (1995) characterizes thewvo as naive searchand primed search Naive search
involvestravel to a targetvhoselocation within the environment is n&@hown ahead of
time. Primed search involvesavel to a targetvhich hasbeen visited before — if theser
hasdeveloped @oodcognitive map of the space and is spatialfiented, he should be
able toreturn to thetarget. We would alstike to testexploration in which the user is
simply moving about with no specific target, butvibuld be verydifficult to quantify
performance on such an open-ended task.

4.7.1 Method

We created a medium-sized environm@nte in whichthere are hidden areas from
any viewpoint, and in which travel from one siddhe other takes a significant amount of
time). The size and type of the environment could be variabkbisf was deemed an
important outside factor on performance, butlefeit constant in ourmplementation. We
also built severatypes of obstacles which could plced randomly in thenvironment.
These included fences, sheds, and trees (figure 4.13).
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Figure 4.13 Example Obstacles from the Travel Testbed Experimental Environment

Targets for the search tasks were flags mounted on poles. The targets were numbered
one to four ineach instance of thenvironment, an@achnumberwas associated with a
flag color so that the user would be able to identify the tafgets a distanceEach target
also had aircle painted on thground around itindicating the distance withiwhich the
user wouldhave to approach toomplete thesearch task (figurd.14). There were two
sizes of thiscircle: a largeone (tenmeterradius) corresponding to low required accuracy,
and a small one (five meter radius) corresponding to high required accuracy.
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Figure 4.14 Target Object from the Travel Testbed Experimental Environment Including
Flag and Required Accuracy Radius

Each subject completed 24 trials — eight trials in each of timgances of the
environment. Each environment instance had the same spatial layout, but different numbers
and positions of obstacles, and different target positionsa¢h environmenhstance, the
user firstcompletedfour naive searcthrials, in whichthe four targets (numbered one to
four) were to be found in ordeBefore eachtrial, the flag number and color were
presented to thaser.During thisphase targets only appeared as they weesdedThat
is, during the first trial only the firgargetwas visible, duringhe second trial, targets one
and two were visible, and sm. This was to ensurthat subjects would not see target
before its trial, thus changingraive search to a primesarch.Thefirst trial began at a
predefined location, and subsequerals began at the location of tipeevious target. In
each of thesérials, the targetwas not visible fromthe startingocation, andthe required
accuracy radius was at its low level.

In the second phasesubjects completedfour primed search trials wherthey
returned to each of th&ur targetsonce, not in numericalorder. Again, the flag
number/color stimulusvas presented taisersbefore eachtrial. During thesetrials, all
targets were present the environment atll times, since thesubjects had already visited
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each target and these were therefore primed s&@th Two factors wergaried (within-
subjects) during thedeials. First, wevaried whether the target could been from the
starting position ofthe trial (visible/invisible). Second, wearied the required accuracy
usingthe radiiaroundeachtarget.Each of these variabldsad two levels, andherefore
there were four possible combinations, and wiaé of each ofthese combinations during
each environment instance.

Seventravel techniquesvere implementedand used in this experimentravel
technique was a between-subjects variable. Three were steering techmiduiasy, gaze-
directed, and torso-directed, as described in the information gathering experiment.

We also implemented two target-specificationtechniques. Inthe ray-casting
technique, the user pointed a virtual light ray abhject to selecit, and thenwas moved
by the system fromthe current location to thatibject. The secondtarget-specification
technique involved dragging an icon on a two-dimensiamegb held in the non-dominant
hand. The mapshowsthe layout of the environment and an icon indicating uker’s
position withinthe environment (figurd.15, top). Using a stylushe usercandrag this
icon to anew location.When the icon is released thser is flown smoothly from the
current location to the corresponding new location inetfronment. Bothhe stylus and
the map haveboth physical and virtual representations (fig@rd5, bottom). This
technique was one of the travel metaphors used in our target applicatiorimet{saction
6.3.2). With both the ray-casting and map techniques, the usermesisl eoutton during
movement to stop at the current location.

Finally, we studied two manipulation-based travel techniques, as described in section
4.6.2: one based othe HOMER techniquésection5.3.3) and another on th&o-Go
technique (section 5.3.1). With the HOMER technique, the user selects an object using ray-
casting, then uses hand movements to nbgeviewpointaroundthat object. The Go-Go
technique uses a non-linear mapping to allowuber tostretchhis virtual hand far away
from his body. The user clicks a button to “grab the air” at the current location of the virtual
hand, and then uses hand motions to move the viewpoint around the environment.
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Figure 4.15 Virtual (top) and Physical (bottom) Views of the Map Dragging Travel
Technique

For each subject, we measured the total time taken to complet&iab@rokeninto
two parts: the time between the onsethafstimulus andhe beginning omovement, and
the actual time spent moving). We assumed that this first time would correspondrteethe
spent inmental processing (perception dlfie stimulus and environment, arabgnitive
effort to remembemwhere atargetwas last seen irthe primed searckask). This is not
entirely accurate, as wayfindiragtivitiesundoubtedly continue after a subjedtavel has
begun. Thereforethe absolute measurements here are nmeaningful, butthe relative
differences between techniques may gigeme indication ofthe amount of
perceptual/cognitivgrocessing necessary tove to a certain location or in a certain
directionusing a technique. Weave labeledhis measure “thiniime” in the analyses to
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follow. We alsoobtained subjectivesercomfort ratings in the areas of arstrain, hand
strain, dizzinessand nauseaAfter each environmenhstance the subjects gave a rating
for each of thesdactors on a ten-point scale (Append®. Each subjectlso took a
standardized test of spatial ability (tB'S cube comparisotest). Finally, wegathered
demographic information about osubjects,ncluding age, gender, handedness;hnical
ability, and VE experience (questionnaire in Appendix A).

Forty-four undergraduate students were recruited from the department of Psychology
subject pool to participate in the experiment. Four subjects didonaplete the experiment
due to sickness or discomfort, and two subjects didcooiplete the experimemiue to
computer problems. Thus, 38 subjects (32 males, 6 females, mean agmifpléted the
evaluation, meaning that each technique was used by at least five subjects.

4.7.2 Results

In this section, wewill present themost relevantresults fromthe travel testbed
experiment. For complete tables of results, see Appendix C.

We performed a one-way analysis of varia(@8OVA) on theresults forthe naive
searchtask, with travel technique as a between-subjedsiable. Table 4.3 gives the
results for the naive search task for each technique.
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Table 4.3 Mean Completion Times (seconds) for Naive Search Task (Standard Deviation in

Parentheses)
Technique Think Time Travel Time Total Time
Gaze-directed 2.16 (1.10) 18.28 (4.63) 20.44 (5.24)
Pointing 2.20 (0.92) 22.33 (6.98) 24.53 (7.88)
Torso-directed 2.77 (0.63) 27.00 (6.27) 29.77 (6.49)
HOMER 4.20 (1.00) 37.66 (5.65) 41.86 (6.31)
Map dragging 29.54 (11.58) 52.39 (13.11) 81.93 (18.61)
Ray-casting 1.86 (0.48) 34.95 (8.89) 36.81 (8.43)
Go-Go 3.29 (2.43) 21.48 (6.86) 24.77 (8.73)

For each of the three time measures (think time, travel time, and totalthenégvel
technigueused had atatistically significant effect (p €.001). Wealso performed post-
hoc comparisons of techniques (LSD @uwhferroni), and foundhat for the think time
measure the magragging techniquevas significantly slower than all other techniques.

This makesintuitive sense,since the map technique limsed orthe target-specification
metaphor, wheranovement must be planned before it is cared. The ray-casting
technique alsdhas this propertybut selection of a single object is much faster than
dragging an icon through an entire route. With the other techniques, movement could begin
immediately. However, because the difference is so large, we feel that there may be another
factor at work here. Thmap techniqueequires users tmentally rotate the map so that it

can be related to the larger environment. Thental rotationnduces cognitive load on the

user, which may cause them to bensure ofthe proper direction of movement. The
increased cognitive load can be seen directly in increased thinking time.

In the travel time measure, using the same postdgis, we foundhat the pointing
and gaze-directed steering techniques andabéso technique were significantly faster
than HOMER ray-casting, andnapdragging.The torso-directed steering technique was
significantly faster thatHOMER and mapdragging. In general, thesteering techniques
performed well at this task because of their directness and simplisiéyscould look at
the environment, determine where they wanted to sewxtiand then go there witlittle
or no thought required. The torso-directed technique performs sligbtse, as we found
in the information gathering experiment. We believe this is purely a function of mechanics.
The user ofthe torso-directed techniquaust movehis feet and whole body tahange
directions, while the other steering techniques require only movements of the et or
It is also interestinghat theGo-Go technique performed wellere,but HOMER did not,
since they ardoth manipulation-baseiavel techniquesThe differenceseems to bé¢hat
HOMER requires arobject to moveabout,while the Go-Go techniqueallows the user to
simply grab the air and pull himself forward. Again, the map dragging technique performed
poorly. It is simply not suited for exploration and naive search, because it assanmss
has a distinct target in mind.

Total time results for the naive search task were alidestical to theresults for the
travel timemeasuresince most othe timewas spent moving. Again, pointingaze-
directed steering, and to a lesser degBx® Go, performed significantly better than other
techniques.
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For the primed searclask, we performed a multi-variateanalysis of variance
(MANOVA), with technique as a between-subjects variable and visilfilitp levels) and
required accurac{two levels) as within-subjects variablégavel timeswere normalized
relative to the distance between the starting point and the (Higetvasnot necessary for
the naive searctask since subjects thattask had no knowledge dlfie location of the
target and thus did not move in straight lines). Tdbde presents aummary of results for
this task. We donot list resultsfor the two levels of required accuracydependently,
because this factowas not significant in any ofour analyses. Results fahink time
mirrored the naive search task. Again, technique was significan@(p0&), with the map
dragging technique significantlslower in post-hoc comparisoiflsSD and Bonferroni)
than all other techniques, for the sareasongjiven above.Neither of the within-subjects
factors was significant in predicting think time.

Technique was also significafar the travel timemeasure (p €©0.001). Here, post-
hoc testsshowedthat pointing and gaze-directed steerimgere significantly fastethan
HOMER, ray-casting, anthe maptechnique. Again, these techniques allth& user to
form a direct mapping between the desired direction of motion and the thetioreeds to
be taken(look or point inthatdirection). The map technique performéadly, but it was
only significantly worse than gaze-directedteering, pointing, andso-Go. We had
expected that the mapould be useful fothe primedsearch,since it allowsusers to
specify the location of the target and not the direction from the current locationttogae
However, this assumeshat theuser understande layout of thespace,and that the
technique is precise enough to let the user move exactly to the targetekpéhnienent, the
size of the targetvas not largeenough,even in thelow requiredaccuracycondition, to
allow precise behavior witthe maptechnique. We observed usensving directly to the
area of the target, but then making small adjustmerdsdier to move withirthe required
range of thaarget. Howeverthe best results withthe map did occur in trialaith low
required accuracy and a target not visitoem the startinglocation. We also foundhat
visibility of the target from the starting locatievas significant here (p €©.001). Trials in
which the targetwasvisible averaged 12econds, as opposed to 23 seconddrials in
which the target was hidden.

Total time for the primed search task produced simdaults. Againfechnique was
significant (p < 0.001), with the gaze-directed steering and pointing techniques performing
best, according to the post-hoc comparisdfisbility also significantly affectetbtal time
(p < 0.001). Another technique that we expected to perform wétleiprimed search task
was ray-casting, since it allows the user to move directly to a target. This sispaldally
hold in cases wherthe target is initiallyvisible. Webelieve theseesults were not found
due to ourimplementation of targets dkgs. The flagpoleswere very thin,and thus
impossible to select at any distance. The flags themselves were larger, but due to the size of
the environment might appear very small from the starting locafiums, users othe ray-
casting technique often had to selectrdarmediate target inrder toget closeenough to
select the flag.

63



Table 4.4 Mean Completion Times (seconds) for Primed Search Task, with Targets not
Within View from Start Location (Invisible) or In View from Start Location (Visible)

(*normalized times — seconds per 100 meters)

_ Invisible think time | Invisible travel time* Invisible total time*
Technique — - - — - — -
Visible think time Visible travel time* Visible total time*
1.69 10.52 12.21
Gaze-directed
1.49 4.70 6.18
o 2.30 10.20 12.49
Pointing
2.03 5.61 7.63
] 2.95 22.87 25.82
Torso-directed
1.40 5.81 7.21
3.85 26.34 30.19
HOMER
2.67 13.81 16.48
Mab d ) 20.58 25.07 45.65
ap draggin
P gging 14.01 18.97 32.98
) 2.09 29.69 31.78
Ray-casting
1.92 13.72 15.64
2.66 17.55 20.21
Go-Go
1.72 7.36 9.09

We also performed an analydisat compared théwo types of tasks. Fothis
analysis, technique was again a between-subjects variable, while task was a within-subjects
factor. We only considerethe trials inwhich the targetwas initially visible and the
required accuracy was low, since these were the conditiaisahthe naive searclrials.
For the travel time measure, we found that task was significanO(p0d), with the naive
search taking 3@econds omveragevs. 23 seconds fdahe primedsearch. Fothe think
time measure, task wasot significant, but we did find a significamiteraction between
task and technique (p8025). This interaction is due tthe fact that the amount of think
time for the map techniqudropssignificantly for primed search trials (figuré.16 —error
bars have been omitted in thigure for readability),while think time for the other
techniques remains approximately teme. Thisndicates thasubjects had learned the
layout of the space anglere more confident ithe mapdragging task because thkegew
the area inwhich the targetlay. For each of the significantesults reportecabove, the
observed statistical power was 0.987 or greater, with alpha = 0.05.
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Figure 4.16 Interaction Between Task Type and Technique for Think Time on Search
Tasks

Our evaluatiorshowedthat if themost important performance measure is speed of
task completionthat steering techniques are thest choiceUsersalso seem to prefer
these techniques ovathers. Ofthe steeringtechniques, pointing iglearly the most
versatile and flexible, giveaur earlier results comparing it tgaze-directed steering and
torso-directed steeringlhe Go-Go technique also performed well in th&gudy with
respect taspeed. However, upcanalysis of oucomfort ratingmeasures, we founthat
Go-Goproduced arm-strain, dizziness, and nausea in sg8es. These problems were
also seen witlthe HOMERtechnique, suggestintpat viewpoint movementusing hand-
basedmanipulation may be discomforting tesersbecause it is so different from the
normal methods of movement. Gaze-directed steering also produced some significant
discomfort (mainly dizziness), likely because itrequires rapid and repeatedead
movements. The visual scene lags behind head movements due to tracker latency, so these
could be the cause discomfort. Ofthe seven techniques, only pointing and ray-casting
produced no significantly high discomfort levels.

We also analyzedhe demographic datand found nocorrelation between task
performance andge, gender, VE experience, spatial ability. These appear to tasks
whose speed igrgely determined by the physical interaction technigsedrather than
individual differences.
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As discussed above, the map technique thvasnost disappointing technique in this
study. It seems to beell-suited for low precisiongoal-directedtravel. Webelieve that
this techniquewvould have performed better if the required accuracy had lmeer on
certain trials. It would probably also benefit from the use of a “view-up” map as opposed to
a standard “north-uptnap (Darken &Cevik, 1999).Performance on the primed-search
would likely increase because of its egocentric nature. However, we haveeaibans for
using a north-up mapncluding the fact that it is a fixed frame of referengghin a
dynamicenvironment, and thumay facilitatelearning of the spatial layout more quickly
(Wickens & Baker, 1995). The map technique is also useful for tdlsks, such asbject
manipulation (see chapteix), and so we do ndbelieve thatthis techniqueshould be
removed from consideration as a result of its performance in this evaluation.

Finally, we alsonoted a reoccurrence of titaeme of user strategies in this
evaluation. No collisiordetectionwas implemented in the experimen@hvironments, so
users could move through objects itlesired. In certain cases, this was highly
advantageous, faxamplewhenthe flagwas just orthe otherside of a largdence. We
noted that subjects using this strategy perfortretter on the primed seartdsk, because
they could take a straight-line path to theget. We also observékat certain techniques
afford this strategy more thasthers.Steering techniques in general do affbrd this, as
they more closelynimic natural movement. Subjectssing steeringechniques generally
went around obstaclesMore unnatural techniquesuch asmap dragging, Go-Go,
HOMER, and ray-casting seem to suggeshe&userthatthis environmentloes notwork
in the same manner as the physwalrld, and that thereforemoving through objects is
allowed. This represents another benefit of so-called “magic” techniques.

4.8 Summary

In this chapter, wehave presented theesults of our design andvaluation of
viewpoint motion control, or travel,techniquesfor immersive VEs. Because of its
pervasiveness, it is essential that we understand this task and the space of tefdmiques
To this end, we have presented a formal frameworlkh®design andevaluation of travel
techniques, includingwo alternatetaxonomies, performance metrics, and outside factors
that could influenceperformance.Within this framework, wehave designed new
techniques and evaluated a wide range of techniques in six experiments. These evaluations,
in particular the testbed experiment, have produced guidelines and empirical results that will
allow application developers tthoose appropriateavel techniques. We present such a
practical application of these results in chapter six.

We learned several important lessons from our evaluation of tesheliques. From
the relative motiorexperiment, we learnethat techniques that deot couple theuser’s
head and the direction of motion are more efficiemntrelative motiontasks. The spatial
awarenesgxperimentshowedthat teleportation can cause disorientationusers. The
information gathering experiment indicated that path complexity affeatseds ability to
obtain information from an environmerithe spatial orientation experimesthowedthat
users’ strategies, inonjunction withthe affordances othe traveltechnique,can affect
spatial orientationperformance. Finallythe testbed evaluation indicated that steering
techniques are generally efficient for search tasks.
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CHAPTER V

SELECTION AND MANIPULA TION

5.1 Introduction and Definitions

Once a VE user has been given the ability to move about the 3D space effectively, via
a viewpoint motion control techniquilie nextstep is tanteractwith the environment in
some way. In a mechanical design application, this might mean positioning various parts so
that they fittogether. Atraining systenfor rescueworkersmight require thauser to open
doors, move obstacles, or make use of toolsirtial science lab could allow theser to
build molecules from components or positielectrical charges.All of these interactions
fall under the broad heading of selection and manipulation.

Selectioninvolves the specification of one or more virtual objects by tiser for
somepurpose.The purposemight be to specify the object of a commded). delete the
selectedbbject), to invoke @ommand(e.g. selecting a meniiem), to changéhe system
state (e.g. selecting a toggle switch that controls a rendering parameter), or to choose a new
tool (e.g. selecting a tool that creates cubes). Often, howsslection is performed to set
up manipulation that is, setting theposition and/or orientation of a virtualbject.
Obviously, unless the user gsnstantly manipulating a singtdbject, she must firgelect
the object she wishes to manipulate.

Since many VE developers believe that the best way for the user to interact with a VE
is the most naturaway (a position we do ndtold), many VE systemsutilize a naive
natural mappingor selection and manipulation. The natural mapping simply maps the scale
and location of the user’s physical hand directly to the scale and location of ahamuahl
so that when the virtual hand touches an object iViheit may beselected, andelected
objects are manipulated by attaching them to the vittaald— in other words, the user
simply reaches out and grabs @pject to select or manipulaite This basic metaphor has
been extended so that users can have fingertip control of virtual objects (Kijintrasd,

1996).

The natural mappingoeshave the advantage that it is quite intuitfee almost all
users, since it replicates the physicaorld. However, this metaphor is simply not
powerful enough for most VE applications. Fitk objects that may be selected anéy
those within a physical arm’s reach of the user, and onadjant isselected, itmay only
be manipulated withithat relatively smalspace. Thisnay not be a problem if theork
environment is onlghe size of dabletop, but makes manipulation in larger environments
difficult. To allow selection of faraway objects or large-scale movemeabjetts, aravel
technique must be used in conjunction with the natural mapping.

Secondly,manipulation of large objects is problematic witie naturaimapping. In
the physical world, the objects that we e¢aanipulate inour handsare limited to a certain
size, but there are nesuch restrictions irthe virtual world. Imagine a city planning
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applicationwherethe user wished to reposition skyscraper. Ifthe user waswithin an
arm’s length ofthe building, it wouldinevitably obscurethe user’s view, sahat precise
placement would be impossible.

When careful consideration is taken, it should be obvibatareal-world technique
would be inadequate for selection and manipulaasis in VEssince thetasks we wish
to perform go beyond our real-world capabilities. In the same way, a travel technique based
on physical walking will becompletely inadequate if the applicaticgquirestravel on a
global scale.The power of VEs is not to duplicate the physioabrld, but to extend the
abilities of theuser toallow him toperform tasks not possible the physicalworld. For
thesereasons, wavill consider in this chapter techniqués selection and manipulation
that gobeyondthe naturalmapping. In particularthe techniques will allow selection of
objects at a distance, and manipulation within a large space.

5.2 Related Work

5.2.1 Interaction Metaphors

A variety of interaction techniques have bg@moposed andmplementedwhich
address the problem of selecting and/or manipulating objects within a gipaed Among
techniques which can select and manipulate faraway objects, most teclHaligués three
categories: arm-extension, ray-casting, and image plane techniques.

Arm-extensiortechniquesaddresshe problem of theiser’'slimited reach directly —
they allow the user to extend her virtual hand much farther than her phanhl sathat
faraway objectzan be‘touched.” An advantage auchtechniques is that manipulation
can still be done via hand motion, as in the natural mappiogever,selection of objects
that arevery far away or smalinay bedifficult, becausethe hand must be positioned
precisely. Such techniques differ in the way that the virtual arm is extended.nSaprtee
physical hand motion onto virtual hand motiesing amapping functionPoupyrev et al,
1996). Others use monedirect means to extend and retract the virtual @owman and
Hodges, 1997). Still others employ more arcane mapping functions, such gshirsical
hand position to virtual hand velocity (Bowman and Hodges, 1997).

Ray-castingtechniques seledaraway objects by extending adea from the 2D
desktop metaphor. Just as one positions the pointer over an icon on the desktegt it
so in three-dimensions one can point a virtual light ray into the scene to interseeteahd
a virtual object(Mine, 1995). Generallythe direction of the light ray is specified by the
orientation of theuser's hande.g. the ray emanateom the user’s outstretched index
finger), sothat selection becomes a simpéesk of pointing athe desiredobject. The
common manipulation scheme is to attach the object to the rightat the point of
intersection, but this makes manipulation unwiel@@owman, 1996), soother
manipulation schemes may be desired.

Image planetechniques (Pierce «il, 1997) are a combination of 2D and 3D
interaction. Selection of objects is done, as the name suggests, in the viewpthae frso
dimension of depth into the scene is not considered. For example, in one techaigser
selects an object by partially occludingaiith his virtual hand. That is, the virtual hand
coversthe desired object in the displaymdage. Actually, this is a ray-casting technique,
since one can consider it to use a ray emanating from the user’s eyepoint and going through
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the virtual hand position toselect anobject, but we list these techniques separately,
preferring that the term “ray-casting” based for pointingtechniques wherdhe ray
emanates fronthe virtual hand. Again,selection is simplefor these techniques, but
manipulation of objects once they are selected isopan question.Pierce et al's
implementation (1997) scales theer sathat the virtuahandactuallytouches theselected
object, at which point natural hand movements can be usedrtipulate thebject.When

the object is released, the user is scaled back to normal size.

Finally, there are certain techniquesiich do notfit into any of thesecategories.
Rather,they try tomaintain the intuitiveness of the natural mapping while overcoming its
inherent limitations by employing the natural mapping in a manner not considterhe
physical world (perhaps weould call these “unnaturamappings”).One of themost
obvious of these techniques is to employ a scaling factor (make the user largeworldhe
smaller) so that thasercan reach any objeetith the virtualhand. Mine,Brooks, and
Sequin (1997) usscaling together with a framewothkat allows the user toexploit his
proprioceptivesense fomnavigation and manipulation. Thean be gpowerful metaphor,
but mayalso have side effecfer viewing the effects of changes — since the scale of the
user and worldaredifferent, asmall motion by theuser results in darge motion in the
world. Another idea employing scaling is to hawe copies ofthe world, one large and
one small. Inthe World in Miniature (WIM) techniqué€Stoakley, Conwayand Pausch,
1995), the user manipulates small objects in a “dollhouse” virlldl in thehand,and the
corresponding full-size objects move accordingly. Thés been extended in the recent
“voodoo dolls” technique (Pierce, Stearns, & Pausch, 1999), in vihehsercreates his
own miniature parts of the environment (dolls), and may use two hantipulate these
doll objects relative to one another.

We also note that a good deal of work has been done mrdleof aiding theiser to
position objects correctly. Most of these methods someype of constraints to reduce
the number of degrees of freeddhat must be controlled byhe user, or toreduce the
required precision on the part of theer. Forexample, onean constrain an object to
move only in one dimension (Bowman aHddges, 1995)model an object’s collisions
with other parts ofthe world (Kitamura, Yee, andKishino, 1996) or place some
intelligence in the object so that it naturally seeks to be aligned correctlyheivorld and
other objects (Bukowski and Sequin, 1995).

5.2.2 Evaluation of Techniques

There has been little work in the evaluation of selection and manipulation techniques
for immersiveVEs, but some studies have been reportethéareas of 3D selection and
manipulation. Ware (Ware antssome, 1988Vareand Balakrishnan, 1994) haarried
out several investigations into the use of a tracked hand or input device forpiépechent
in 3D environments. Also, Zhai arMilgram (1993) compared different input devices in a
principled manner based on a proposed taxonomy of manipulation in 3D space.

One piece of work in immersive VEs deserves special mention. Poupyrev (1997) has
implemented a “testbedor the evaluation of selection and manipulatsmhemes, which
incorporates our goals alystematic evaluation andultiple performanceneasurements.
Unlike our proposed testbedowever, this work isnore of a toofor those who would
wish to performexperiments to compasarious techniqueshe user ofthe system can
design andmplement experiments quicklyased on dext description of the interaction
techniques, outside factorand performance measuremer@ur testbed, onthe other
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hand, is anore generalized set of experimetitat attempts to modell of the important
variables and measurements.

5.3 Initial Evaluation and Design

Ouir first work in this area was inspired by a talk giveSI@&GRAPH ‘96 on a new
interaction technique for virtual object manipulation: @e-Go technique(Poupyrev et al,
1996). The technique seemed intuitive agdsy-to-use, and it promised l@ave wide
application. However, no indications of performance were given, and no stodigsred
this technique withthe manyothersthat had beenproposed forthe sametask. The
technique had novelty and elegance, butfeitethatthis wasnot enough tgroclaim it a
cure-all. It needed to be tested and understood.

Therefore, we produced our own implementation of the Go-Go technique and several
others andevaluated thenwith a simpleuser study (Bowman andodges, 1997). Our
goalwas to understantthe characteristics of thtask andhetechniques, in aattempt to
discover what makes a technique “good” for virtual object manipulation.

5.3.1 Techniqgues Considered

The techniques we studied fell into two categories: arm-extension and ray-casting. As
we havenoted, arm-extension techniques, includili@o-Go, allow the user to select
faraway objects by providing a mechanism by whidh virtual arm may be made much
longer than the physicarm. Userscan then manipulate the objects direathith their
hand, in a natural manner. Ray-castiaghniques (Mine1995), onthe otherhand, use a
pointing metaphor. Avirtual light ray extends fronthe user's hand,and objects are
selected by intersecting themth the lightray. The object is attached to the ligtaty for
manipulation.

Within each of these categories, we investigated sevargnts. Forarm-extension
techniques, the main differentiator was the mapping technisee todetermine the length
of the virtualarm. The mapping functiofor the Go-Go technique, shown iigure 5.1,
has two partsWhen theuser’'sphysical hand is within a threshold distance D from the
body, there is a one-to-one relationship between physical and virtud¢agth. However,
outside this thresholdhe virtual arm lengtliollows a non-linear functiorrelative to the
distance of the physical arm from the user’s body.

a1 a0 &0 L.1e]



Figure 5.1 Mapping Function for the Go-Go TechniquesFhysical Hand Distance,
Ry=Virtual Hand Distance. Reproduced from (Poupyrev et al, 1996)

We also looked at two other mapping functions. One is simil&otgs o, except that
there is no area aine-to-one growth the virtual armgrows according to the non-linear
function at every position (“fagb0-Go”). This allowsthe user’'sreach to extend to a
greater, though still bounded, distance.

Second, weexplored the possibility of mapping physidand position tovirtual
handvelocity, in a technique we called “stret&p-Go.” This was done byefining three
concentric regions of space about tiser. When the physicahand is withinthe medium-
range region, the virtual arm length is constant. If the physical arm is stretched far from the
body, into the outeregion,the virtual armgrows at aconstant rate. Similarly, with the
physical hand irthe innerregion, the virtual armshrinks at aconstant rate. This has the
advantage that thesercan reach anybject, nomatterits distance. Tohelp theuser
visualize the mechanism, we provided a graphical gahgeiingthe threeregions and the
user’s current hand position (figure 5.2).

Figure 5.2 Stretch Go-Go Technique, with Gauge

Finally, we considered &chnique thatloes not use mapping function aall, but
rather specifies the virtual arm length in a more indirect manner. This technique ssaply
two mouse buttons to grow or shrinke virtual arm at a constanate. Again, this
technique has unlimited reach, although itmay lack the intuitive characteristics of
techniques where the arm is stretched out to make it longer.

We also included two ray-casting techniquesum survey.Both techniquesise the
same virtual light ray idea for object selection, and both manipulate the object by attaching it
to the light ray. The techniques differ in thexpressive powelVith the basic ray-casting
techniquethere is nowvay tochange the distance of the obj&cm the user —the object
must move along a sphere centered at the user whose radius is the object’s original distance
from the user. Thus, in the second of these techniques, we added a “reeling” feature, which
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allows the user tomove the object closer or farthaway alongthe light ray, similar to
reeling a fishing line in or out.

5.3.2 User Study

Armed with thesesix techniques(four arm-extension and two ray-casting), we
conducted a simple user study to assess their performance and appliédbiigy. student
volunteers (twofemales and nine males) participated in shedy. The equipmentused
included a VirtualResearch VR4 head-mountddsplay, Polhemus Fastrak trackers, an
SGI Indigo2 Max Impact, and a custom-built 3-button joystigkers weremmersed in a
virtual room containing several pieces of furniture and given several minutes to practice and
use each of the six techniques.

We did notcollect any quantitativedata in this study, but instead observed the
performance and errors of the users, aeoltected their comments about the relative merits
of each of the interactiotechniques. This informatioted to a much moréhorough
understanding of the tasks of selection and manipulation, and of the techniques themselves.

None of the six techniques proveddequatefor selection and manipulation of
faraway objectsThe favorite techniquesvere Go-Goand the indirect arm-extension
technique, but problems were noted with each of these as well. There were difficulties with
precision of selection, precision of manipulation, speedus#, user comfort, and
expressiveness difie technique. Wemade three generabservations abouhe tasks and
techniques, which can be expressed as guidelines (hypothesis 2).

First, naturalism is not always a necessary component oéfi@ative technique.
Users almost unanimouslffound Go-Go to behe most naturaltechnique, butmany
evaluators preferred other techniquislirect stretchingvas more effectivefor several
subjects because it offered more precise contrah@hand location, and legshysical
work onthe part of thauser. Severalusers alsdiked ray-casting with reeling because of
the lack of physical effort required: they could support their arm and simply pointh&ith
wrists and pressjoystick buttons. This goesgainst common intuition regarding VE
interaction: thanost natural technique is natwaysthe best in terms of performance or
preference. This indicates that more formal methods\ecessary tadetermine appropriate
ITs (hypothesis 1).

Second, physical aspects ofisers wereimportant in their evaluation of the
techniques. For example, those users with shorter arms were less likely tahargtego
technique because their reaghs more limited.Also, all of thearm-extension techniques
depend on the specification of a point at the center ofisk€s torso.The virtualhand in
these techniques is kept on a line defined by this torso point and the location of the physical
hand. Although we defined this poirglative to theuser'sheadposition,the height of the
usermade adifference. Ifthe torsopoint is not approximatedell, the hand will appear
lower or higher than it should be, and grabbing enashipulation will be morelifficult. In
short, techniques that are dependent onukerwill require usermodeling in order to be
most effective.

Our most importanfinding, however, washatgrabbing and manipulation must be
considered separately for overall usability. Although only two of our ysefsrred a ray-
casting technique overall, almost every user commehggdt was easier to grab aabject
using ray-castinghan with any othe arm-extensiomechniques. This resuéigreed with
our earlier observations orthe use of ray-casting in VEpplications(Bowman, 1996,
Bowman, Hodgesand Bolter,1998). Itrequires naarm stretching antess precision on
the part of theuser: one simply pointthe ray and releases thmitton. With the arm-
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extension techniques, one mysace thehand withinthe object, whichcan be quite
difficult at a great distance avhen asmall physical motion maps to a large translation of
the virtual hand.

On the other hand, no users preferred ray-casting techniquelsjéat manipulation,
as arbitrary rotations of an object are practically impossible using these techwiihesn
arm-extension technique, objectn be rotated in theown coordinatesystem,and their
position can be controlled easily asell. None ofthe currenttechniques, thenwere
universally acclaimed, because nonéheimwere easy to use amdficient throughout the
entire interaction: grabbing, manipulating, and releasing the object.

5.3.3 HOMER Technigue

In response ttheseresults, it waslear that ehybrid technique combininthe best
features of boththe arm-extension and ray-casting metaphors could prayadies in
efficiency, accuracy, and usability. This simple observation led to the implementation of the
HOMER (Hand-centered Object Manipulation Extending Ray-casting) family of
techniques. These techniques simpbethe better-performing metaphéwr each part of
the task: ray-casting for object selection and in-hand object manipulation.

The basic technique works like this (see figure 5.3): the user activates thelighual
ray and intersects the desired object with it by pointing, just th inray-castindechnique.
Upon releasing the button, the virtual hand immediately movésetoenter of the selected
object, sothat manipulation can beerformed directly withthe hand, and sothat any
rotation can be achieved. When the drop commagiven, the virtualhand returns to the
location of the physical hand.
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The HOMERtechniques exhibit both ease of selection and ease of manipulation,
since they use well-performing technique components for both of tidwes® There is one
issue that must be addressed, however, ke the HOMERtechniques completely
expressivethatis, to ensurehat they allow auser toplace an object any position and
orientation). This ighe question, again, obbject distancdrom the user. Inthe basic
HOMER technique, hand motiorese mapped one-to-omato the object, sothere is no
way the object could be placed twice as daray fromthe user, or broughtery near for
inspection. Thus, waeed a mechanisrior controlling object depth once the object has
been selected.

We provide two such mechanisms, one direct and one indiiteetindirectHOMER
technique simply uses the “reeling” feature discussed earlier, where two mouse buttons are
used to move the object nearer or farther away. This provides complete expressiveness, but
may be slow or cumbersome. The direct HOMER technique uses a linear mapping function
to control objecdepth. Alinear functionwas choserbecause it is more predictable and
easier to control than a non-linear function, no matter the distance from the user. The virtual
objectmoves N meters in or ofior every onemeter of physical hand motion in oout,
where N isthe ratio between the original object-to-user distance and the original hand-to-
user distance. Therefore,tife user moves his physical hatwlice as far away from his
body, the object will move to twice its original distance from the body as well.
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This technique alsallows the user tohave direct control of the mappirignction,
since it depends on the distance betweerusiee’sphysical hand and her bodythe time
of selection. If a large N is needed, the user can place her hand very closéddyhdout
if more control is desired, the hand can be positioned farther away.

5.4 Formal Evaluation Framework

5.4.1 Categorization of Techniques

The initial user study provided us with a good understanding of the tasktedion
and manipulation, and of the spacepaissible techniquefor realizing thesdasks. Our
original categorization of techniques intmm-extension, ray-casting, image-plane, and
“other” techniques is useful at a high level, but there may be large performance differences
within a category. Therefore, thimtegorizatiordoes notallow us to make generalizations
such as,“arm-extension techniques provide greater accuracy of placement,” since this
depends on the implementation of the arm-extension technique.

Therefore, wehave re-categorizetlls for selection and manipulatiobased on a
more formal taskanalysis, as welid for travel techniques. This taxonomy ghown in
figure 5.4.
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The first thing thashould benoted about the taxonomy are its thneain branches,
which breakthe task into its component parts: selection, manipulation, and release of the
object. Forselection-onlytasks,the top branch of the taxonomy may umed alone. This
division stems fromthe observation wemade inour user studythat selection and
manipulation should be considered separately for optimal performance.

The main subtasks within the selection branch are the indication of the object and the
indication to select the object. These subtasks are listed separately since the indication of the
objectdoes not necessariiynply that the objecshould be selected. For example, in a
simple technique where the user touches objects, the user may touch many objects with his
virtual hand, but only selects abjectwhen a button is pressedhile the object is being
touched. Feedback is algiven as a subcomponent of selection, but this is purely an
interaction issue, and does not correspond to an actual user goal.

The second branch lists components and technigueranipulation. Subtaskbat
are purely task-related are the indication to start manipulating the object (often the same as
the indication toselect, but not necessarilyipdication of the center of rotation (not
required), and the technique(s) to control object position and orient@fipect attachment
is a technique consideratitimat may or mayot apply — it refers tthe way the object is
attached to the manipulator (often the virtual hand). Feedback is also listed as an interaction
component.

The final mainbranch concernthe release of a manipulatetbject. The only task-

related component here is that theer musgive some indication tdrop the object(stop
manipulation). From a technique point\vaéw, howeverthe most important components
of a release technique amhat happens tthe object and/or the virtuAlnd afterelease.
For example, virtual gravity might be implemented which catisesbject to fall naturally
to a surfacebelow. Also, in atechnique wherghe virtual hand is displaced from the
location of the physicahand (e.g. HOMER), the virtualhand positionrmay need to be
adjusted so that it once again coincides with the physical hand’s position.

This taxonomy does ndiave the intuitive appeal of th@oad technique categories
mentionedabove, but it is much morecomplete and general. It allows us tmake
interesting comparisons between various components of techniques, and general statements
about performance. Perhaps even more importdhéifact thathis taxonomy encourages
the guided design of new techniques because of its task-oriented structure.

5.4.2 Performance Measures

Like viewpoint motion control, selection and manipulation techniques can be
evaluated for performance with a large numbepasgsible metrics. Some techniques may
trade off performance on one measum better performance oanother, andifferent
applications may perforrhest with very different interactiotechniques, due tdifferent
performance requirements. Again, we need to consider dp@htitative andqualitative
metrics, and those relating to the task as well as those relating to the user.

As in the case ofTs for travel, wehave defined a list of metrics with which
performance of techniques can beeasured. Application designers can specify
requirementdor selection and manipulation in terms tfose metrics, and choose ITs
which meet those requirements.

Our list of performance metrider immersive selection and manipulation techniques
includes:

1. Speedefficiency of task completion)
2. Accuracy of Selectiofthe ability to select the desired object)
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3. Accuracy of Placemelifthe ability to achieve the desired position and orientation)

4. Ease of Learningthe ability of a novice user to use the technique)

5. Ease of Uséthe complexity of cognitive load of the technique fromubker’spoint
of view)

6. Presencgtheuser’s sense afmmersion within the environment whilgsing the
technique)

7. Expressiveness of Selectigtihe number and distance of objedtsat can be
selected)

8.

Expressiveness dflanipulation (the ability toposition and orienthe object at any
desired location in the environment)
9. User Comfort(lack of physical discomfort, including simulator sickness)

Speed and accuracy are important to many of the tapgdications, but moraser-
centric metricssuch as useromfort canalso play a majorole. Many of the techniques
which allow complete 6 DOFRnanipulation of virtual objects can force theer to assume
awkward arm, wrist, orhand positions, for examplédlso note that accuracy and
expressivenesplay a double rolehere, having different meaning$or selection vs.
manipulation.

5.4.3 Outside Factors

The final component obur formalized evaluation frameworkor selection and
manipulation techniques is the consideration of other fadioas could affect the
performance of a technique. These factors wexglicitty modeled in the evaluation
testbed, so that performance differences could be attributed to the proper sobiei®réds
we separate these outside factors into frategoriestask, environment, useand system
characteristics.

5.4.3.1 Task Characteristics

A technique may perfornvery well for certain selection/manipulatiotasks, but
poorly on others. Tadetermine theseelationships, wean considerthe following set of
task characteristics:

» distance from the user to the object

» degrees of freedom required to be manipulated
* accuracy required

» task complexity (cognitive load induced)

5.4.3.2 Environment Characteristics

The environment (3D virtuakorld) surroundinghe usercanalso have armffect on
selection and manipulation. Interesting variables include:

* visibility

* number of objects

* size of objects

* shape of objects

» density of objects

* activity (motion)

* size of environment
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* |evel of detail
* randomness/structure in the environment

5.4.3.3 User Characteristics

The individual user is also quite important galection/manipulatiotechniques. For
example,the Go-Go technique isess powerful for users with shortarms. Wehave
identified these user characteristics for consideration:

e age
e gender

* length of reach

* spatial ability

* height

* VE experience

» visual acuity

* manual dexterity

» ability to fuse stereo images

» technical/non-technical background

5.4.3.4 System Characteristics

Finally, the hardware and software compristhg VE systemmay themselves have
effects on performance of selection/manipulation tasks. Such characteristics include:

* rendering technique

* use of shadows

 virtual body representation

o frame rate

* latency

» display type

» use of collision detection or constraints
» realism of physics model (e.g. gravity)

5.4.4 Guided Design

The selection and manipulation taxonomy has also proven useful as a framework for
the design of new technique8ecause there arsuch alarge number of techniques
described in the literature, most of the techniques that arise from guided aesigariants
of techniques already availabldowever, small changes tecertain subtaskscan have a
large effect on performance.

We have taken the guided design of selection and manipulation techniques to the next
logical step by “implementing” the taxonomy insoftware. Fivelow-level subtasks
(selection, attachment, positioning, orientation, and release), along iaiteanumber of
technique componenter each of thessubtaskshave been implemented in a modular
fashion sothat they can be arbitrarily combined automatically. In otherds, adesigner
can create aew IT immediatelysimply by entering five codes intopsogram. Currently,
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there are 8 x 6 x 6 x 4 x 4 4608 possiblecombinations of techniqueomponents.
However, because of dependencies and constraintbarmesign spacethe number of
possible techniques is reduced to 667.

Through experimentation with this system, a number of interesting possilhiéitres
emerged. For example, HOMER-like techniquewhich usesgaze direction instead of
pointing direction for selection frees the handsdibrertasksuntil an object isselected. It
also seems useful in some cases to separate positioning and orientation of ohjsotg by
two trackers instead of ortkat controlsall six degrees of freedom. Ws&nalso combine
techniques such as HOMER and Pierce’s (198fgky finger” technique, tausethe best
aspects of each. For exampbeclusion selection migtdrove easier than 3Eay-casting,
and so it could be used in a technique along with HOMER-style object manipulation.

5.5 Selection/Manipulation Testbed

The three components of the formii@mework (taxonomyperformancemeasures,
and outside factors) come together in the evaluation te&ibaelection and manipulation.
This testbed is a set tdsks and environmentBat measure the performance vafrious
combinations of technique componefts each of the performanametrics. Ideally, this
testbed would vary all of the outside factors listed above, but such an experiment would not
be completed for decades.

Therefore, we designed amdplemented a simpler testbsgstemthat can evaluate
techniques in a number of what we consider tahgemost importantconditions. The
analysis of importance ibased on ouexperiences withreal applications, ourmore
informal study of selection and manipulation, and the requirementsoof target
application.

The testbed was designed to supploet testing of any technigubkat can be created
from the taxonomyThe tasks and environmenése not biasetbwards anyparticular set
of techniques. We have evaluated nine techniques, but others can be testehet \aitly
no loss of generality.

Thetasks usedre simple andjeneral. Inthe selectiorphase,the user selects the
correct objecfrom a group of objects. Ithe manipulationphase,the user places the
selected object within a target at a giyaosition and orientation. Figure5 shows an
example trial. The user is to select the Wo& in the center of the three by three array of
cubes, and then place it within the two wooden targets in the manipylatae. Incertain
trials, yellow spheres on bothe selected object and the target determine the required
orientation of the object.
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Figure 5.5 Example Trial Setup in the Selection/Manipulation Testbed

5.5.1 Method

Three within-subjects variables wewsed forthe selectiontasks. Wevaried the
distance from the user to the object to be selected (#wveks),the size of the object to be
selected (two levels), and the density of objsctisoundingthe object to be selectétivo
levels).

The manipulatiorphase ofthe task also involved three within-subjectariables.
First, wevaried the ratio of the object size to the size of the tatged levels — this
corresponds tdhe accuracy requiretbr placement).Second,the number of required
degrees of freedom varidtivo levels), sothat we could test thexpressiveness of the
techniquesThe 2 DOFtask only requiredusers to positiorthe objects in the horizontal
plane (with constraintsmplemented that prevented thser fromrotating the object or
moving it vertically), while the 6DOF task requiredcomplete objecipositioning and
orientation. Finally, weehanged the distandeom the user at whichthe objectmust be
placed (three levels), since this was a primary concern in our earlier user study.

Besides thesexplicit variables, we alsincluded characteristics of theser in our
analysis. We studied the effects of age, gender, spatial ability, VE experiente;anchl
background orthe performance of techniques by havumgrsfill out a pre-experiment
guestionnaire (Appendix A) and standardized spatial ability tesE{fi&cube comparison
test).

Responsevariables werethe speed of selectiorthe number oferrors made in
selectionthe speed of placement, amplalitative data related toser comfort (the same
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subjective reports as in the travel testbed — arm strain, hand strain, dizziness, and nausea on
a ten-point scale; see Appendix B). We did not measure accurgtgcefnent; instead we
requiredusers toplace the selected objects completeiyhin the targets and within five
degrees of the correct orientation on $itedegree of freedontrials. Graphical feedback

told the user when the object was in the correct location.

Forty-eight subjects (31 males, females) participated in thetudy. Subjects were
undergraduates frorthe Department oPsychologysubjectpool, and were giverextra
credit for their participation. Each subject completed 48 trials, except for three subjects who
did not complete the experiment due to dizziness or sickness.

Nine different selection/manipulatiorechniquestaken fromthe taxonomy, were
compared in a between-subjeéshion. Thusthere were five subjects per technique.
First, we chosdghe Go-Go technique because of its importance andf#ioe that it was
under consideration dle technique to besed inthe Virtual Habitat application (chapter
six). The otheright techniquesvere created by combiningvo selection techniques (ray-
casting and occlusion), twattachmentechniques (moving thieand tothe object, scaling
the user so the hand touches the object), and two positioning techniques (linear mapping of
hand motion tmbject motion and thase of buttons tonove the object closer or farther
away).

Subjects wore &irtual Research VRAHMD, and weretracked using Polhemus
Fastrak trackers. Input wagven using a 3-button joystick. Subjects wealowed to
practice the techniguer up tofive minutes in a roonfilled with furniture objects before
the experimental trialbegan. Subjectsompletedfour blocks of 12trials each,alternating
between trials testing selection and manipulatidter the practicesessionand aftereach
block, subjective comfort information was taken.

5.5.2 Results

This complex experiment necessatiigs acomplex set ofresults. Here, wewill
present several majdindings that emergefrom the data. Forcomplete results, see
Appendix D. We performed a repeated measures analysis of vafidABEVA) for both
the selection and manipulation tasks.

First, results forselection of objects matchedost ofthe experience that wead in
our earlier informal study. Selection techniqueved to be significan(f(2,42)=13.6, p <
0.001), with the Go-Go technique (mean 6.57 seconds per trial) provingsignifeantly
slower than either ray-casting (3.278 secs.) or occlusion selection (3.821 secs.) in post-hoc
comparisons (LSD and@onferroni). There was nosignificant difference between ray-
casting and occlusion. This is because selection using ray-casting or occlusion is essentially
a 2D operation, whiléhe Go-Go technique requiressers toplace the virtuahand within
the object in three-dimensional space.

We also found significant main effects for distance (p < 0.001) and sizé (04),
with nearer and larger objects taking less time to sélbetre were also several interesting
significant interactions. Ashown in figures 5.@nd5.7, the effects of distance and size
varied depending on the selection technique besegl (p < 0.001 iboth cases). Figure
5.6 showsthat selectiortime for the Go-Go technique increases wittistance, while the
othertwo selection technique times remain approximatmypstant, regardless abject
distance. Figure 5.ihdicates that th&o0-Go technique benefits much more from larger
object sizes as compared to ray-casting and occlusion selection.
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We foundthat thenumber of errorsmade during selection(errors included both
selecting thewrong object and selecting no objeat)ere significantlyaffected by both
distance (p < 0.001) and size (0<001). Interestingly, howeverselection technique had
no significant effect on errors.

It appears from thiglata that eitheray-casting or occlusion is a goagkneral-
purposechoicefor a selection techniquédowever,this is tempered byur findings with
regard to user comfort. We fourldat selection techniquead a high correlation to the
reported finalevel of userarm strain (aftemll trials had been completed, approximately
thirty minutes ofuse). Occlusion selection produced significantly higher levels of arm
strain than ray-casting, because ray-casting altbesiser to “shoot fronthe hip,” while
occlusion selection requires that the user’'s hand be held up in view. When selection takes a
long time, as inthe case of small ofaraway objects, thican lead to arnstrain of
unacceptable levels.

The results for manipulation time were more difficult to interpret. Once the object had
been selected, many tife techniqueproduced similar time$or manipulation (table 5.1
shows the results forthe ninetechniques). We did find a significantain effect for
technique(f(8,36)=4.3, p < 0.001where technique ishe combination ofselection,
attachment, and manipulaticemponentsThe only combinationghat were significantly
worse than others irthe post-hoc tests werthe two combinations that combinechy-
casting withthe attachment technique tlsaales thaiser,and thiswaslikely due topoor
implementation, fromour observations ofusers. We found naignificant effects of
technique when attachment and manipulation techniques were considered separately.

Table 5.1 Mean Manipulation Time Results by Technique from Testbed Evaluation
(* The linear mapping used in these cases was a one-to-one physical to virtual hand

mapping)
Tech Selection Attachment Manipulation Mean Time (s)
1 Go-Go Go-Go Go-Go 26.551
2 Ray-casting Move hand Linear mapping 32.047
3 Ray-casting Move hand Buttons 30.970
4 Ray-casting Scale user Linear mapping* 40.683
5 Ray-casting Scale user Buttons 39.851
6 Occlusion Move hand Linear mapping 31.800
7 Occlusion Move hand Buttons 22.537
8 Occlusion Scale user Linear mapping* 24.780
9 Occlusion Scale user Buttons 20.528

One interesting fact to note from table 5.1 is that for each pair of technigungsthe
same selection andttachmentcomponentsthe techniqueusing indirect depth control
(button presses teel the object irand out) had a fasteneantime. Though this was not
statistically significant, itindicates that anndirect, unnatural positioning technique can
actually produce betteperformance. These technique® not aslegantand seem to be
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less popular withusers,but if speed ofmanipulation isimportant, theycan be agood
choice.

All three of our within-subjects variables proved significéistance(f(2,72)=18.6,

p < 0.001), required accuracyf(1,36)=19.6, p < 0.001)and degrees of freedom
(f(1,36)=286.3, p < 0.001) all had significant main effects on manipulation time. As can be
seen from the large f-value for degrees of freedom, this variable dominated the results, with
the six degree of freedom task taking an averagé/df seconds toompleteand the two
degree of freedom task taking 12.7 seconds on average.

We also found aignificant interaction between required accuracy and degrees of
freedom, shown irtable 5.2. The six degree of freedontasks with a highaccuracy
requirement (small target size relative to the size of the object being manipwaied)
nearly impossible to complete in some cases, indicating that we did indeed test the extremes
of the capabilities of these interactitechniques. Onthe otherhand, required accuracy
made little difference in the 2DOF task, indicating that the techniques we tested could
produce quite precise behavior for this constrained task.

Table 5.2 Interaction Between Required Accuracy and Degrees of Freedom for
Manipulation Time (seconds)

2 DOFs 6 DOFs
Low Accuracy 11.463 40.441
High Accuracy 13.991 53.992

Unfortunately, these data cannot answer the question of whether theyeaiadive
difference between the 2 DOF and 6 DOF tasks. Does the 2 DOF task have a constant slope
regardless of the required accuracy or isuge/ard slope simply of lowanagnitude than
that of the 6 DORask? In othemwords, doesadding more degrees of freedom to a
manipulation taskreate alifferent type oftask, or does isimply add more of the same
types of difficulty?The best way to answehese questionwould be toinclude a middle
condition with three degrees of freedom, and we propose this as \udtke We can get
someidea of the importance dhis interaction by looking at theskata on alog scale
(figure 5.8). This graph doewt appear t@how aninteraction, and thus we suggésat
degrees of freedom may be additive, andquatitatively different. Thismay be a fruitful
topic for further research.
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Figure 5.8 Logarithmic Scale Graph of Interaction Between DOFs and Accuracy

All of the significant results reported above hawebserved statistical power
(computed using alpha = 0.05) of 0.92 or greater.

Finally, we found ademographic effedior performanceMales performed better on
both the selectiorime (p <0.025) and manipulatiortime (p <0.05) response measures.
Spatial ability and VE experience did not predict performance.

Again, looking at the results, we have any of a numbemnansfipulation techniques to
choose from which appear to hasanilar performance.The lowest mean timeswere
achieved by techniguessing occlusiorselection and/or the scalirgjtachment technique
(techniques 7, 8, an@). The fact that the scaling technigmeoducesbetterperformance,
especially on the six degree of freedtask, makes intuitivesense. Ithe user isscaled to
several times normal size, then a small physical cteplead to a large virtuahovement.
That is, userscan translate their viewpoint large distances while manipulatingbgact
using this technique. Therefore, the difficult manipulatiortasks, userg€an move their
viewpoint to a more advantageous position (closdéhédarget, withthe target directly in
front of them) to complete the task more quickly. We observed this in a significant number
of users.

However,these techniques also haverice. Wehave already stated thatclusion
selection increases argtrain. Similarly,scaled manipulation significantly increases the
reported final level of dizziness relative to techniques witiereserremains at the normal
scale. Thus, amportant guidelingdhypothesis 2) ighat suchtechniquesshould not be
used when users will be immersed for extended periods of time.
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5.6 Summary

In this chapter, wehave used our design anedvaluation methodology tstudy
techniques for the selection and manipulation of objects in immersive VEs. Theseillasks
be found in most interactively complex VE applications, so drusial that weunderstand
the performance characteristics of treious proposed ITOur initial user study ofirm-
extension and ray-casting techniques gave us useful information and understanding of these
two metaphors, andllowed us to combine thefor better performance in thdOMER
techniques. We used this knowledge as a basis forfaoomal design andevaluation
framework,including a taxonomy of selection and manipulatiechniques performance
metrics, and outside factors that could influence performance. This frameworkalzsd
in our testbed evaluation, which produced complexulsetulempiricalresults. Inchapter
six we apply these results to a complex VE application in order to increase its performance.
Several important principles conogit of this researclOur user study showethat
naturalismdoes not necessarily produce gguetformance on selection and manipulation
tasks. Rather, magic techniques seemed to be easier, more efficient, aratcaptable to
users.The testbed experimeshowedthat 2D selectiormetaphors based on ray-casting
were more efficientthat the perceived size of virtual objects affects sele@roors, and
that scaled object manipulation can increase efficiency on difficult manipulas&e. We
also found user comfort to be a significant measure for selection and manipialiskion|f
speed werghe only consideration, g&echniquesuch as Sticky Finger (occlusiselection
combined with scaled object manipulation) would be an excellent choice. However, both of
these components produced moderate to high levels of discomtmeis,which will not
be acceptable in applications with longer exposure times.
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CHAPTER VI

INTERACTION IN A REAL-WORLD VE A PPLICATION

6.1 Integrating Techniques into an Application: Issues and Challenges

The formal categorizatiorgesign,and evaluatiorthat has beendiscussed in the
previous chapters cannot be an end unto itself. Rather, it must be done with a view towards
applying those results to some practical, useful, real-world sysiraseasoninteraction
techniques are so important is that they allow the usacttecarry out some tasthat is a
part of the user’s productivity, education, or enjoyment. Therefore, ichhiger we will
consider goractical VE applicationvith extensiventeractivity requirements, anbdow that
application can benefit from the formal evaluation of interaction techniques (hypothesis 3).

However, applying theresults of ourexperiments to an application is not as
straightforward as imight seem.Recall that inour methodologyapplication developers
specify levels of performancthat arerequired by the applicatioffor many different
performance metrics), and thanplement techniques that have befiown tomeetthose
requirements through testbed evaluatibnere are a number edsuesthat we must deal
with to accomplish this goal.

First, the specification of requirements is natdal matter. Forquantitative metrics
such as efficiencythe developer may havenly a roughidea of therequirement.
Qualitative measures will be even more difficult tspecify. Also, since many VE
applications are currently thBrst of their kind, one may notknow the interaction
requirements until testinpasbeen done (and to do thiesting, youneed aworking
application). We can approachis issue by allowing developers to specify ranges of
performance, and by standardizing morelitative measuresThe problem ofunknown
requirements is not likely to go away, and so iterative design will be imperative. We cannot
hope to obtain the perfect set of interaction techniques on the first try for every system.

A second issue i#hatlTs cannot be considered invacuum. If weblindly choose
those techniques that best fit our requirements, without regale¥ovell the techniques
work together, wanay create a mordifficult-to-use application. Théssue oftechnique
integration is key. Developers ofuser interfaces have long helthe principle that an
appropriate overall interaction metaphor makes a system more usable. In the@ssamea
VE application, a set of three complementary interaction techniquepnmay more usable
than three unrelated techniques that meet every application requirement.

Finally, we must considethe specifictasksthat are part of thepplication. VE
systems for surgicatraining and interior desigmay both require accurate object
manipulation techniques, but the same technique may not suffice for both applications. The
surgerysimulator likelyneeds a higlevel of realism, whilethe designapplicationwould
only be concerned with final placement. Thus, the domain in which theamesk&rformed
is also important, and should be taken into account when ITs are chosen.
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6.2 The Virtual Habitat

The immersivesystem to which we will applpur results haghe goals of user
learning anddesign,and hagnteresting requirementsr interaction techniquer travel,
selection, and manipulatiohe domain ofthis system is environmentalesign, more
specifically the design of animal habitats for zoos.

6.2.1 Original VR Gorilla Application

Figure 6.1 shows a wide view tfe virtual gorillaexhibit, which is araccurate 3D
model of the main gorilla habitat Zbo Atlanta. The model includdésrrain, rocks, trees,
fallen logs, moats, annterpretive center, and fourvirtual gorillas. This model was
originally used in an educational application aimed at middf@ol student§Allison et al,
1997). The students, bytaking on thepersona of an adolescayurilla, couldlearn about
gorilla behaviors, vocalizationsgnd socialstructure. The user could both explore the
habitat freely and interact with the autonomous virtual gorillas.

Figure 6.1 The Virtual Reality Gorilla Exhibit

This original VR Gorilla system is quite interesting for the studgdication in VEs
and research into believabteal-time virtualcreatures, but is not as interesting from an
interaction point of view, since the user only hasntwve throughthe space isomeway.

To accomplishthis, the system uses aimple gaze-directed steeritgchnique, with the
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user’s vertical position constrained to a given height abdkie ground. However, the
developers areonsidering a torso-directed technique, which is nii&ee walking, and
allows the user to look around while moving.

6.2.2 Application to Environmental Design Education

The system on which we wilbcus ourattention is an extension of the original VR
gorilla exhibit called the Virtual Habitat. This application is also educational, but is aimed at
university-levelstudents,and hasthe goal of teaching the principles of environmental
design. The user is immersed within the same habitat model, with the only difference being
that the virtual gorillas now remain stationary and do not react to the user.

The design of zoo exhibits is #opic on theboundaries between architecture,
zoology, and psychology, and requires carefuittention to a variety of sometimes
conflicting requirements. The needs ofthe animalsmust be met, and so raturalistic
habitat is often a goal. The animals require some privacy, but visitors must albonsel
to see thenimals. Plantsieed to match theegion from whichthe animalhas come, but
must also be hardy enough so that they are not destroyed by the anirslatst |lthere are
a number of interestinggssuesthat can beexplored by environmentadesigners(Coe,
1985).

Many of the details of this subject are difficult to learn withexamples, and so we
felt that thepre-existing virtual gorillahabitatwould be anideal way to providethese
examples interactivelyl herefore, in one component tife applicationuserscan access
embedded information about zoo exhithésign, whichare positioned sthat the abstract
information and the real-worldxample areolocated.Thus, studenthave a more visual
and interactive method of retrievinghformation. The embedded information can be in
audio, text, orimage formats (see figure5.2). A small study (Bowman,Wineman,
Hodges, & Allison, 1999) has showthat this approach, whempaired with classroom
teaching, may produce better learning and retention of information than a tradigabme
alone.
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Figure 6.2 Embedded Audio and Text Information in the Virtual Habitat

We also want theiser to beable to applythis newfound knowledge in a real-world
setting. Thereforethe second component ofhe virtual habitat applicatiorallows
immersive desigr the modification of the existing habi@sign while immersed within
the habitat (Butterworth et al, 1992, Mine, 1997). Immersive desigrtighten thelesign
cycle and allowusers to viewthe effects of changes immediately, but itaiso quite
different from the way architects are accustomed to designing. They maleb®reason
andcreate in threglimensions, from withirthe design itself,rather than the normal 2D,
outside-in view.

The immersivedesign component ahe Virtual Habitathasthree domain-specific
tasks. First, users can modify the shape of the terrain, whiofpastantfor line-of-sight,
privacy, and viewer subordination (Coe, 1985) issues. Setiadjsual elementdrees,
rocks, tufts of grass) ithe habitat can be moved deleted, or new onasan becreated.
These elementserve an importardestheticourpose andnfluence the naturalism of the
exhibit. Finally, the system allows modifications to the design of the visitor viewpaiots
the habitat, including theimposition, viewing direction, andield of view. Issueshere
include viewing opportunities, privacy, and naturalism.

6.2.3 Interaction Requirements

As we havesaid, ourmethodology maps interaction techniques to applications
throughthe use ofrequirements specificatiohat is, the applicationdesigner specifies
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levels of thevarious performancenetrics that areequired or desirable in theystem, and
then techniques which have bedmown toexhibit those traitscan bechosen.The Virtual

Habitat application has a number of interesting requirenfenisteraction, and iincludes
all of the universal tasks: travel, selection, and manipulation.

There are essentiallyvo different traveltasksthat theuser ofthe Virtual Habitat
might wish to perform. First,general exploration of the environmenteds to be
supported. In thisype of travelthe user is simply lookingiround,getting a feelfor the
layout, size, and features tife VE. For thispurpose, dravel techniquenust beintuitive
to the user, sthat thefocuscan be on the environment and not ontdnique. It must
also allow continuous changes the trajectory ofmotion, so that the user can
instantaneouslynake course corrections. In terms tfe performance metrics we have
described for travel, techniquefor exploration requires high levels of spat&@bareness
and information gathering. Ease of learning, easasef presencend useicomfort will
also be important. Speed and accuracy are not requirements for such a technique.

Second, usergiay wish totravel to specific locations in the environment to obtain
information. This type ofravel has anexplicit goaland direction, and is thereforalike
the exploration describembove. It also hadifferent requirements; in particulapeed and
accuracy will be quite important, since we do not wish to requireigbe towait to get the
desired information and we waitfte user to beable to move accurately to the location of
the information. Since the user’s focus is on the destination, not thespatialawareness
and information gatheringbility during travel may not be asnportant. Such gechnique
will still require moderately high levels of ease of use and user comfort.

The applicatiomeeds one or more techniques selection,ncluding a stand-alone
technique to select audio annotatidos playback, and a@echnique to select objects for
manipulation in the immersivéesign component. These techniqoesy be thesame, or
they may be individually considered, as vilas casewith the traveltechniques. It isnore
likely here that we can find a single selection technique to do the job, since the requirements
for both tasks are similar. In general, meed a technique that can lied at aeasonable
distance, and which is quite intuitive and easytratuserscanfocus onthe task athand.

In terms of performance metricthe applicationrequires high levels of accuracy of
selection, ease of use, and user comfort, with speed also being a main consideration.

Finally, we need one or moreanipulation techniques witlvhich to accomplish the
immersive desigrtasks (moving visual elements, for example). WWaed expressive
techniques whicltan beused toplace objects aany location, but whictare also well-
constrained and easy to use. &dditional consideration ikat the manipulation technique
integrates well with the selection and travel techniques thathasen. Expressivene@be
range of positions and orientations in which alject can beplaced), accuracy of
placement, and ease o$e will be the most important requirementsr designers, and
speed and user comfort will be secondary considerations.

6.3 Interaction Design

We will present three levels of interaction technigigsign forthe Virtual Habitat
application, which should provide us with some measuring sticks by which we can
determine the effectiveness ofir formal design andvaluationmethodology.The first
interaction design comes from a previougpplication andwas based on aaive
understanding othe tasks andtechniquesinvolved. The secondlevel of design was
actually implementedand tested in the virtudhabitat, and is based on antuitive
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understanding othe tasks and techniques, amiformal evaluations of publishelTs.
Finally, we present an interaction design based on the results of testbed evaluation.

By looking at the usability of these thrdesigns, we should bable to ascertain
whether the process of formal design and evaluation produced any performance advantages
(hypothesis 3). Waewill show that our final design hassignificant advantages in
performance and usability relative to the other two interaction designs.

6.3.1 Naive Interaction Design

Thefirst interactiondesign we will consider isaken fromour initial attempt at an
immersive modeling system: the Conceptual Design S{i2lo&) (Bowman, 1996)This
system was alsaimed at architecturalesign, but differed inthat it allowed theuser to
create objects from scratch or modify existing models. In terms of interdotiaver, its
requirements were very similar tbe virtual habitatapplication. Users needed a travel
technique to specify the viewpoint and tpesition from which theywould design, a
selection technique to specify objectsr manipulation or for commands, and a
manipulation technique with which objects could be moved or scaled.

The CDSsystem used ajaze-directed steering metaphimr viewpoint motion
control. That is, the user looks in the direction he wants to moverasdes a button. The
main reason thistechniguewas chosen wags availability: it was the default travel
techniquefor the underlying VEsoftware. Wemade one improvement to this basic
technique by including a “walking” mode, in whitihe user wasconstrained to moving in
the horizontal plane at the current dyaght. Thisallowed users toobtain more human-
scale views of the objects they were modeling.

This gaze-directed techniqweas frustrating tamany users,because many of the
movementasks in a desigenvironment are relative motidasks, asdescribed earlier.
That is, the user is moving to a new location in the space from which a desired view of the
objectunder consideratiosan beobtained. For exampldhe usermay wish to view a
building under construction ielevationfrom directly infront of the building. If the user
happens to be closer tioe building thardesired, she must turn arouadd move away
from the building, with nadea ofwhen to stopThis leads to a longycle of move-stop-
evaluate-correctvhich can frustrateusers quickly.The walking modewas somewhat
useful, but thefact that itwas anexplicit mode thathad to be turned on or off was
problematic.Userstypically did notwish to remain in one mode or the othfar long
periods of time, and did not wish to issue a command to change travekeasidaéme they
wanted to switch. Thus, walking mode was underused.
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Figure 6.3 Virtual Menus in the CDS System

Selection and manipulation in CDS were based entirely on a ray-casting metaphor. A
virtual light ray extended frorthe user’'s hand when lauttonwas pressedrhe light ray
was used taelect 3Dobjects,interface elementsuch as sliders and palettes, afject
manipulationwidgets. In additionthe raywas used tcelect items in the virtual menu
system (see figure 6.3), whichsanilar to the one described {dacoby and Ellis1992).
Menus contained commandsr object creation, deletion, andopying, interface view
commandsmode toggleswitches,and soon. Objects could be manipulated directijth
the light ray, or in a constrained manmsing manipulationwidgetsattached to the object
(figure 6.4). Depending on the mode, the user could translate, rotatgl®the object in
a constrained manner using these widgets.
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Figure 6.4 Constrained Object Manipulation in CDS with Ray-Casting

The ray-casting technique worked well in some areas, but fell short in aifgests
were easy to select, as weop-level menutems. Howeverjtems insubmenus (which
require precise pointing), and the small manipulation widgets were more difficult to hit with
the ray. Manipulation of objectsvas quite imprecisavhen usingthe light raydirectly, as
we have alreadgeen.Constrained manipulatiowas somewhat helpfubut getting an
object into the desired position and orientation often took many attempts.

A usability evaluation with several graduasechitecturestudents confirmed the
advantages and disadvantages of this naive interface. U$@&seould see the promise of
immersivedesign, withits immersive experience armchmediatefeedback, but were not
very productive due to interaction issues.

6.3.2 Intermediate Design Iteration

Our secondevel of interactiordesign, based on experience, observaiitioymal
evaluation, andhe published literature, improved greatly ¢mat of CDS. This was our
initial design for interaction in the virtual habitat, which tried to provide many of the helpful
constraints that were missing in CDS.

Just as virtual menus providéake system control infrastructure @DS, weneeded
an overallsystem control schenfer the virtual habitat. We wished tavoid menus and
explicit system modes based on previexperience and on general guidelines. Also,
we wanted to avoid the imprecision of pointing in 3D space to sesoimands. To
remedy thissituation, weimplemented a “pen & tablet” metaph@kngus andSowizral,
1995). This metaphor retaitise advantages afsing 2Dinterface elements in a 3D space
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(fewer DOFs to control, user familiaritgtc.), but also constrainthe interaction so that it
can be much more precise, efficient, and comfortable.

Figure 6.5 Physical Devices used in the Virtual Habitat Application

The physical input devices used in the pen & tablet interfacehanen infigure 6.5.
They consist of a physical tablet and a physical pen (or stylus), both of which are tracked in
3D space. The pen also has a single button. The tablet does not conectagic logic
or have any display — it is simply a work surfaceth@ virtualenvironmentthe user sees
graphical representations of the pen and tablet, and a 2D interface is presentethlaetthe
surface (figure6.6). The userinteracts with thignterfacejust as he would with a 2D
interface controlled by anouse,except that thegpen is placed directly on thaterface
whereas a mouse indirectly controls a pointer on a screen. The interface cannmahuce
buttons, icons that can be dragged, and so on.
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Figure 6.6 User’s View of the Interface Tablet in the Virtual Habitat

The advantages of the pen & tablet metaphomaasy. First,the interface iflways
available since the user carries it in her hand, but it can also be put athay sdoes not
obscure the environment (simply by placing the tablet out of the fieltbof). Second, the
physical surface of the tablet providesimaportant constraint teput. Instead opointing
or gesturing in 3D space, with no guidance, the user can be assured of correct interaction as
long as the tip of the pen is touching theface ofthe tablet.This makes operatiorsich
as icon dragging much more precise auode. Finally,this metaphor makesse of 2-
handed interaction (Hinckley at, 1997), wherghe non-dominanband provides &ame
of reference within whictthe dominanthand canwork. This hasbeenshown to be an
efficient and effective method of 3D input.

With the pen & tablet metaphor as lzasis, webegan to design specifiateraction
techniques for the virtuddabitat.Our design philosophy was to provide bdéblet-based
(indirect) and direct manipulation techniques for each of the major interaction tasks.

In the area of travel, we wished to support batploration and goal-basedotion,
as discussed previously. For exploratiorgir@ctly controllable techniquavas needed.
Instead of the gaze-directed techniqueed in CDS, we chose minting technique, in
which the user pointsthe stylus inthe desired direction dfavel. In thisway, relative
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motion was supported, whichimportantfor a design application. Goal-basteavel was
achieved on the tablet. A red dot representedisiee’s current position orthe map of the
environment which was the main feature of thigletinterface. To move quickly to a new
location,the usercould drag this icon to aew location on themap. The user was not
moved as the drag takes place. Ratheprémote spatiahwarenessthe user onlymoved
when the dragging hadended, at whiclime hewas flown smoothly fromthe current
location to thenew one.Instead of arexplicit walking mode, we chose tallow users
complete 3D freedom ahotion, exceptfor a constraint on going below eertain height
above theground. Thus, usersould simulate walking mode by simply pointing slightly
downward, so that they traveled along at a constant height above the terrain.

Selection and manipulation of virtual objects could also be performeddivetily
and via the tablet. The direct techniqtiesen washe Go-Go technique described earlier,
in which the user’svirtual arm lengthgrows at anon-linear rate ashe stretches it away
from herbody. This allowedthe user toselect objectgsuch adrees orrocks) at alarge
distance, but withittle cognitiveload, as it isnatural to stretch owine’s arm tograb an
object. Manipulation could then takglace in the virtuahand. This type ofmanipulation
supports more precise placement of objects.cearse-grained placement, objexins on
the tablet interfaceould be dragged taew locations. This was useful, for example, to
create agrove of trees in one corner tiie environment. We als@reatly constrained
manipulation to make it easier for the user. Objects always remained on the ground, and the
user had na@ontrol overobjectrotation, sinceall of the objects wewished tomanipulate
have a natural orientatioithus, the user was onlynanipulatingtwo degrees of freedom,
which matches nicely with the 2D tablet input.

There are also other selection tasks in the Virtual Habitat application. OriBot@o
technigue was used to select audio annotations for playback, as we did not wish users to be
able to playannotations from anywhefo they could experience the information in its
proper context), buthe tablet can based toenable or disable specifannotations. The
tabletwas also used ttoggle the display oWarious types of information othe 2D
interface, tocreatenew objects (by dragging icons ontthe map), to positionvisitor
viewpoints, and teelect the terraimodel. All of these ardasks whichare more easily
performed indirectly and/or in 2D.

A usability study wasperformed on thisinitial version of the virtual habitat
application, and although it was rated quite highly, there is still room for improvement. Six
teams of students used the application to modify the design of the watitdtfor a class
presentation.The usability study confirmed theusefulness and promise a@ahmersive
design,but more importanthfor our research, provided us with a set of user ratings on
various aspects of interaction. Users were asked to rate usability issussate @f one to
five, with five being the most usable. A summary of the results is presented in table 6.1.
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Table 6.1 Mean Usability Ratings for the Intermediate Virtual Habitat Interaction Design

Usability Categories Rating

tablet: object creation 4.43
tablet: dragging user icon to move 4.21
changing terrain 4.21
moving viewpoints 4.20
moving viewpoint barriers 4.10
tablet: general interaction 3.86
tablet: object manipulation 3.86
user movement with stylus 3.71
go-go object manipulation 3.14

The entries irthis table reveabome interestingrends. Firstnotice thatwhenthere
was achoice of interaction techniqu@ne usingthe tabletand one using direct, 3D
manipulation), the tablet-based techniquas preferred. For example, draggitng user
icon on the tablet to travel toreew location in the environmenvas preferable to pointing
in the direction of traveuising the stylus. This stems fronthe advantages of thablet
mentioned earlier: it islways available, ihas a physicalvork surface taconstraininput,
and it requireghe user tocontrol onlytwo degrees of freedonowever,the use of the
tabletalso caused some problems fmers,most notably due to orientation differences
between the map and tlemvironment. Some users founddifficult and disorienting to
dragthe usericon in one direction and then move in a different direction, or to drag an
object on the tablet to the left and see it moving to the right in the vivtudd. Most users
were able to adapt to these difficulties bycusing on only oneontext at aime, and by
noting relationships between object positions instead of absolute loc&mnexample, a
user viewing the environment might decide to move a tree ttethelo make it a relative
positioning task, he would translate the goal to sometikag'move the treecloser to the
visitors building.” Using this goakither the tablet or direct manipulatiorethods would
work well.

Feedback on the direct manipulation technigwas mixed. Some users found it
natural and intuitive to point in the direction thenshed to fly,and enjoyed the simplicity
and flexibility of this technique. Others became disoriented when they moved in a direction
other than the direction of their gaze, and could not point as accurately as they hoped.

The Go-Go technique for object manipulation fit the intuition of nissts: tomove
an object one simply reaches towards it. However, there were difficulties thesdize of
our environment. In order to allousers tareach most othe environmentthe non-linear
portion of theGo-Go stretching function (see FiguBel) needed to be quitsteep.This
meant that when the virtual arm was far from the user’s body, ssr&aly movement in or
out would result in darge virtual hand movement. Thisade object selection difficult at
large distances.

This usability evaluation was performed before the spatial orientation experiment and
both of the testbedevaluations. Interestingly, howeveahese experimentaould have
predicted most othe major usabilityproblems found hereDisorientation was quite
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harmful tousers,because weaised a steeringechnique without advisingisers of the
proper strategies fanaintaining spatiabrientation. An arm-extension techniqwas used
for object selection, which we showeeimpirically to be quiteslow and tedious. This
technique also exhibitedhe arm-strain characteristic that weund in our testbed
evaluation.

6.3.3 Final Interaction Design

Our final design forthe interaction techniques and metaphased inthe Virtual
Habitat isbased onthe results of formal design and evaluation. Results from testbed
evaluation have been applied to tlEgstem based on its requirements stoow the
usefulness of our methodology of formal evaluation and design. It is important tihatote
although we noted many other minor usability problemsun first evaluation of the
Virtual Habitat, we left these things unchandedthe final iteration. Thenly differences
in this version andhe previous oneare the changed techniquies travel, selection, and
manipulationbased on ouformal evaluation. This is to ensuitgatany gains in usability
are due to the application of our methodology, and not to other interface modifications.

Theresults ofthe travel testbed (sectigh7) showedthat our intermediatedesign
iteration actually met the application’s performance requirements welfowsl that speed
and other metrics on botthe exploratory and the directed travakks was besivith
continuous steering techniques, such as pointikithough this was intended in the
previous desigrteration to beused for exploration, it appears to well suited to the
performance requirements of the goal-directed treagi. Usercomfort was not a major
factor in the testbed experiment, but the pointing technique performed well in this category.

In our previoususability study, the mapdragging techniquevas rated subjectively
higher than the pointingechnique. However, weoted some problems wiity and these
problems were verified ithe testbeavaluation. Mosnhotably, user®ften did notknow
which direction to drag thasericon in order to move to a given location.the usability
study, we foundhat certainusers werebetter with the map technique thasthers, and
hypothesized that these people were able to do the mental rotations of thecesgary to
determinedirection. Therefore, wéeft the mapdragging technique iplace in the final
design,but only encouragedsers tautilize it after they are quite familiawith the spatial
layout of the habitat.

A related usability problem that wiound in the intermediatedesign iteration
concerned théoss ofspatial orientation on the part ofers. User®ften becamelost or
disoriented, especially after using the pointing technique to fly in a direction othehahan
of their gaze. Some users aldad difficulty relating the static map information to the
dynamicenvironment. Thesare exactly theoncerns addressed by @patial orientation
experiment in section 4.6.3. In that evaluation, we faatisubjects who useddvanced
strategiesfor maintaining orientation had thieest performance. Therefore, ihe final
designiteration for this application, wamodified our written and verbal instructions in
order to train users in these strategies. Strategiegant to the Virtual Habitat include 3D
overview (fly up abovethe environment to get survey view), backing in (moving
backwards to a destination at it is placed in the context gfeviously visitedareas),
proprioceptive pointing (reminding oneself of the locatiorkimdbwn objects), stop ook
(pausing to look around #te currentlocation), and path retracing (moviragain along
previously traveled paths, often from a different direction). Users are not likely &l a$e
these strategies, but using one or more of them could increase spatial orientation.
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The selection and manipulation testbed confirmoadinformal observations of the
Go-Go technique. It imot well-suited forselection of objects that are smatid/or far
away. Moreover, it was the lowest rated of the techniques in our usahiiity, due to the
frustration people had with selecting distafjects. The testbedesults showedhat the
HOMER techniguevasthe bestfit for the performance requirements specified above for
selection and manipulation. It can select objects wetirag distances, and ray-casting is
quite easy to use argpeedy.The manipulation component of HOMERVviery expressive
and also easy to use amwbderatelyfast, according to the empiricaésults. HOMER was
not near the top of thenkings formanipulationtime in our study,but as state@bove,
speed of manipulation is not a key performance requirement of the Virtual Habitat.

Having chosen these technigues our final implementation, we were faced with
another problem: thstylus has only a singleutton, but boththe pointing technique for
travel and thtHOMER techniqudor selection and manipulatiowould need thatoutton.
We implemented a solution that we felt would be easy for users to understamsieartur
implementation changes the use of the button dependimgpwriong it isheld down. The
light ray is visible atll times, andobjects are highlightedthenintersected by theay. If
the userclicks the buttor{down and up)quickly (lessthan0.7 secondsand an object is
highlighted,that object isselected. Ifthe user holds dowrthe buttonfor more than 0.7
seconds, the ray disappears and the user begirs/ébusingthe pointingtechnique. The
single button also precluded us framing the indirect depth manipulation technique we
studied in our experiment.

Severallessonscan be gleaneffom this design iterationFirst, the techniquahat
usersprefer is not alwayshe onewith the best performanceJsers preferred the map
technique tgointing, butempirical evaluatiorshowedpointing to befaster. Fortunately,
we could include both techniques aur application.Also, whenattempting tosupport
better performance bysing empirically proven interactiontechniquesthe tradeoffs and
difficulties of integration must be taken ind@count. In our casdhe usability problems
with the intermediate iteration were severe enough that we were willing to work through the
integration problems to solve them.

6.4 Final Usability Evaluation

When the interactiomlesign was finalized, a newsability study wasperformed
under similar circumstances and using the same evaluation metrics (interviews and usability
ratings). In thiswvay, wecompared the usability of system designed usingtuition and
observation tothat of asystemimplementedbased on formakvaluation anddesign
methods (hypotheses 1 and 3). This study would validate the use fafrimad design and
evaluation methodology if increased performance were found.

Five user sessions were heldsting for sixty to ninety minuteseach.During the
session,the users werdnstructed on thaise ofthe techniques, allowed to explore the
virtual habitat,shown how toaccess the information embedded in émironment, and
presented withthe design toolsEachuser or group of users (usezamesingly or in a
group of two) spent twenty to forty minutes using the design tools to ntodifesign of
the gorilla habitat. Subjects were members of an undergraduate design class with
experience in botkraditional and computer-aidetesign. Atthe end of thesession,each
user or group was asked fileir comments andbservations oithe system, asvell as a
set of usability ratings on tharious features ahe application. These ratings again were
on a five-pointscale, withfive representing highusability. A summary othe results is
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presented in table 6.2, includilagerage usability ratings and standard deviationgach
of the system’s features.

Table 6.2 Mean Usability Ratings (standard deviations in parentheses) for the Final Virtual
Habitat Interaction Design

(* features changed since the previous iteration)

Usability Categories Final iteration| Intermediate iteration
selecting annotations* 4.70 (0.45) N/A
changing terrain 4.20 (0.76) 4.21 (1.15)
user movement with stylus* 4.10 (0.89) 3.71 (1.11)
tablet: dragging user icon to _move* 4.10 (0.74) 4.21 (0.81)
direct object manipulation* 4.00 (0.35) 3.14 (1.18)
tablet: object creation 4.00 (0.71) 4.43 (0.53)
moving viewpoints 3.55 (0.94) 4.20 (0.84)
tablet: object manipulation 3.50 (1.00) 3.86 (0.94)
moving viewpoint barriers* 3.40 (1.39) 4.10 (1.02)
tablet: general interaction 2.90 (0.89) 3.86 (0.90)

The most important result frontable 6.2 is that our application of theresults of
formal design and evaluation had positive results on reported usability. This isasibst
seen forthe direct object manipulatiofeature, which washanged fromthe Go-Go
technique to the HOMERechnique, and whickeceived a much higher usability rating in
the final iteration.This is despiteéhe fact thathis group of userseemed to have a lower
baseline rating overalffor all unchanged componentie average usability rating was
lower thanthe corresponding rating fronthe intermediateteration. Also, ray-casting
proved to be very easy to use as a selection mechanism for theaandtationsreceiving
the highest rating of any featumlthough we did not measure the usability of (he-Go
technique for annotation selection in the previous iteration, it was the source of many verbal
usability complaints by users.

Second, we note that the reported usability of the pointing technique was improved in
the final iteration. Although thémplementation ofthis technique did nothange, the
training given to users ithe proper use of thisechniquewas modified. Bothwritten and
verbal instructions were given teserstelling themhow to use thigechnique to maintain
spatial orientatior{e.g. flying upwards toget asurvey view ofthe environment). This
result validate®ur earlierfinding that the training of specific strategies can haveféect
on overall performance.

The mapdragging techniquéor travel was ratedhighly, but slightly lower than the
rating from the previous iteration. Again, this is consistent with other featurethained
unchanged. Therefor¢ghe additional training in strategidésr spatial orientation did not
increase the usability ahis technique,again validatingour earlier findings. Strategy
sophistication can increase performamgeh steering techniques, but performancsng
target-specification techniques is relatively constantmatter what strategiesare used.
Also, fewer of the strategies are possible when using the map-dragging technique.

The comment obne subject is particularly enlightening with regardthie travel
techniquesused in this systemAlthough the map technique performedorly in the
testbed evaluation and is not useful omoita, it can be agood complement to a steering
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technique. The subject stated that he would not rate the map techighlye except that it
worked wellin conjunctionwith the pointing technique. This leadsthe general principle
that multiple, redundant interaction technigusisould sometimes beused toimprove

usability.

The only disappointment in thistudy wasthe use ofHOMER to manipulate the
foliage barriers at visitowiewpoints, whichreceived a verylow rating. From user
comments, we feel this was due to the nature ofable. The barriersare very close to the
user atthe viewpoints. Since HOMER mapsthe body-handdistance to the body-object
distance to determine the mapping betwéamd andobject motion, near objects are
difficult to move farthemaway. With the Go-Go techniquethe same depth range can be
accessed regardlesstbE original objectlistance. Arnindirect depth specification scheme
using buttons would solve this problem, but is not possible with our single-button stylus.

The use ofsubjective ratings to measure usability is somewhat problematic, as we
have no measure of the validity or reliability of this metric. The same is trubeefa@omfort
ratings used in the testbed experiments. We do have information on the variability of these
ratings, which seems to be reasonable ieitesults would benore powerful if usability
or other types of performance had been measured with a proven metric, whether
guantitative or qualitative. We leave the development of such a metric as future work.

On thewhole, this usability study provided arunequivocal endorsement of our
methodology. The use dfie formaldesign andevaluationframework,testbed evaluation,
and application of results based on performance specification caused a measurable increase
in usability, supporting hypothesis 3.
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CHAPTER VII

CONCLUSIONS AND FUTURE WORK

In this research, wéiave obtained a largbody of resultspertaining to the
performance of interaction technique®r universal tasks inimmersive virtual
environments. These resulse useful in choosinghe appropriate techniqudsr VE
applications, given theimteractionrequirements. We have also produced several new
techniques, using our methodolodlgat provide more options to VEevelopers. This
work also resulted in a VE application that we have shown to be both useful and usable for
environmental designers.

Beyond thesemmediateresults, however, ouresearch has also produced some
more abstract and high-level improvementsour understanding othe design and
evaluation of VE interactionHere, wewill briefly discussseveral of these important
contributions.

7.1 VE Interaction Guidelines

In practicalreality, fewapplication developers are likely take the timeand effort
required to quantify the interaction requirements of teggtems,compare these to the
results of testbed evaluation, and choose a set of ITsyst@matidashion.Onesolution
to this would be tacreate an interactiveystemthat would accept aset of application
requirements andcautomatically suggest possible IT$hat matchthose requirements
(discussed in the section on future work, below).

However,there is a well-established tradition in tH€l community of publishing
sets ofguidelinesfor user interfacesnteractiontechniques, andhe like. Guidelines are
principled, practical aidthat help adesignercreate interaction that issable and performs
well. Guidelines for VEinteraction are nonew (e.g. Kaur, 1999)but most sets of
guidelines havéwo drawbacks. Firstthey are too general and subject to interpretation.
They do not reduce the spacepaissible techniques far enough to allthe developer to
make aninformed decisionSecond,guidelines have been simply adapted from 2D HCI
guidelines, or they come from experience and intuitioly. This does not ensutbat the
guidelines will be sound or that their use will produce well-performing systems.

Thereforethe VE communityneeds a set ahteraction guidelines that are specific
and practical, and which come directly from evaluation of techniqui® ilaboratory and
in deployed systems (hypothe&f Our experiments and usabilisfudiesare a valuable
source of such guidelines, and we present somthesh here. Although all of these
guidelines can be found elsewhere in the text, it is useful to view them together here.
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7.1.1 Generic VE Interaction Guidelines

Do not assume that techniques based on a natural, real-world metaphor will be the most
intuitive or that they will have the best performance.

Our initial user study onselection and manipulation techniquekowed that
techniques closer to the natural mapping often exhibsedious usability problems.
Testbed evaluation has confirmed this fact. Therefore, the Usgagic” techniques which
differ greatly fromthe natural mappingbut which may still take advantage of well-
developed human skills) is amportant principlefor VE interaction.Natural interaction
techniques may still be useful, especially in situations where the VE is used as training for a
real-world task, or where the target user population has no VE experience and will only use
the VE for a short time.

Provide redundant interaction techniques for a single task.

One of the biggest problems facing evaluators of VE interactitraighe individual
differences in user performance seem to be quite large relative to 2D interfacesisgosne
seem to comprehend complex techniques easily and intuitively, otti&gsmay never
become fully comfortable. Work on discoveritige human characteristics that cause these
differences isongoing, but one way tomitigate this problem is to providenultiple
interaction techniques for the same task. For example, onenagethink of navigation as
specifying a location within &pace,and thereforewould benefit from the use of a
technique wherdhe new location is indicated by pointing tthat location on anap.
Another user may think of navigation as executing @ntinuous path through the
environment, and wouldenefit from acontinuous steering technique. In general,
“optimal” interaction techniques may nexist, even if theuserpopulation is welknown,

SO it may be appropriate to provitl®o or more techniques each wfhich have unique
benefits. Of course, the addition of techniques also incréasemplexity of thesystem,
and so this must be done with care and only when there is a clear benefit.

7.1.2 Guidelines for the Design of Travel Techniques

Make simple travel tasks simple by using target-specification techniques.

If the goal of travel is simply to move torew location, such as moving to the
location of another task, target-based techniques provide the simplest méaghemuser
to accomplish this task. In many cases,dkact path of travel itself isot important; only
the end goal is important. In such situatidasget-based techniques make intuitbense,
and leave the user’s cognitive and motor resources free to perforntastkerThe use of
target-based techniquassumeshat thedesired goal locations aigown in advance or
will always coincide with @electableposition inthe environment. If this is not truge.g.
the user wishes tobtain a bird’s-eye view of a buildingodel), target-based techniques
will not be appropriate.

Avoid the use of teleportation; instead, provide smooth transitional motion between
locations.

Teleportation, or'jumping,” refers to atarget-based travel technique which
velocity is infinite — that is, the user is moviadmediatelyfrom the startingposition to the
target. Such a technigque seems very attractive from the perspective of effielemaver,
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evaluation(Bowman et al, 1997) has showiimat disorientatiorresults fromteleportation
techniques. Interestinglgll techniques thatised continuous smoothnotion between the
starting position andhe target causelittle disorientation, everwhen the velocity was
relatively high.

If steering techniques are used, train users in strategies to acquire survey knowledge. Use
target-specification or route-planning techniques if spatial orientation is required but
training is not possible.

Spatial orientation (the user’s spatial knowledgéhefenvironment and her position
and orientation within it) is critical in many large-scale VESs, such as those desigreid to
usersabout a realvorld location. The choice of interaction techniques can affect spatial
orientation. In particular, evaluatiofBowman, Davis, Hodges, & Badre, 1999) has
shownthat good spatial orientation performance can be obtaivéd the use of steering
techniques, wheréhe user haghe highest degree afontrol, but only if sophisticated
strategies are usdd.g. flying above the environment to obtairsarvey view,moving in
structured patterns). If sucktrategies are naiised, steering techniques masctually
perform worse, because usarg concentrating on controlling motion rather than viewing
the environment. Techniques whettee user has lessontrol overmotion, such asarget-
based and route-planning techniques, prowelerate levels of spatial orientation due to
the low cognitive load they place on the user during travel — the user can take note of spatial
features during travel because the system is controlling motion.

Constrain the user’s travel to fewer than three dimensions if possible to reduce cognitive
load.

Our information gathering experimef@owman, Koller, & Hodges, 1998) showed
that the higher the dimensionality of the path the user travels, the more likely he is to forget
information seen alonghat path. Many VE applications allow theiser to fly inthree
dimensions, even when it is noeécessary. Aimple constraint thadteepsthe user on the
groundplaneshouldreduce cognitivdoad. The use of this guideline, however, must be
tempered with the fact that 3D flying may also increase spatial orientation if used correctly.

Use non-head-coupled techniques for efficiency in relative motion tasks. If relative motion
is not important, use gaze-directed steering to reduce cognitive load.

Relative motion is a common VEask in whichthe user wishes to position the
viewpoint at a location in space relative to some object. For exampdegtatectwishes to
view a structure from the proposed location of the entrance gate, whideliwia distance
and direction from the front door — movement mustdiative to thedoor, and not to any
specific object. A comparison of steering techniques (Bowman, Koller, and Hodges, 1997)
showed that a pointing technique performed much reffi@ently on this task thagaze-
directedsteering,because pointing allowthe user to look athe object of interest while
moving, while gaze-directed steerirfgrcesthe user to look inthe direction ofmotion.
Gaze-directed steering performspecially badlyvhenmotion needs to be ithe opposite
direction from the object ahterest. Thustechniques that aneot coupled to head motion
support relative motion tasks. On the othand,non-head-coupled techniques are slightly
more cognitively complex than gaze-directtdering, so itmay still beuseful if relative
motion is not an important task.
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7.1.3 Guidelines for the Design of Selection Techniques

Use ray-casting techniques if speed of remote selection is a requirement.

Evaluation (Bowman & Hodges, 1999) has showthat ray-casting techniques
perform more efficiently than arm-extension techniques over a wide rangessible
objectdistances, sizegnd densities. This is due the fact thatray-casting selection is
essentially 2D (in the most common implementationuier simply changeke pitch and
yaw of the wrist). Ray-casting includes both the virtual light ray metaphoinzge plane
technigues such as occlusion and framing.

Ensure that the chosen selection technique integrates well with the manipulation technique
to be used.

Selection is most oftensed tobegin object manipulation, and so thenest be a
seamless transition betwe#me selection and manipulation techniques toubed in an
application. Arm-extension techniques generally provide thasisition, because the
selected object is also manipulated directly with the virtual hand, and so the same technique
is used throughout the interaction. As demonstrated bi@MER technique, however, it
is possible to integrate ray-casting techniques with efficient manipulation techniques.

If possible, design the environment to maximize the perceived size of objects.

Selection errors are affected by both the size and distance of objects, using either ray-
casting or arm-extension techniques (Bowman & Hodges, 1999). Thesmhawacteristics
can be combined in the single attribute of visual angle, or the perceived size of the object in
the image. Unlesthe applicatiorrequires precise replication of a real-woglavironment,
manipulating the perceived size of objects will allow more efficient selection.

7.1.4 Guidelines for the Design of Manipulation Techniques
Reduce the number of degrees of freedom to be manipulated if the application allows it.

Provide general or application-specific constraints or manipulation aids.

These two guidelineaddresghe samdssue: reducinghe complexity of interaction
from the user’'spoint of view. This can bedone by consideringhe characteristics of the
application(e.g. in aninterior designtask,the furnitureshouldremain on thefloor), by
off-loading complexity tahe computerusing constraints or physical simulation), or by
providing widgets to allow the manipulation of one or several related DOFs (Mine, 1997).

Allow direct manipulation with the virtual hand instead of using a tool.

Tools, such as &irtual light ray, may allow auser toselect objectdrom great
distances. Howeverthe use of these same tooldor object manipulation is not
recommended, due to the fact that positioning and orienting of the object is not direct — the
user mustmap desired object manipulations to tberresponding tool manipulations.
Manipulation techniques that allow the dirgxisitioning and orienting of virtual objects
with the user’s hand have been shosmpirically (Bowman &Hodges, 1999) tperform
more efficiently and to provide greatasersatisfaction than techniquesing a tool. For
efficient selection and manipulatiothen, weneed to combine a 2D selection metaphor
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such as ray-casting with a hand-centered, direct manipulation technique. This is the basis of
techniques such as HOMER and Sticky Finger (Pierce et al, 1997).

Avoid repeated, frequent scaling of the user or environment.

Techniques that scale tlhiser orthe world to allow direct manipulation have some
desirable characteristics. The user’s perception of the scene datmmge at the moment
of selection, angmall physical movements can allow large virtoedvementsHowever,
experimental datéBowman &Hodges, 1999) shows @rrelation between the frequent
use of suchtechniques and discomfort (dizziness and nauseagens. Techniqueshat
scale theuser orenvironment infrequently and predictatgizould not suffer fronthese
effects.

Use indirect depth manipulation for increased efficiency and accuracy.

Indirect control of objectlepth, usingoystick buttons for example, is notnatural
technique (although borrows from areal-world “fishing reel” metaphor), and requires
some training to besed well. Howeverpnce this technique iearned, it providesnore
accurate object placement, especially if the target is far tiheaser (Bowman &Hodges,
1999). This increased accuracy leads to meficient performance asvell. Moreover,
these techniques do not exhibit the arm stifadh canresult fromthe use ofmore natural
arm-extension techniques.

7.2 Formal Design & Evaluation Frameworks

A secondmajor contribution of thisvork is the framework and methodology we
proposed and used &l of the design andevaluation components of thhesearch. The
methodology includes thaese of taxonomy, guidedesign,multiple performancenetrics,
consideration of outside factors on performance, and testbed evaluation.

Such a framework haseveral advantages:irst, formalism is a great aid to
understanding. In order weate auseful andbelievabletaxonomy, for example, it was
necessary to study and consider hibih interactiortask andhe techniqueproposed for
that task. Second, the use of the methodology in multiple experiments allows us to view all
of the results within a commoframework. For example, we knomany of the relative
merits of the common steering techniques gaze-directed steering and pointing due to the
multiple evaluations. Thirdthe framework provides aommonground for discussion
among researchers in the field, allowing more precise and well-understood conversations.

Finally, special mentiomeeds to benade of the utility ofguided design ircreating
new interaction techniqueossibilities. Wehaveshownthat combiningpreviously untried
sets of componentsan produceuseful and interesting techniquésuch as HOMER).
Furthermore, there seems to be a slowing of the publicaticoropletely novel interaction
techniques and metaphors for immersive environmentsplissible, thougttertainly not
proven,that we have identifiednany, or most, othe fundamental components of VE
Interaction for these universal tasks. If so, then guided design betloaeEst method for
covering the design space.
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7.3 Focus on Applications and Usability

A third major contribution of this research has been our focus tinentbbeginning on
improving the usability(and more generallythe performance) of immersive VE
applications. As we noted in the first chapter, there are very few in-use applications of VEs
due to the usabilityproblems associated with high levels of interactivitherefore, this
research has ndieen simply aracademicexercise. It has had as igoal from the
beginning to improve VE interactiofor real-world applications. Thided us to a
methodology that included applications and their requirements explicitly.

There have been othefforts to quantify the performance of VE interaction
techniques, but few ahem have extendetthis work toreal applications. Orthe other
hand, a large number of applications have h@etotyped, buinteractionwas developed
in an ad hoc manner, based on intuition. Thierk has bridgedhe gap, providing
empirical evidence and practical guidelines for real applications based on formal evaluation.

We believe thathis philosophy of researahill be fruitful in other types ofvirtual
environments, such dabletop steredisplays,and in many emerging areas inferactive
systems, such agugmented reality, ubiquitousomputing, and wearable computing.
Because of theinewness, suclareas need empirical, low-level studies to quantify
performance and effectivenessowever,these research areas aleo under pressure to
producereal applications tgrove that theresearch funding isvorthwhile. Using the
philosophy embodied in this thesis, which gad “basic research with an appliéocus,”
can allow both of these things to happen in the same research program.

7.4 Future Work

Research in a relativelyew areausually raises morguestionghan itanswers, and
this work is no exceptionThere are a multitude of topics in the genesda of VE
interaction that still need to be exploreddiepth. In particularthere ardour areas directly
related to the current work that we claim would be extremely useful.

7.4.1 Automatic Interaction Design and Performance Modeling

Our testbed evaluations and other experiments lpawduced a largedody of
empirical results for ITperformance on variousasks. However, it isstill difficult for
application designers to wade through these numbers in order to choose an appropriate set
of techniquedor a particularsystem. Therefore, it would be useful deeate a toothat
automates some of thigrocess forthe developer. Such #ol would likely ask the
developer a series of questions albibet application, includingvhat tasks were involved,
what requirements existddr the various aspects of performance, and what devices were
available. It could then, based on evaluatiesults, suggest et of interaction techniques
that would fit the requirements.

This leads to anothgroblem, however, ithatsuch atool would only beable to
suggest the use of techniques that had actually been tested experimentally. It would be more
useful if the tool could predict the performance of an untested technique by interpolating the
results fromrelatedtechniques. Fortunately, our taxonomy and framework is set up to
allow the creation of these predictive models of performance.

Consider asimple example. A taskas two subtaskseach of which has two
components. The components are numbered one through four {#dyreAnexperiment
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found that technique A, composed of components 1 and 3, sedrash acertain metric;
technique B, composed of components 1 and 4, sddréjand technique C, composed
of 2 and 3, scoref.5. Asimple prediction algorithmwvould guessthat component 2 is
responsible for 1.5 units more than component 1 (baselde@tores oftechniques B and
C). So, to predict the score for technique D, composed of components 2 and 3 take can
the score for technique A (1 and 3), and add 1.5, for a score of 6.5aiffeeresultvould

be obtained if we firstletermined the contribution of component 3 relative (8.8 units
less), and then added this to the technique B score (10.0-3.5 = 6.5).

Task

Subtask

Component

<> Technique

Figure 7.1 Example Taxonomy and Technique Components: If Performance Results for
Techniques A, B, and C are Known, the Performance of Technique D can be Inferred

With more complexesults, such aimple prediction is nopossible,but the same
concept holds. Regression or other types of analysis of the expericeatabuld lead to
predictive modelshat would predict the performance of any technigueich falls within
the space defined by the techniques actually tested.

7.4.2 Cross-task Interaction Techniques

In this work, wehavefound a number ofimes that a technique originaliesigned
for one task is useful fanothertask, with slight modificationsFor examplethe route-
planning technique for travel actually uses manipulation of objects in a\gnsilbn of the
environment, similar to the World in Miniature (WIM) technique (Pausch et al, 1995).

This concept can be generalized when one realizes that all three of the utagiisal
have as their basthe specification of a spatigbsition and/or orientatiof.ravel sets the
position and orientation dhe viewpoint, manipulationdoesthe samefor an object, and
selection can be thought of as specifying the position of an object as a maathgnism.
This means that we can consider a technique designed for any one of the tasks as a possible
technique for any of thethers. Wecall these “cross-taskihteractiontechniquespecause
they cross the boundaries between the tasks.

In fact, many suchtechniques have already bedaveloped, most of which use
manipulation techniques to effettvel. There are othepossibilities, however, such as
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using travel for object manipulation (the user “becomes” the object and sets the position and
orientation from dirst-person point ofview), or usingobject selectiorfor manipulation

(place the object in my hand next to the seleotgdct). This analysis alsmplies that the
taxonomies for the three taséige actually linkedogether,creating a single unifiedesign

space, as shown in figure 7.2.

p  Travel <

/\

Indicate Position Indicate Orientation

Select Manipulate Pointin
Target World Direction

/ of Motion

Selection Manipulation
Position Ray- Virtual Position Orientation

viewpoint Casting Hand/Cursor

Select Map physical Travel to new
position  hand motion position

Figure 7.2 Simplified Taxonomies Linked Together by Cross-Task Techniques

We believe that cross-task interaction techniques can be useful and pow#fffid. in
In particular, they havéhe advantage that the same metaphor mayske formultiple
tasks,increasing theonsistency othe interface and reducing the amount of complexity
with which the user has to cope. Furtheegsearch intosuch techniquesshould prove
fruitful.

7.4.3 Comparison with Usability Engineering

Our design, evaluationand application methodologlyas proven to be useful in
increasingour understanding of VEnteraction and in increasing the usability and
performance of a specific VE applicatiddowever, ourmethodology is not thenly way
to improve system usabilityDne particular method thabasreceived attention recently is
usability engineering.

Usability engineering has a tradition in 28CI researchand hasow been applied
to VEs (Gabbard & Hix, 1998). The basic approacteistered on a particular \&ystem,
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and the iterativelesign ancevaluation of the interaction and interfacahat system.Like
our methodology, itelies on a formal task anagser analysisUnlike our techniques, it
usesmore qualitative performanceetrics, and performgvaluation within thesystem
rather than in a generalized testbed.

Obviously,thesetwo methodologies each have their advantages disadvantages,
and it is likely that they are complementary techniques. However, it woultstpective to
do a controlled comparison of the two to determine where most of the gains in performance
and usability come from. We would hazard to guess that neither method asurfiiicient.
Usability engineering will notvork unless it begins with aet of possiblenteraction
techniques that havgood performance characteristics, andr methodologywill likely
produce an application that would still benefit from iterative design and evaluation.

7.4.4 Interaction in Other Display Modalities

Finally, our work has focusesblely on immersive VEthat are implementedsing
head-mounted displays. While this is still the most common VE display device félleas
out of favor in some circles, and other displaysh astabletop sterealisplays and

spatially immersive displays (e.g. the CAMIEare being widely tested.

However, the VE community has no notionhaiw these various displayodalities
differ or what applications or tasks for which each is appropriate. Some vague notions exist
based on intuition antimited experience, but fothe most part a given display issed
simply because it is available.

The studies we have presented have some generalitthepdnciples derived from
them can be applied in a variety of VEs. On the offaerd, interaction in the other display
modalities is likely to be somewhat different from interaction in an HMD-b¥&edand so
further work in thisarea isneeded. In particular, it would eteresting tostudy whether
the relative performance of varioliss changes as w&ove to anew display modality. A
study of task appropriateness in the different modalities would also be instructive.
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APPENDIX A

STANDARD USER QUESTIONNAIRE

Please tell us about your background by answering these questions. Feel free to add
comments to clarify your answers. If you need extra space, you may use the back of the

page.

1. Specify your job title, if any. If you are a student, indicate your class and major.

2. What is your age?

3. Areyou:

a) male b) female

4. Are you:

a) right-handed b) left-handed ¢) ambidextrous

5. How often do you use a computer? (Circle the best answer)

a) Daily b) A few times a week c) A few times a month d) Rarely or never
6. What computer platform(s) are you familiar with? (Circle all that apply)

a) PC

b) Macintosh

c) UNIX workstations
d) Other

7. Which, if any, of these input devices are you familiar with? (Circle all that apply)

a) keyboard

b) mouse

C) joystick

d) touch screen
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e) pen/stylus (e.g. Apple Newton, PalmPilot)
f) drawing tablet

g) 3D input devices (e.g. trackers, 3D mice)
h) Other

8. Have you ever used virtual reality (VR) or a virtual environment (VE) which used a
head-mounted display?

If so, please describe the system and the input devices used below (use back if necessary):
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APPENDIX B

COMFORT RATINGS

1 = normal conditions (comfortable)
5 = moderate discomfort
10 = extreme discomfort

After VE familiarization:
arm strain; 1
hand strain: 1
dizziness: 1
nausea: 1

NN
wwew
AP NP
o111 01
[erX2Xer X2
NN

After initial practice:
arm strain:
hand strain:
dizziness:
nausea:

RrRPRRP
NN
wwew
AP NP
o111 01
[erX2Xer X2
NN

After segment 1.
arm strain:
hand strain:
dizziness:
nausea:

RrRPRRF
NN
wwew
AP NP
o111 O1
[erX2Xer X2
NN

After segment 2:
arm strain:
hand strain:
dizziness:
nausea:

RrRPRRF
NN
wwew
AP NP
o111 O1
[erX2Xer X2
NN

After segment 3:
arm strain:
hand strain:
dizziness:
nausea:

RrRPRRF
NN
wwew
AP NP
o111 01
[erX2Xer X2
NN
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APPENDIX C

COMPLETE RESULTS OF THE TRAVEL TESTBED
EXPERIMENT

Table C.1 Results of Primed Search Task

Condition |Technique | Mean ThT |Std Dev ThT| Mean TrT Std Dev TrT|
R5V0 Gaze-directed 1.64 0.68 0.1) 0.43
Pointing 2.17] 1.3% 0.11 0.492
Torso 2.29 1.1¢ 0.2p 0.91
HOMER 3.88 2.1¢Y 0.2B 0.48
Map 23.92 12.69 0.26 0.11
Ray-casting 2.57 2.48 0.3p 0.44
Go-Go 3.38 1.81 0.2D 0.11
R5V1 Gaze-directed 1.35 0.68 0.0p 0.1
Pointing 2.04 1.0¢ 0.0p 0.41
Torso 1.49 0.34 0.0p 0.41
HOMER 2.96 1.58 0.1p 0.47
Map 12.5f 2.6p 0.1)6 0.07
Ray-casting 1.85 1.79 0.1) 0.49
Go-Go 1.84 1.1 0.0p 0.41
R10VO Gaze-directed 1.73 1.1} 0.1p 0.45
Pointing 2.49 2.28 0.1p 0.44
Torso 3.61 2.59 0.2 0.18
HOMER 3.82 1.48 0.3D 0.15
Map 17.24 12.51 0.24 0.07
Ray-casting 1.61 0.48 0.24 0.13
Go-Go 1.95 1.18 0.1p 0.49
R10V1 Gaze-directed 1.62 0.90 0.0p 0.41
Pointing 2.02 1.28 0.0p 0.41
Torso 1.30 0.13 0.0p 0.41
HOMER 2.38 1.98 0.1p 0.44
Map 15.48 10.93 0.21 0.12
Ray-casting 1.98 0.5¢ 0.1p 0.48
Go-Go 1.61] 0.81 0.0p 0.43
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Notes: Fornaive searclresults, seetable 4.3. R5refers to trials with required
accuracyradius of 5 m; R10 refers tmials with required accuracsadius of 10 m. VO
refers to trials withtarget not visiblefrom startlocation; V1refers to trials withtarget

visible from start location. ThT refers to cognitive/perceptual processing (or thinking) time.

TrT refers to travel time. Travel time is normalized: time per 100 meters of travel.

Table C.2 Demographic and Comfort Rating Summary

Technigue Gaze Pointing | Torso HOMER Map Ray-cast | Go-Go

# Left-Handed 0 0 0 0 0 0 0
# Females 0 1 2 0 0 0 2
Avg. Age 18 20.2 20.2 20 19 18.B 20
# Experienced VEs 1 0 1 1 1 1 0
Avg. SA score 7 8.4 9.4 9.B 8.8 8l4 12.6
Arm 1 1.6 1.2 1 2.4 1.4 | 1.p
Hand 1 1.2 1.2 il 1.4 2.b [l 1|4
Dizzy 1 3.6 2 3 2.9 2.4 1.p 2.4
Nausea 1 il 1.8 1.p 1.8 2])2 1 2
Arm 2 2.4 1 1 2.2 1.9 1.p 2.p
Hand 2 1.8 1 1 1.4 2.6 L 1)8
Dizzy 2 2.8 2 2.8 2.7 3.2 1.p B
Nausea 2 1.4 1.6 1.4 1)8 3 1.2 .4
Arm 3 2.4 1 1 2.8 2 1.4 2.p
Hand 3 2.4 1 1 1.4 2.6 12 1|4
Dizzy 3 2.8 1.8 2.2 2.4 3.4 12 3]2
Nausea 3 1.4 1.4 1.4 2)2 3|4 1.2 3.8
Arm 4 2 1.2 1 3.2 2.4 1.p 2.p
Hand 4 1.8 1.2 il . 2.8 L 14
Dizzy 4 3.6 1.8 2.8 2.8 3.8 1.4 3
Nausea 4 2.3 1.2 1.4 P 3l4 1.4 .6

Notes: VEEXxperiencerefers to any use of ammersive VE system prior to the
experiment. SA score refers tioe averagescore onthe cube comparison test of spatial
ability (maximum score 21).
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APPENDIX D

COMPLETE RESULTS OF THE SELECTION/MANIPULA TION

TESTBED EXPERIMENT

Table D.1 Speed Results for Selection Task

Condition Selection Technique Selection Time Standard Deviation of 'I|ime
DOSONO Go-Go 6.89 1.68
Ray-casting 3.78 1.62
Occlusion 2.71 1.44
DOSON1 Go-Go 5.39 1.54
Ray-casting 3.84 1.2
Occlusion 3.87 1.2¢
DOS1NO Go-Go 3.84 0.96
Ray-casting 2.19 0.5¢Y
Occlusion 2.34 0.5¢7
DOS1N1 Go-Go 3.4] 0.89
Ray-casting 2.69 1.40
Occlusion 2.6 0.86
D1SONO Go-Go 8.6( 4.4%
Ray-casting 3.43 1.3
Occlusion 4.117 1.81
D1SON1 Go-Go 5.74 1.7%
Ray-casting 4.08 1.72
Occlusion 4.19 1.41
D1S1NO Go-Go 5.09 1.6
Ray-casting 3.34 1.94
Occlusion 4.37 2.88
D1S1N1 Go-Go 4.49 0.94
Ray-casting 2.68 0.88
Occlusion 3.05 1.24
D2SO0NO Go-Go 12.34 10.0p
Ray-casting 4.04 1.5¢Y
Occlusion 4.19 1.09
D2SON1 Go-Go 11.7( 10.8p
Ray-casting 3.34 1.08
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Occlusion 3.94 1.2

D2S1NO Go-Go 4.38 1.5
Ray-casting 2.75 1.3

Occlusion 3.61 2.1

D2S1N1 Go-Go 7.04 1.3
Ray-casting 3.19 1.3

Occlusion 5.8 7.3

Notes: DO, D1, DZefer to the three levels of distance of the obj&cis the user.

S0 and S1 refer to the two sizes of objects. NO and N1 refiee tao levels of density of

the object array.

Table D.2 Speed Results for Manipulation Task

Condition Attach/Manip Technique Manipulation Time Std. Dev. for Time
DOSOFO0 Go-Go 5.43 1.50
Move hand/linear mapping 5.28 1.04
Move hand/buttons 6.38 3.80
Scale user/linear mapping 10.44 6.95
Scale user/buttons 7.43 3.53
Move hand/linear mapping 5.95 2.75
Move hand/buttons 6.18 2.01
Scale user/linear mapping 4.18 1.32
Scale user/buttons 4.20 1.09
DOSOF1 Go-Go 30.63 19.33
Move hand/linear mapping 31.48 18.75
Move hand/buttons 38.34 15.71
Scale user/linear mapping 42.24 28.33
Scale user/buttons 59.34 70.53
Move hand/linear mapping 31.38 17.09
Move hand/buttons 49.74 41.97
Scale user/linear mapping 22.79 16.30
Scale user/buttons 21.27 12.11
DOS1FO0 Go-Go 8.19 4.78
Move hand/linear mapping 5.38 2.02
Move hand/buttons 5.19 1.10
Scale user/linear mapping 8.50 3.23
Scale user/buttons 10.90 8.13
Move hand/linear mapping 11.58 7.82
Move hand/buttons 5.97 2.53
Scale user/linear mapping 5.55 2.11
Scale user/buttons 4.68 1.01
DOS1F1 Go-Go 4.59 37.36
Move hand/linear mapping 36.96 19.22
Move hand/buttons 44.05 16.55
Scale user/linear mapping 59.57 36.07
Scale user/buttons 61.09 29.07
Move hand/linear mapping 62.02 42.35
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Move hand/buttons 35.02 30.17
Scale user/linear mapping 61.95 33.77
Scale user/buttons 51.58 15.34
D1S0FO0 Go-Go 8.92 4.49
Move hand/linear mapping 9.41 3.45
Move hand/buttons 6.68 1.89
Scale user/linear mapping 14.97 13.97
Scale user/buttons 12.61 1.04
Move hand/linear mapping 6.91 3.37
Move hand/buttons 9.29 2.93
Scale user/linear mapping 6.08 2.71
Scale user/buttons 8.12 2.85
D1SOF1 Go-Go 44.71 26.45
Move hand/linear mapping | 52.57 28.11
Move hand/buttons 47.20 29.19
Scale user/linear mapping 70.09 19.92
Scale user/buttons 42.61 22.88
Move hand/linear mapping | 43.93 34.87
Move hand/buttons 29.94 21.15
Scale user/linear mapping 21.69 12.84
Scale user/buttons 24.79 15.45
D1S1FO0 Go-Go 17.89 13.60
Move hand/linear mapping 11.16 3.94
Move hand/buttons 12.33 8.83
Scale user/linear mapping 15.63 5.04
Scale user/buttons 15.52 6.52
Move hand/linear mapping 14.34 7.33
Move hand/buttons 6.66 1.22
Scale user/linear mapping 11.81 6.73
Scale user/buttons 9.52 3.26
D1S1F1 Go-Go 40.51 19.78
Move hand/linear mapping | 53.94 28.02
Move hand/buttons 39.17 31.56
Scale user/linear mapping 65.39 34.52
Scale user/buttons 75.01 39.85
Move hand/linear mapping 60.39 21.78
Move hand/buttons 23.74 12.75
Scale user/linear mapping 36.29 9.52
Scale user/buttons 24.88 19.90
D2S0F0 Go-Go 13.92 4.92
Move hand/linear mapping 29.61 23.05
Move hand/buttons 16.50 5.27
Scale user/linear mapping 37.75 13.95
Scale user/buttons 28.79 8.73
Move hand/linear mapping 13.70 6.36
Move hand/buttons 9.06 2.98
Scale user/linear mapping 10.81 1.73
Scale user/buttons 10.89 6.70
D2S0F1 Go-Go 19.63 8.20
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Move hand/linear mapping 67.02 49.78
Move hand/buttons 48.25 39.98
Scale user/linear mapping 45.41 36.11
Scale user/buttons 52.75 32.71
Move hand/linear mapping | 41.54 25.48
Move hand/buttons 33.71 12.50
Scale user/linear mapping 45.30 38.19
Scale user/buttons 33.56 22.66
D2S1F0 Go-Go 14.43 8.44
Move hand/linear mapping 22.28 11.31
Move hand/buttons 21.14 14.34
Scale user/linear mapping 29.63 10.42
Scale user/buttons 26.18 12.73
Move hand/linear mapping 27.91 13.18
Move hand/buttons 11.28 4.64
Scale user/linear mapping 26.37 24.15
Scale user/buttons 17.74 12.21
D2S1F1 Go-Go 69.68 30.90
Move hand/linear mapping | 59.50 23.01
Move hand/buttons 86.39 47.19
Scale user/linear mapping 88.58 21.99
Scale user/buttons 85.97 13.74
Move hand/linear mapping 61.96 32.07
Move hand/buttons 49.84 29.68
Scale user/linear mapping 44.53 18.69
Scale user/buttons 35.08 16.00

Notes: DO, D1and D2 refer to the three levels of distafican the object to the
target. SO and S1 refer tioe two sizes othetarget. FO and F1 refer the 2 DOFand 6
DOF conditions, respectively.
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Table D.3 Demographic and Comfort Rating Summary

Technigue | p 3 i 5 6 7 8 9
# Left-Handed ) L Q 1 0 g 0 Q (
# Females L 4 Q 5 1 il 2 4 1
Avg. Age 21.2 19.4 1% 18.4 19.¢ 21.B 206 18)4 23.6
# Experienced VES 3 1 4 1 2 4 1 Q (
Avg. SA score 12.4 8 12€ 5.4 9.4 11 10.B8 122 8]2
Arml 1 1.2 | ] | L | 1.p 1
Hand1 ] ] L | L [l L 1)2 1
Dizzyl 1.9 1.4 24 1 1 il 1.4 1.4 1.4
Nauseal L L 1 1 1 1 1 1 1
Arm2 1.8 1.2 L ] L 14 14 1]6 2.2
Hand?2 1.4 1.p 1 L 1]2 1 112 1.4 1.4
Dizzy?2 1.4 1.4 14 1.4 1.3 1.p 1.4 1.6 1]2
Nausea?2 L L 1 1 1 1 1 1 1
Arm3 3.4 1.4 14 1 1.9 3 1.4 2.4 38
Hand3 1.8 1.4 14 1 1.4 1.2 1.6 16
Dizzy3 1.2 1.4 1§ 3 1.4 1.4 1.6 4 18
Nausea3 L L % 1.6 1.4 ] 1 1.2 il
Arm4 5.8 1.8 16 1 1.9 4.4 3 3.2 4.8
Hand4 2.4 1.6 14 1 1.4 1.2 3 2.4 18
Dizzy4 2 2 1§ 4 1.4 1.4 1.4 2.B 118
Nausea4 1.8 i B 2.8 1.4 ] 1 1.8 il
Arm5 5 2 16 1 1.4 3.4 1.8 2.b 318
Hand5 2.2 1.4 16 1 1.4 1.3 1.4 1.B 1l4
Dizzy5 1.9 1.4 1§ 3.6 1.4 1.4 1.p 4 116
Nausea5 1.8 1)2 1. 2.6 1.4 ] 1 1.4 il
Arm6 5.2 2 14 1 1.9 4. 3.4 3.4 416
Hand6 2. 1.6 16 1 1.4 1.3 1.8 4 14
Dizzy6 1.4 1.4 1§ 3.6 2.7 1.4 1.p 2.p 2
Nauseab 1.@ 1)2 p! 2.6 1.4 ] 1 1.6 il
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