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Description
With escalating globalization, urbanization, and ecological pressures, the threat of devastating global pandemics becomes more
pronounced. The impact of Zika, MERS, and Ebola outbreaks over the past decade has strongly illustrated our enormous
vulnerability to emerging infectious diseases. There is an urgent need to develop sound theoretical principles and transformative
computational approaches that will allow us to address the escalating threat of a future pandemic. Data mining and Knowledge
discovery have an important role to play in this regard. Different aspects of infectious disease modeling, analysis and control have
traditionally been studied within the confines of individual disciplines, such as mathematical epidemiology and public health, and
data mining and machine learning. Coupled with increasing data generation across multiple domains (like electronic medical
records and social media), there is a clear need for analyzing them to inform public health policies and outcomes. Recent advances
in disease surveillance and forecasting, and initiatives such as the CDC Flu Challenge, have brought these disciplines closer––public
health practitioners seek to use novel datasets and techniques whereas researchers from data mining and machine learning develop
novel tools for solving many fundamental problems in the public health policy planning process. We believe the next stage of
advances will result from closer collaborations between these two communities, which is the main objective of epiDAMIK.
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Preface 
	
With	 increasing	 globalization,	 urbanization,	 and	 ecological	 pressures,	 the	 threat	 of	
devastating	 global	 pandemics	 becomes	more	 pronounced.	 The	 impact	 of	 Zika,	MERS,	 and	
Ebola	outbreaks	over	the	past	decade	has	strongly	illustrated	our	enormous	vulnerability	to	
emerging	 infectious	 diseases.	 There	 is	 an	 urgent	 need	 to	 develop	 sound	 theoretical	
principles	and	 transformative	computational	approaches	 that	will	 allow	us	 to	address	 the	
escalating	 threat	 of	 a	 future	 pandemic.	 Data	 mining	 and	 Knowledge	 discovery	 have	 an	
important	 role	 to	 play	 in	 this	 regard.	 Different	 aspects	 of	 infectious	 disease	 modeling,	
analysis	 and	 control	 have	 traditionally	 been	 studied	 within	 the	 confines	 of	 individual	
disciplines,	 such	 as	 mathematical	 epidemiology	 and	 public	 health,	 and	 data	 mining	 and	
machine	 learning.	 Coupled	with	 increasing	 data	 generation	 across	multiple	 domains	 (like	
electronic	medical	 records	 and	 social	media),	 there	 is	 a	 clear	 need	 for	 analyzing	 them	 to	
inform	 public	 health	 policies	 and	 outcomes.	 Recent	 advances	 in	 disease	 surveillance	 and	
forecasting,	 and	 initiatives	 such	 as	 the	 CDC	 Flu	 Challenge,	 have	 brought	 these	 disciplines	
closer––public	 health	 practitioners	 seek	 to	 use	 novel	 datasets	 and	 techniques	 whereas	
researchers	 from	data	mining	and	machine	 learning	develop	novel	 tools	 for	 solving	many	
fundamental	 problems	 in	 the	 public	 health	 policy	 planning	 process.	We	 believe	 the	 next	
stage	 of	 advances	will	 result	 from	 closer	 collaborations	 between	 these	 two	 communities,	
which	 is	 the	 main	 objective	 of	 epiDAMIK.	 The	 workshop	 is	 also	 an	 integral	 part	 of	 the	
‘Health	 Day	 @	 KDD’	 this	 year,	 which	 is	 bringing	 together	 domain	 and	 machine	 learning	
experts	 to	 discuss	 challenges	 and	 trends	 in	 the	 healthcare	 industry	 as	well	 as	 techniques	
and	methodologies	the	machine	learning	community	is	using,	and	in	process	of	developing	
to	address	these	challenges.	
	
This	year’s	flu	season	has	been	severe	(by	some	accounts,	the	worst	since	2009),	resulting	
in	many	lives	lost	and	economic	damages.	This	coincides	with	the	100th	year	anniversary	of	
the	worst	pandemic	in	human	history	(the	1918	influenza	pandemic).	Hence	the	impact	of	
infectious	disease	epidemics	has	been	in	sharp	focus	worldwide	with	an	intense	interest	in	
real	progress	in	this	area	from	the	public,	government	and	academic	stakeholders.		
	
The	main	 program	 of	 epiDAMIK’18	 consists	 of	 nine	 papers	 that	 cover	 various	 aspects	 of	
data	 mining	 and	 public	 health.	 In	 addition	 there	 were	 two	 keynotes.	 Two	 papers	 were	
presented	 orally,	 and	 seven	 were	 presented	 during	 the	 interactive	 poster	 session.	 In	
addition,	 five	papers	were	also	 jointly	presented	at	 the	KDD	poster	 session	as	part	of	 the	
Health	Day.	These	papers	were	selected	after	a	 thorough	reviewing	process.	We	sincerely	
thank	the	authors	of	 the	submissions	and	the	attendees	of	 the	workshop.	We	also	wish	to	
thank	 the	 members	 of	 our	 program	 committee	 for	 their	 help	 in	 selecting	 a	 set	 of	 high-
quality	papers.	Furthermore,	we	are	very	grateful	to	Rumi	Chunara	and	Madhav	Marathe	for	
engaging	keynote	presentations.		
	
	
	

B.	Aditya	Prakash		
Anil	Vullikanti	
Shweta	Bansal	
Adam	Sadelik	

	
Blacksburg,	August	2018	
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Invited Talk 
 

Data	Mining	and	Machine	Learning	For	Public	
Health	2.0	

	
	

Rumi	Chunara 		
Assistant	Professor	

Department	of	Computer	Science	&	Engineering		
and	College	of	Global	Public	Health	

New	York	University	
rumi.chunara@nyu.edu	

	
	

Abstract:	
High-resolution	 data	 sources	 can	 improve	 how	we	 target	 intervention	 efforts	 and	 spend	
public	health	budgets.	However,	if	the	data	is	unstructured	or	generated	observationally	by	
select	populations,	 there	are	computational	challenges	that	must	be	addressed	 in	order	to	
assess	 practical	 epidemiological	 measures	 from	 it	 or	 include	 the	 data	 in	 epidemiological	
models.	In	this	talk	I	will	discuss	areas	in	which	we	are	addressing	these	challenges	by	using	
data	 mining	 and	 machine	 learning	 approaches	 to	 generate	 high-resolution	 features	 for	
epidemiological	 models	 and	 improving	 prediction	 efforts	 in	 both	 infectious	 and	 non-
communicable	diseases.	 Examples	will	 include	domain	 adaptation	 for	predicting	 infection	
from	 community-sourced	 data,	 natural	 language	 processing	 to	 learn	 temporal	
representations	 of	 health	 behaviors,	 and	 unsupervised	 methods	 to	 learn	 spatial	
representations	of	health	risks	from	noisy,	irregular	and	sparse	data.	
	
	

	
Bio:	
Rumi	Chunara	 is	an	Assistant	Professor	at	NYU,	 jointly	appointed	at	 the	Tandon	School	of	
Engineering	 (in	 Computer	 Science)	 and	 the	 College	 of	 Global	 Public	 Health.	 Her	 research	
interests	 are	 in	 using	 person-generated	 data	 sources	 for	 population-level	 disease	
surveillance.	 In	 doing	 so,	 Dr.	 Chunara	 develops	 statistical	 and	 machine	 learning	
methodology	 for	 using	 these	 observational	 data	 sources	 in	 disease	 modeling	 efforts.	 Dr.	
Chunara	 joined	NYU	in	2015.	Previously	she	was	an	Instructor	at	Harvard	Medical	School,	
the	Children’s	Hospital	Informatics	Program	and	HealthMap.	She	completed	her	PhD	at	the	
Harvard-MIT	 Division	 of	 Health,	 Sciences	 and	 Technology,	 Master’s	 degree	 at	 MIT	 in	
Electrical	 Engineering	 and	 Computer	 Science	 and	 received	 her	 Bachelor’s	 degree	 in	
Electrical	Engineering	from	Caltech	with	honors.	Her	research	has	been	reported	on	widely	
including	in	NBC.com,	CNN.com,	and	Scientific	American.	Chunara	is	a	recipient	of	the	MIT	
Presidential	 Fellowship	 and	 a	 Caltech	Merit	 Scholarship,	 the	NYC	Media	 Lab	 -	 Bloomberg	
Data	for	Good	Exchange	Paper	Award	and	was	selected	as	an	MIT	Technology	Review	Top	
35	Innovator	under	35	in	2014.	
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Invited Talk  
 

Data	Mining	and	Machine	Learning	For	Public	
Health	2.0	

	
	

Madhav	Marathe	
Professor	

Biocomplexity	Institute		
and	Department	of	Computer	Science	

Virginia	Tech.	
mmarathe@bi.vt.edu	

	
	

Abstract:	
The	 H1N1	 pandemic	 of	 2009	 and	 the	 2014	 Ebola	 outbreak	 in	 West	 Africa	 serve	 as	 a	
reminder	 of	 the	 social,	 economic	 and	 health	 burden	 of	 infectious	 diseases.	 The	 ongoing	
trends	 towards	 urbanization,	 global	 travel,	 climate	 change	 and	 a	 generally	 older	 and	
immuno-compromised	 population	 continue	 to	 make	 epidemic	 planning	 and	 control	
challenging.	Recent	advances	in	computing,	AI	and	bigdata	have	created	new	opportunities	
for	realizing	the	vision	of	real-time	epidemic	science.	In	this	talk	I	will	overview	of	the	state	
of	the	art	in	computational	epidemiology	with	an	emphasis	on	computational	thinking	and	
on	 the	 development	 of	 scalable	 and	 pervasive	 computing	 techniques	 for	 planning,	
forecasting	and	response	in	the	event	of	epidemics.	I	will	draw	on	our	work	in	supporting	
federal	agencies	during	recent	epidemic	outbreaks	as	well	as	the	development	of	epidemic	
forecasting	methods	in	collaboration	with	federal	and	commercial	partners.	Computational	
challenges	and	directions	for	future	research	will	be	discussed.	
	

	
Bio:	
Madhav	 Marathe	 is	 the	 director	 of	 the	 Network	 Dynamics	 and	 Simulation	 Science	
Laboratory,	Biocomplexity	Institute	and	a	professor	in	the	department	of	computer	science,	
Virginia	Tech.	His	research	interests	are	in	network	science,	foundations	of	computing,	high	
performance	computing	and	their	applications	to	problems	in	one-health,	 inter-dependent	
infrastructures	and	social	sciences.	Before	coming	to	Virginia	Tech,	he	was	a	Team	Leader	in	
the	 Basic	 and	 Applied	 Simulation	 Science	 Group	 that	 is	 a	 part	 of	 the	 Computer	 and	
Computational	 Sciences	 division	 at	 the	 Los	 Alamos	 National	 Laboratory	 (LANL).	 He	 is	 a	
Fellow	of	the	IEEE,	ACM,	SIAM	and	AAAS.		
	
	



Repeated Active Screening of Networks for Diseases
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Arunesh Sinha
University of Michigan

Ann-Arbor, Michigan, USA
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ABSTRACT
An important means of controlling recurrent infectious diseases is
through active screening to detect and treat patients. Disease de-
tection on a large network of individuals is a challenging problem,
as the health states of individuals are uncertain and the scale of the
problem renders traditional dynamic optimization models imprac-
tical. Moreover, e�cient use of diagnostic and labor resources is a
major concern, especially when the recurrent disease is prevalent
in a resource-constrained region. In this paper, we propose a novel
active screening model and an algorithm to facilitate active screen-
ing for recurrent diseases. Our contributions include: (1) A new
approach for modeling SEIS type diseases using a novel belief-state
representation, (2) a community and eigenvalue-based algorithm
(TRACE) to perform multi-round active screening. We perform ex-
tensive experiments on real-world datasets which emulate human
contact, and illustrate signi�cant bene�ts due to TRACE.

CCS CONCEPTS
•Computingmethodologies→Multi-agent planning;Partially-
observable Markov decision processes; •Applied computing
→ Life and medical sciences;

KEYWORDS
Public health; SEIS Disease Model; Active Screening; Eigenvalue;
Community; Belief states

1 INTRODUCTION
Curable infectious diseases are responsible for millions of deaths
every year. Tuberculosis (TB), one such disease, a�ected over 10
million people worldwide in 2016, and caused over 400,000 deaths
in India, the country with the highest TB mortality [28]. While low-
cost treatment programs are available, many rely on patients to seek
medical care (passive screening). However, individuals mistake their
symptoms for another condition and not seek care. Public health
agencies therefore engage in active screening, where individuals
in the community are asked to undergo diagnostic tests and are
o�ered treatment if tests return positive results [16].

It is costly to seek out at-risk individuals, and active screening
e�orts are often limited to high risk groups such as household TB
contacts [9]. This method can successfully identify patients [3], and
has been extensively evaluated [17]. However, this approach can be
challenging to implement widely in resource-constrained regions
such as India, as there are large transmission networks of potential
patients and the number of health workers is limited. Prior studies
show that even when focusing on high-risk TB groups in urban
slums in India, the yield can be very small — only 0.8% of screened
individuals were diagnosed with TB [9].With an estimated 1million

undiagnosed TB cases in India, e�cient active screening is the need
of the hour [9].

Our �rst contribution is a model of the active screening problem
which considers the underlying disease dynamics. We focus on
recurrent infectious diseases with a latent stage (SEIS model of
disease [26]), such as TB. Individuals can be susceptible (S) (cur-
rently healthy, but may become exposed), exposed (E), or infected
(I). We consider diseases for which there is no means to achieve
permanent immunity, either through vaccination or one time infec-
tion. As for TB, we assume treatment is e�ective for both exposed
and infected individuals, making the individuals healthy (though
again susceptible). Health workers are uncertain about the health
state of individuals and have a small budget relative to population
size for active screening. To the best of our knowledge, models of
multi-round active screening for SEIS diseases are missing in the
AI literature.

Our second contribution is a novel algorithm—TargetedResolution
of Active diseases using Communities and Eigenvalues (TRACE)—
to guide scalable active screening. In TRACE, we use network
community structure to form a community graph, and then we
select nodes to screen by maximizing the reduction of the largest
eigenvalue of a variant of the community graph. TRACE takes into
account the underlying disease dynamics and uncertainty of indi-
viduals’ health states. TRACE is easily adaptable to most SEIS or
SIS type diseases.

We illustrate the bene�ts of TRACE via extensive testing on real-
world human contact networks against various baselines across
a wide range of disease parameters (which also demonstrates its
applicability to various other diseases).

2 DISEASE MODEL AND BACKGROUND
We �rst introduce the disease model notations for our problem. An
individual can be in one of the following health states: S means that
the individual is susceptible to disease (healthy), E means that the
individual has been exposed and has latent disease, and I means that
the individual is infected. We do not consider an explicit recovered
or permanent immunity (R) state in our model, as this have been
the focus of many prior studies. In diseases like Hepatitis A and
measles, which follow a SEIR or SIR pattern, treated individuals may
achieve permanent immunity by entering the recovered state [5, 24].
We focus on recurrent diseases, where permanent immunity is not
possible (such as with TB, typhoid, and malaria), represented by
SIS [1] or the more general SEIS [26] disease dynamics.

Disease Model: We adopt a SEIS model [26] for modeling the
disease dynamics. TB andmany other diseases follow a SEIS pattern,
where treated individuals can relapse or become reinfected. The
disease dynamics are therefore given by:

Prathyush Sambaturu
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Susceptible (S)
��! Exposed (E)

Exposed (E)
�
�! Infected (I )

Infected (I )
c�! Susceptible (S)

In the context of a graph of individuals, � is the edge-wise �xed
probability of a susceptible (S) individual (node) being exposed (E)
to the disease from an infected (I ) neighbor, � is the �xed probability
of an exposed (E) individual (node) becoming infected (I ), and c

is the probability of an infected (I ) individual (node) voluntarily
seeking and successfully completing treatment and returning to
the susceptible S stage. We assume that the treatment takes place
in one time period, where a period represents the duration needed
for a complete treatment regimen (⇠half a year for TB).

Prior Approaches for Active Screening: Most previous work
on active screening deals primarily with SIR or SEIR type diseases,
often referred to as the Vaccination Problem [5, 24, 27, 30? ], where
permanent immunization (entry into R state) can be viewed as re-
moving nodes from the graph [2, 20, 25]. Exploiting this idea, [20,
25] focus on immunization ahead of an epidemic and suggest a
heuristic method of removing a set of k nodes based on the eigenval-
ues of the adjacency matrix. [30] considers the problem of selecting
the best k nodes to immunize in a network after the disease has
started to spread. These methods assume that the exact status of
each node is known and deal with a single round of vaccination
or screening. However, our paper focuses on multi-round active
screening of SEIS diseases, where the complexity increases sub-
stantially due to lack of permanent immunity, existence of a latent
stage, and uncertainty about the health states of all individuals.
To the best of our knowledge, this complex setting has not been
attempted previously in the AI literature. Generally, the problem of
minimizing disease spread is di�erent from the well-studied prob-
lem of in�uence maximization [? ? ] as well, where one optimizes
the selection of seeds or starting nodes for maximizing spread, as
opposed to optimizing the selection of nodes on which to intervene
in order to minimize spread.

3 ACTIVE SCREENING MODEL
FORMULATION

Setup.We de�ne k active screening agents that are to be deployed
at every timestep t to diagnose and treat I and E individuals. Indi-
viduals are part of a contact networkG(V ,E), and infection spreads
via the edges in the network. There are |V | individuals, and N (i)
denotes neighbors of individual i in the network. The network
structure (graph) is known from the beginning (t = 0). Each indi-
vidual (node) in the network is in one of the health states {S,E, I }.
Let sti denote the state of individual i at time t . In every round, the
agents can either choose to screen a node i (action ai = 1) or not
(ai = 0). Only k nodes can be screened in one round. A screened
node is observed to be in state S , E, or I , and an unscreened node
generates no observation. The agents maintain a belief about the
state of every individual, starting with no information at t = 0. The
beliefs about the health states evolve over time as the agents gain
information about individuals (detailed later in this section).

Transition Dynamics. The probability of an individual under-
going a change in health state is given by:

T
0 =

S E I" #
S qj 1 � qj 0
E 0 1 � � �

I c 0 1 � c
,

T
1 =

S E I" #
S qj 1 � qj 0
E 1 0 0
I 1 0 0

,

and qj = (1 � �) | {k 2N (j) | s tk=I } |

where, T 0 is the probability matrix for non-screened individuals
and T 1 is the probability matrix for screened individuals. The rows
denote the state at time t and the columns denote the state at t + 1.
The transition probabilities follow the disease dynamics described
earlier. In particular, qj captures the probability that node j does not
become exposed from his infected neighbors {k 2 N (j) | stk = I }.
Both I and E individuals who are screened can be treated, but we
assume E individuals do not seek treatment voluntarily since their
disease is latent unlike I individuals who seek treatment voluntarily
with the probability c . For model simplicity, we assume S individuals
cannot directly transition directly to I state. This is not an extreme
assumption for TB, where the overall duration with latent TB can
be much longer than the round length (6 months).

Objective. Finally, we de�ne a reward function R(st ) = Õ
j R(stj ),

where R(stj ) is de�ned as follows.

R(stj ) =
(
+1, s

t
j = S

0, otherwise

The objective of themodel is to choose the budget-limited actions
at each time step in order to maximize the number of susceptible
individuals over T time-steps: max

ÕT
t=0 R(st ), interpreted as the

total number of disease-free half years [12]. This is closely related
to another well known public health metric — QALY [? ? ], where
additionally a +1 reward is given to E individuals and a +0.66
reward to I individuals. We focus on maximizing health outcomes
in this study and leave cost considerations to future work. An
important part of the model is our belief updating approach, which
is described next.

Belief States. We do not know the true health states of every
individual at all times perfectly. We therefore model our belief
of node i’s health state as bti = [bti,S ,b

t
i,E ,b

t
i, I ], where b

t
i, j is the

probability node i is in state j. This marginal representation of
health state belief for each node i addresses scalability issues, as
representations of the joint distribution of health state beliefs over
all nodes can be prohibitively large. We assume marginal beliefs
bti ’s can be updated independently at each node. Such independence
assumptions have been made in prior literature on the spread of
contagion [8, 18] and experimentally found to have a minimal e�ect
on outcomes.

Belief Update. We assume perfect observability of the health
state sti of any node when it is screened. We cannot observe the
health state of a node at time t if we do not screen it at time t .

Prathyush Sambaturu
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We update the belief for each individual (node) i who voluntarily
come to the clinic to an intermediate belief state b̄ti = [0, 0, 1].
We also update the beliefs of actively screened individuals to an
intermediate belief state b̄ti ⇠ s

t
i . We update the intermediate beliefs

of the remaining individuals as:

b̄ti =
[bti,S ,b

t
i,E , (1 � c)b

t
i, I ]

b
t
i,S + b

t
i,E + (1 � c)b

t
i, I

For each node i that voluntarily came to a clinic or was actively
screened, the �nal belief update is: bt+1i = [1, 0, 0] because the node
will be successfully treated and returned to the susceptible state if
it was in E or I state. For the remaining nodes, we update to bt+1i
as follows:

bt+1i = b̄ti Γ
t, where

Γt =
266664
w
t
i 1 �wt

i 0
0 1 � � �

c 0 1 � c

377775
, wt

i =
÷

j 2N (i)
(1 � �b̄tj, I ).

This belief update procedure is an important and novel aspect
of our proposed active screening model.

While the our model can be interpreted as a POMDP, it is slightly
di�erent from standard POMDP models, since in the active screen-
ing setting a screening action results in observing the current health
states of the individual and not the individual’s transitioned state.
This di�erence can be handled straightforwardly, as in [4, 19] us-
ing a modi�ed value iteration technique. However, we show in
Section 6 that known POMDP approaches are not scalable for our
problem.

4 MOTIVATION FOR TRACE
Given the problem setup, we motivate the need for the TRACE algo-
rithm by showing that many prior approaches or simple extensions
do not achieve the desired goal.

4.1 Eigenvalue Based Prior Approach
We �rst consider the circumstances under which diseases or epi-
demics die out on their own. In the absence of any intervention
(action), the system is a discrete non-linear dynamical system. Such
systems have been studied in prior work, and the following has
been shown:

P���������� 1. [18] Let �⇤A denote the largest eigenvalue of the
adjacency matrix A of the underlying graph, otherwise known as the
spectral radius. Then, the epidemic dies out if and only if

�

c
<

1
�
⇤
A

and � , 0 .

Remark: An observation is that the bound on �⇤A above is same as
derived for SIS model (without exposed E state) in earlier work [8].
This is because in the SEIS model, the E state must eventually
become I if � , 0; thus, in the long run, E behaves similarly to I

when � , 0 and there is no active intervention.
Permanent immunization can be viewed as removing nodes.

Given the result above, one would wish to select the set of k nodes
that reduces the largest eigenvalue the most. This is a NP-complete
problem. [20, 25] suggest a heuristic that greedily removes k nodes
one at a time, each time selecting the node that maximizes the
reduction in the largest eigenvalue.

We also observe that the underlying problem is extremely hard
to solve. In SIS networks, computing an individual’s probability
of infection and computing the expected number of infections are
NP-hard [13, 21]. SIS is the relaxed version of the SEIS model, where
� = 1. It is also known from [27] that given a network and limited
resources, �nding the optimal strategy for vaccinating a limited
number of individuals (vaccination problem - SIR scenario), and
quarantining a limited number of individuals (quarantining prob-
lem) are NP-hard. Also, given a network and limited resources,
�nding the optimal strategy for placement of a limited number of
sensors for monitoring the course of an epidemic is NP-hard [21].

The Active Screening problem as de�ned in Section 3 is a gen-
eralized (harder) case of the above problems where we try to treat
infected people without removing them from the graph since there
is no permanent immunity and re-infection is possible (SEIS sce-
nario). Based on Prop. 1, we also observe that a disease is unlikely to
die out on its own in low-resource countries (c is low) with highly
contagious diseases (high � ), thus necessitating active screening.

4.2 Budgetary Threshold for Random
Intervention

We can gain insight into how uncertainty in individuals’ health
states a�ects our problem by examining the fully-naive random
screening strategy. We focus on the budget k , the number of nodes
that can be screened and treated in one period. Intuitively, increas-
ingk will lead to faster reduction of disease prevalence with random
screening.

L���� 1. Assume that we know the infected patients belong to
a set It in every round t such that |It |  m, wherem is an arbitrary
constant corresponding to the size of the network. Then, the epidemic
dies out using k random interventions every round if k > m(�⇤A� �c).

P����. The k random interventions among It nodes increase c
by at least k/m and � is unchanged. Thus, the disease will die out
if �

c+k/m < 1/�⇤A. ⇤

Besides providing a threshold for k for which a naive inter-
vention can achieve disease eradication, the above result can be
understood as the price of limited information. Lower values ofm,
meaning more information (better estimate of the true health state),
requires fewer random interventions to eradicate the disease. This
underscores how uncertainty in the health states is an additional
challenge when the number of interventions are limited.

4.3 Eigenvalue and Max Belief
Given the importance of information revealed above, a simple alter-
native to the eigenvalue approach could be to select k nodes with
the top belief of being infected bti, I at every time step (denoted fur-
ther asMax Belief ). Unfortunately, both the eigenvalue method and
Max Belief method have shortcomings in our dynamic problem. We
demonstrate this through some observations for di�erent classes
of networks. In all the observations, (� , � , c) = (1, 1, 0). Also, for
the sake of comparison, we assume all beliefs are close to the true
states.

O���������� 1. There exists a class of graphs where the Max
Belief method with a budget of k ⇠ O(1) requires an expected O(n!)
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rounds to completely eradicate the disease whereas an eigenvalue-
based method can eradicate the disease in an expected O(n2) rounds
just with a budget of k = 2.

J������������. Consider a star graph (Figure 1a), where all the
nodes are initially in I state. With a budget of 2, the eigenvalue
method will choose the star center and one arbitrary node among
non-central nodes to treat in every round. The disease will thus die
out in an expected

Õn�1
i=1

n�1
i ⇠ O(n2) rounds. On the other hand,

the Max Belief method will choose k nodes randomly among the
nodes in state I . If the center node is not picked in every two rounds

(S
1 round������! E

1 round������! I ) before the disease dies out, the center will
become infected, and after two more rounds the non-central nodes
will be I except 2k nodes which can be either in S , E or I state (we
ignore this w.l.o.g.). The probability of the center node being chosen
every second round (because it takes two rounds to move from S

to I state) is k
|I | where |I | is the total number of infected nodes in

the round with the center being in I state. The probability of the
center node being chosen every second round until the disease dies
out is

Œ n
2k�1�1
i=0

k
n�(2k�1)i . This gives the desired result.

I

I

I

I

I

...
...

· · ·

· · ·

(a)

S

S S

· · · · · · · · · · · ·

S I SS· · ·

(b)

Figure 1: Comparing Eigenvalue and Max Belief

O���������� 2. There exists a class of graphs where an eigenvalue-
based method can never eradicate the disease with a budget of k < n

2
whereas the Max Belief method can eradicate the disease in one round
with a budget of k ⇠ O(1).

J������������. Consider a binary tree (Figure 1b), with �(k)
leaf nodes in I state and others in S state. An eigenvalue-based
method chooses the nodes that equally partitions the graph, and
thus in this case it will start choosing from the root and go down
the tree in breadth-�rst order, and reach the leaf nodes only after
it has chosen all the n�1

2 parent nodes. Max Belief however can
eradicate the disease in the �rst round by simply choosing k nodes
which have the highest probability of being in I state, which are
the infected leafs.

4.4 Community Based Approach
Infectious diseases such as TB are transmitted via close contact
with an infected person, usually within communities [10]. Curing
whole communities may potentially be an e�cient way to reduce
infection (can be interpreted as graph shattering [27]), since infec-
tion propagation is stopped for large sections of the graph. Also
in our case, given the lack of additional information about the net-
work like patient attributes, it is natural to utilize this approach.
We also note that forming communities might enable us to reduce
the largest eigenvalue, i.e. apply Algorithm ??, in a scalable fashion.

However, we show in the following Observations that using
communities alone can be both better or worse than Greedy or
eigenvalue based approaches for di�erent classes of graphs, further
motivating the need for our algorithm, TRACE, which identi�es
communities in addition to considering beliefs and reducing the
largest eigenvalue. The exact method of achieving scalability using
communities is elucidated in the next section.

(a)

I

S

S

S

S

...
...

· · ·

· · ·

I

S

S
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S

...
...

· · ·

· · ·

(b)

Figure 2: Comparing Eigenvalue, Community and Greedy

O���������� 3. There exists a class of graphs where an eigenvalue-
based method can never eradicate the disease with a budget of k and
the Greedy method requires an expectedO(|V |k ) rounds to completely
eradicate the disease, but a community-based method can eradicate
the disease in an expected O(|V |2) rounds.

J������������. Let us consider a graph where there exists M
disjoint clusters (Figure 2a), each of size less than or equal to the
budget k with k << M , whereM is the number of communities. All
the nodes are in I state and are arranged in each cluster such that
the the top k nodes, removal of which causes the most decrease in
the largest eigenvalue, all lie in di�erent clusters. In such graphs,
it is evident that community-based algorithms can cure one com-
munity at a time and can achieve full eradication after an expected
M

2 ⇠ (|V |/k)2 ⇠ O(|V |2) rounds because a cured community can-
not infect other communities. However, an eigenvalue-based tech-
nique may not choose communities as a whole and therefore, an
eradication cannot be guaranteed unless the budget is increased to
|V | which is equal to the size of the graph. Similarly, the Greedy
methodmay not choose communities as a whole and therefore takes
an expected

� |V |�1
k�1

�
rounds to cure the �rst community,

� |V |�k�1
k�1

�
rounds to cure the second community, and so on, thus taking ap-
proximately O(|V |k ) rounds to cure all the infected nodes.

O���������� 4. There exists a class of graphs where a community-
based method can never eradicate the disease whereas the Greedy
or eigenvalue-based method either can eradicate the disease in one
round with a budget of k .

J������������. ConsiderM disconnected star graphs (Figure 2b),
where M � 1 stars are of size less than k and one star is of size k ,
and k  M . All the center nodes of the stars are in I state, and
all the other nodes are in S state. With a budget of k , community-
based algorithms will keep choosing the same star with k nodes
thus never eradicating the disease. However, either the Greedy or
eigenvalue-based method can directly choose the k center nodes in
the �rst round and completely eradicate the disease in one shot.
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5 TRACE ALGORITHM FOR ACTIVE
SCREENING

We introduce a structured algorithm to generate an online POMDP
policy—Targeted Resolution of Active diseases using Communities
and Eigenvalues (TRACE)—that combines elements of the three
approaches (Max Belief, and eigenvalue based, and community
based methods) to identify the k individuals to actively screen
at every time-step. The complete TRACE algorithm is shown in
Algorithm 1. There are two distinct parts to this algorithm.

5.1 Community Formation and Intervention
As we do not know the true health state of all nodes in the net-
work, we form communities using beliefs. The two step process is
described below and is a part of Algorithm 1.

Node Type Estimation: We assign an attractiveness score to
re�ect the e�ectiveness of intervening on the node. If we knew the
true health state of every node, then we would intervene only on
the infected nodes as only these nodes spread infection. However,
in the absence of such precise information, at every time-step the
nodes are sorted according to a measure of possible bene�t, de�ned
as Rti = �b

t
i,E +b

t
i, I for each node i (line 2), where � is an arbitrary

parameter that controls the relative importance of E nodes relative
to I nodes. The nodes with the highest one-third of Rt values are
labeled �1 (group 1), the next one-third to be �2 (group 2), and the
rest to be �3 (group 3) (line 3).

Super-Node Creation: After labeling all nodes, locally similar
nodes (nodes of the same label that share an edge) are clustered
into a super-node iteratively. This process generates a set of super-
nodes, each of which is labeled as �1, �2 or �3 based on the labeling
of its component nodes. There can be multiple super-nodes with
the same label in the network. The sizeu of a super-node u is the
number of component nodes in the super-node. The weights of
edges between nodes in di�erent super-nodes are added to produce
new inter-super-node edges. This super-nodes formation uses the
known method of graph coarsening [11] (line 4). As an example, in
Figure 3 we combine the two �1, two �2 and three �3 nodes to form
three super nodes with size two (and another with size one). These
super-nodes emulate the communities of I , E and S in real-world
networks. We refer to the resultant graph of super-nodes as the
community graph, where the belief of each node btu,S is the average
of bt�,S of all component nodes � in super-node u.
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g2

g2

g1

g3

g3

1

1

11

1

1

1

1

1
g1 [2]

g3 [2]

g3 [1]
g2 [2]

3

1

1

1

Figure 3: 4 super-nodes formed from 7 nodes
Next, we call the D������E���� sub-procedure to choose nodes

to screen in the weighted community graph using size as weights
on each super-node (line 5, where A is the adjacency matrix of
the community graph). The procedure returns a set of super-nodes

Algorithm 1 TRACE Algorithm

Input: Adjacency Matrix A of graph, Belief bt , Budget k
1: for all i 2 {1, . . . ,n} do
2: R

t
i = �b

t
i,E + b

t
i, I

3: Sort Rt and label each node as �1,�2, or �3
4: A, b

t
, size  Coarsen(A,�1,�2,�3,bt )

5: U D������E����(A, b
t
, size,k)

6: if
Õ
u2U sizeu > k then

7: u0  the last selected super-node from U
8: � = k �Õu2U\u0 sizeu
9: A,bt  remove all nodes in U\u0 from A,bt

10: a  D������E����(A,bt , 1,�)
11: Active screen nodes {� | � 2 a or � 2 u for u 2 U\u0}

where the total size (weight) is not lower than the budget k . If
the total size is higher (line 6), we remove a super-node (line 7),
compute left-over budget � (line 8), modify the original graph by
removing all nodes from the left-over super-nodes (line 9), and
call the sub-procedure again to select � nodes from the modi�ed
original graph with weights 1 on each node (line 10). It must be
noted that our proposed D������E���� procedure is also one of
the novel aspects of TRACE.

5.2 D������E���� Procedure
Next, we describe the D������E���� procedure, which is shown
in Algorithm 2. Prior methods to minimize the largest eigenvalue
greedily chose nodes to delete in order to generate a graph with
lower maximal eigenvalue. Since we do not know which nodes are
infected and can transmit infection with certainty, we augment this
method by incorporating uncertainty. To motivate our approach,
consider a hypothetical scenario where the state of each node is
known for sure. We only wish to intervene on infected and exposed
nodes, and S nodes do not e�ect neighboring nodes.

Using Ai, j = Aj,i = 1 to represent an edge from i to j in the
adjacency matrix A of the input graph, we see that removing all
edges from S nodes is same as multiplying the rows and columns of
A corresponding to nodes in state S by zero. Then we can greedily
choose among I and E nodes with the goal of reducing the largest
eigenvalue of the adjacency matrix of the directed graph and return
nodes that have total weights above the threshold k . While our
intervention may be undone over time (treated nodes can be rein-
fected), repeated screenings may push the system towards lower
disease prevalence.

Let us return to our problem setup, where we do not know the
exact state of each node but rather have beliefs about each node. A
natural extension of the hypothetical scenario above is to multiply
the row of a node i in the adjacency matrix A by 1 � bti,S , the belief
probability it is E or I (line 3). Algorithm 2 describes this approach.
This is a softer version of making the row of all S nodes all zeros.
Then, we perform greedy selection of nodes (lines 4-9) to reduce
the largest eigenvalue of this matrix and to return nodes that have
total weights above the threshold k .
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Algorithm 2 D������E����(A,bt ,w,k)
Input: Adjacency matrix A, belief b, functionw for weight of each

node, min total weight of nodes to remove k
1: V  Number of vertex of input graph
2: for all i 2 {1, . . . ,V } do
3: Ai, : = Ai, : ⇤ (1 � bi,S ) . Multiply ith row
4: for all i 2 {1, . . . ,V } do
5: A

0  A

6: A0i, :  0 , A0:,i  0 . Remove ith node
7: �

i = Lar�estEi�en�alue(A0)
8: Sort nodes h�1, . . . ,�V i corresponding to increasing �i

9: return �rst h nodes such that
Õh
i=1w(�i ) � k

Now that we have combined community structure with belief
states (denoted Comm in Section 6), we compare it to the D������
�E���� procedure (without super-node formation).

(a)

I

S

S

S

S

...
...

· · ·

· · ·

I

I

I I· · ·

(b)

Figure 4: Comparing D������E���� and Comm
approaches

O���������� 5. There exists a class of graphs where D������
�E���� without super-nodes can never completely eradicate the dis-
ease with a budget of k whereas the Comm algorithm can eradicate
the disease in an expected O(n) rounds.

J������������. Consider a graph withM disjoint clusters (Fig-
ure 4a), each of size less than or equal to the budget k andM > k .
All the nodes in allM communities are in I state. In such graphs, the
Comm algorithm can treat one community at a time and achieve
full eradication after M ⇠ n/k ⇠ O(n) rounds as a community
of S nodes cannot infect other communities. However, the D��
�����E���� algorithm may not choose communities as a whole,
therefore eradication cannot be guaranteed unless the budget is
increased to n, which is equal to the size of the graph.

O���������� 6. There exists a class of graphs where the Comm
algorithm with a budget of k requires an expectedO((n�n0)!) rounds,
to completely eradicate the disease whereas D������E���� without
super-nodes can eradicate the disease in an expected O(n0) rounds
with a budget of k , where n0 is the size of the smaller star.

J������������. Consider a graphwith two stars of di�erent sizes
(Figure 4b) where the smaller star is of size n0 � k and the larger
star has a size of n � n0. Initially, the center node in the larger star
is in state I and the other nodes are in state S . All the nodes in
the smaller star are in state I . The dynamic eigenvalue algorithm
can eradicate the disease with just a budget of k in an expected
O(n0) rounds by choosing both the stars’ center and then choosing
one non-central node and the center, or two non-central nodes in

each round based on if the center node is in I state. However, the
Comm algorithm will cluster the smaller star and cure all of them
before choosing the I node in the larger star, where by then all of
the nodes in the larger star would have been infected. Based on an
analysis similar to Observation 1, we can conclude that the disease
will die out in an expected O((n � n0)!) rounds.

O���������� 7. Suppose the belief states equal the actual health
states and (� , �, c) = (1, 1, 0). Then, TRACE is guaranteed to perform
better than or at least as well as its individual components, in terms
of both budget and time, in all the classes of graphs discussed in the
Observations.

P����. For example, in Figure 1a, in case of exact beliefs, it is
guaranteed that TRACE will choose the central node since that
is the best choice by eigenvalue (all I nodes have equal belief of
[0,0,1]) and thereby eradicate the disease in O(|V |2) rounds with a
budget of k = 2. Similarly, in Figure 1b, TRACE is guaranteed to
choose all the k infected nodes since all the other nodes have zero
belief of being in I state, thus eradicating the disease in one round.
Thus, following Algorithm 1, we can similarly show that TRACE
will in fact perform at least as well as its individual components
in all the discussed classes of graphs (variants of trees, stars, and
clusters). We omit the details for brevity. ⇤

Thus, TRACE is able to leverage the advantages of each approach.
Although these special graphs do not by themselves represent real-
world human contact graphs, real graphs are formed from a com-
bination of these special graphs. Estimating that the belief space
representation is a reasonably accurate embedding of the informa-
tion we do have (there is no misinformation in observations while
screening), we hypothesize that TRACE’s superior performance
in these skeleton graphs can be extended to interpret good perfor-
mance in realistic graphs as well. This hypothesis is validated via
experiments.

6 EXPERIMENTS
We consider three real-world datasets on which we perform experi-
ments.

(1) India network [6]: A human contact network with n = 202
nodes, collected from a rural village in India, a setting in
which TB active screening may take place (1/�⇤A ⇠ 0.095).

(2) Infectious Exhibition network [14]: A real-world human
contact network with n = 410 nodes, collected during an
arti�cial simulation of contagion and containment at an
exhibition (1/�⇤A ⇠ 0.043).

(3) Irvine network [15]: An online social network with n =

1899 nodes, constructed from sent messages between the
users of an online community of students from UC Irvine
(1/�⇤A ⇠ 0.021).

As discussed in Section 3, we �rst attempt to solve our special
POMDP using the state-of-the-art modi�ed POMCP algorithm [19].
We show in Figure 5 that POMCP takes exponential time with
increasing n and fails to scale up beyond 10 nodes (India network)
for �xed values of k and T while TRACE is able to generate an
online POMDP policy for the whole network without exponential
increase in runtime. Factored POMDPs [29] and newer algorithms
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like DESPOT [22] also fail to scale up beyond a few nodes due to
memory over�ow. All results are averages over 20 simulation runs.

3 4 5 6 7 8 9 10

0

250

500

750
POMDP

TRACE

Figure 5: Runtime (s) v/s Number of nodes (n); k = 3,T = 10

Settings. Next, we analyze TRACE’s performance under various
� , � , c settings. � , �, c may depend on social contact patterns and
biological factors which may vary across populations [23]. We
explore a range of these parameters to show disease behavior under
a variety of scenarios. Since eradication does not depend on �

(by Proposition 1), we vary only � , c and �x � = 0.25 for the
experiments. The passive treatment rate c may vary widely, as
it depends on resource availability (clinic accessibility, outreach
campaigns, etc.). In all simulations, the budget is k = 5% of the total
population, and � = 0.5.

Setup. In the real world, active screening is performed only after
conducting initial surveys on the prevalence and incidence of the
disease. To simulate this, we run our experiments in two stages.

(1) Stage 1 (Survey Stage), starts at t = 0 with equal number
of S,E, I individuals and ends at t = 10. No active screening
is done and the disease evolves naturally. The initial belief
b
0 for all nodes is assumed to be [ 13 ,

1
3 ,

1
3 ] since we have

no prior information. Beliefs are updated when individuals
come to the clinic voluntarily (with probability c).

(2) Stage 2 (Active Screening Stage), we consider various
screening algorithms. We perform active screening from
t = 11 to t = 30 to represent 10 years of time (each round
is 6 months [7]). We compare the bene�t of these screening
strategies over and above no intervention (None), where in
None the evolution of the health states is based on disease
dynamics with no active screening.

Comparison with baselines. Given the lack of previous algo-
rithms, Figures 6 and 7 show the performance of TRACE against
simple baselines:
(1a) Random: Randomly select nodes for active screening.
(1b) Static Eigen (SE): Choose the nodes using Algorithm 2 after

removing lines 2 & 3 (no belief information), on the network
(no super-node formation). This baseline uses only the graph
structure information.

TRACE provides signi�cant improvement over None compared
to SE and Random (p < 0.05). The improvement is also practically
signi�cant (Cohen’s d > 1: large e�ect).

Comparison with individual components. Figure 8 shows
the performance of the three approaches that were combined to
form TRACE, illustrating that no single approach is solely re-
sponsible for TRACE’s performance. We compare the increase inÕt=30
t=0 |S |t for each approach over None. TRACE’s performance is

both statistically and practically signi�cant (p < 0.05 and Cohen’s
d ⇠ 0.6: medium e�ect) when compared to the three approaches:
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Figure 6: Increase in
Õt=30
t=0 |S |t for naive baselines and

TRACE over None (India network)
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Figure 7: Increase in
Õt=30
t=0 |S |t for naive baselines and

TRACE over None (Irvine network)

(2a) Dynamic Eigen (DE): Choose the nodes using just Algo-
rithm 2 without any super-node formation.

(2b) Max Belief (MB): Choose the nodes with the higher belief
of being infected in that time-step, i.e. bti, I .

(2c) Community (Comm): Choose the nodes by a 0-1 knapsack
algorithm (knapsack weight = budget k) after super-node
formation.
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Figure 8: Performance by TRACE component (India
network)

Further, we analyze the minimum additional budget required to
achieve performance comparable to TRACE in Figure 9, revealing
the budgetary savings from using TRACE. TRACE with all its com-
ponents produces signi�cant savings over attempting to use each
component alone.
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Figure 9: Minimum extra budget (in %) required to match
performance of TRACE (India network)

The synergy of belief states, eigenvalues and community gives
TRACE a clear advantage on both the datasets (Figure 10), where
we see an increasing divergence over time in the performance of
TRACE compared to Random and SE.
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(a) India network
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Figure 10: Increase in
Õt=T
t=0 |S |t over None for varying T

(� = 0.1, � = 0.25, c = 0.2)

7 CONCLUSION
We proposed a novel active screening model and an algorithm
(TRACE) to facilitate multi-round active screening for recurrent
diseases. Unlike existing works in AI literature, the Active Screen-
ing model incorporates uncertainty of health states as well as the
SEIS disease complexities of no permanent cure and a latent stage.
TRACE performs signi�cantly better, in a scalable fashion, than the
baselines and each of its components individually in a variety of
real-world inspired settings.

Future directions include incorporating more complex disease
models (e.g. including maternal immunity, carrier states etc.), in-
cluding birth and death processes, and introducing patient hetero-
geneity (age, gender, medical history and other features) and costs
of treatment and screening into the model.
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ABSTRACT
Models of spread processes over non-trivial networks are com-
monly motivated by modeling and analysis of biological networks,
computer networks, and human contact networks. However, iden-
ti�cation of such models has not yet been explored in detail, and
the models have not been validated by real data. In this paper, we
present a su�cient condition for asymptotic stability of the healthy
equilibrium, show that the condition is necessary and su�cient
for uniqueness of the healthy equilibrium, and present a result on
learning the ratio of the spread parameters. Finally, we employ John
Snow’s seminal work on cholera epidemics in London in the 1850’s
to validate an approximation of a well-studied network-dependent
susceptible-infected-susceptible (SIS) model.
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Mathematical models of virus spread have been studied for cen-
turies [2]. Recently these models have been extended to include
network structure. In this work we focus on SIS models with infec-
tion parameters �i and a healing rates �i . A virus model is called
homogeneous if the infection and healing rates are the same for
every agent, and heterogeneous if they are di�erent for each agent.
In this work, we focus on discrete-time SIS models, mainly for the
more general, heterogeneous models. For reviews on epidemic
processes see [8, 10].
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While parameter estimation of epidemic spread with real data
has been carried out for some models [6, 7, 15], the previous work
has either not had network structure included or employed a large
probabilistic model. Ignoring network structure is tantamount to
making a strong simplifying assumption, and using a full probabilis-
tic model can become very computationally expensive as the size
of the network grows. For these reasons we focus on a nonlinear
network-dependent ordinary di�erential equation model. To the
best of our knowledge, no work has been done on the identi�cation
of spread parameters from data for these models. Many virus spread
papers using these models have claimed to use real data to test their
models, but no true validation of non-trivial network-dependent
SIS spread models has been done. Previous work has used real
data to identify underlying network structure, however there have
been no prior e�orts that have considered spread process data and
identi�cation over these networks. [4, 14].

We use the cholera dataset compiled by John Snow in [12] to
validate the spread model analyzed in this work. Dr. Snow mapped
the deaths caused by cholera in the Soho District of London in 1854
to illustrate that the infection was being spread by contaminated
water via a speci�c pump, the Broad Street pump, and not via the
air, as was the belief at the time. �is seminal work by Snow has led
to the modern day �eld of epidemiology [3]. While now, partially
due to Snow, we understand cholera, how it spreads, and how to
mitigate it, this illness is still a serious problem in poorer parts of the
world today, highlighted by the current outbreak in Yemen where
there have been over one million suspected cases of cholera and
over 2,270 cholera-related deaths since the end of April 2017 [1].

John Snow’s original spatial dataset of the cholera epidemic is
static and does not contain time series data. Shiode et al. created
spatial time series data, presented in [11] using additional sources
and some statistical methods. However, Shiode et al. did not per-
form any dynamic analysis on their dataset, and have not made
the dataset publicly available. We use a technique developed in the
analysis section herein, combined with several strong but reason-
able assumptions, to reproduce time series data, and in so doing,
validate the model with the dataset. As far as we know, this is
the �rst a�empt to study Snow’s cholera dataset from a dynamical
systems’ perspective to validate models of epidemic processes.

1 SIS MODEL
We focus on a discrete-time SIS model. �e state xi can correspond
to the probability of infection of the ith agent [13] or the infected

Prathyush Sambaturu
17



epiDAMIK’18, August 2018, London, UK P. E. Paré et al.

proportion of group i [5]. For the identi�cation of the spread process
parameters in Section 3 we employ the la�er case. We model the
system dynamics by

xk+1i = xki + h
©≠
´
(1 � xki )�i

n’
j=1

ai jx
k
j � �ix

k
i
™Æ
¨
, (1)

where k is the time index and h > 0 is the sampling parameter. We
write (1) in matrix form as

xk+1 = xk + h((I � Xk )BA � D)xk , (2)

where Xk = dia�(xk ), B = dia�(�i ), and D = dia�(�i ). Note that A
is the matrix of ai j ’s and is not necessarily symmetric.

For the model to be well-de�ned we make several assumptions.

A��������� 1. For all i 2 [n], we have x0i 2 [0, 1].
A��������� 2. For all i 2 [n], we have �i � 0, �i � 0 and, for

all j 2 [n], ai j � 0.

A��������� 3. For all i 2 [n], h�i  1 and h�i
Õ
j,i ai j  1.

L���� 1.1. For the system in (2), under the conditions of Assump-
tions 1, 2, and 3, xki 2 [0, 1] for all i 2 [n] and k � 0.

Lemma 1.1 implies that the set [0, 1]n is positively invariant with
respect to the system de�ned by (2). Since xi denotes the fraction
of group i infected, or is an approximation of the probability of
infection of individual i and 1�xi denotes the fraction of group i that
is healthy, or is an approximation of the probability of individual i
being healthy, it is natural to assume that their initial values are in
the interval [0, 1], since otherwise the values will lack any physical
meaning for the epidemic model considered here. �erefore, we
focus on the analysis of (2) only on the domain [0, 1]n .

We also make the following assumption to ensure non-trivial
virus spread.

A��������� 4. We have h , 0 and 9i , j s.t. �i j > 0.

Note that we do not assume the healing rates to be nonzero. �is
allows for the possibility of SI (susceptible-infected) models.

2 ANALYSIS
For analysis purposes we need an assumption on the structure of
the BAmatrix. A square matrix is called irreducible if it cannot be
permuted to a block upper triangular matrix.

A��������� 5. �e matrix BA is irreducible.

Note that this assumption is equivalent to the underlying graph
being strongly connected.

T������ 2.1. Suppose that Assumptions 1-5 hold for (2). If �(I �
hD + hBA)  1, then the healthy state is asymptotically stable with
domain of a�raction [0, 1]n .

P���������� 1. Suppose that Assumptions 1-5 hold. If �(I �hD +
hBA) > 1, then (2) has two equilibria, 0 and x⇤, where x⇤ � 0.

T������ 2.2. Under Assumptions 1-5, the healthy state is the
unique equilibrium of (2) if and only if �(I � hD + hBA)  1.

�e following corollary shows that the ratio of the spread param-
eters can be recovered for the heterogeneous case with di�erent
�i ’s and �i ’s for each agent (and includes the homogeneous case as
a special case) if A and the endemic state are known.

Figure 1: Map of cholera spread in London in 1854 compiled
by John Snow [12]: healthy water pumps, the contaminated
pump, and household deaths are depicted by blue diamonds,
the yellow diamond, and black rectangles, respectively.

Figure 2: Digitization of Figure 1: �e healthy water pumps,
the contaminated pump, and the deaths are depicted by blue
diamonds, the yellow diamond, and red dots with the diam-
eters scaled by the number of deaths, respectively.

C�������� 2.3. Considering the model in (1) under Assumptions
1-5, if A and the endemic state, x⇤ � 0, are known, then

�i
�i
=

(1 � x⇤i )
x⇤i

n’
j=1

ai jx
⇤
j . (3)

We will use the above corollary in the validation work that follows.

3 VALIDATION: SNOW DATASET
Nowwe employ the seminal cholera dataset collected by John Snow
[12] for validation of the model in (1).

3.1 Snow Dataset
Snow depicted the number of deaths per household caused by
cholera in the Soho District of London in 1854 on a map of the area.
In Figure 1, the original map is shown, where each small rectangle
corresponds to one death at that address. Snow created this map to
illustrate to o�cials that the cholera epidemic was being spread by
infected water from the Broad Street pump (the yellow diamond),
and not through the air, the common belief at that time. We have
plo�ed this data in Figure 2, with diamonds indicating the water
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Figure 3: Total deaths per day in the Soho District of London
in 1854, compiled by John Snow (from Table I in [12]).

pumps and red dots indicating deaths. �e dataset is comprised
of 250 households with at least one death. Snow also documented
the cumulative deaths per day in Table I of [12], plo�ed in Figure
3. �e time of deaths for each address is not recorded. �e total
cumulative deaths in the table is 616, but the total number of deaths
on the map are 489. �erefore, there is a discrepancy of 127 deaths,
whose household addresses are not included in the map.

3.2 Spread Validation
For the validation, each household with a death recorded by Snow
in the map in Figure 1 corresponds to a node in the model. �e last
node in the model corresponds to the contaminated pump, the one
on Broad Street, and we do not include the healthy water pumps
in the model. We realize that ignoring the households with no
recorded deaths and ignoring the healthy pumps are nontrivial
assumptions. However, as was noted by Snow, many residents
�ed the city once they became aware of the outbreak [12]. For
the households that did not �ee, we assume they either had such
a high healing rate that their inclusion would have been trivial
and/or that these households exclusively drank from another pump
and did not closely associate with neighbors who did drink from
the Broad Street pump. Despite these (and subsequent) relatively
strong assumptions, the validation results are quite promising.

�e state of the system, xk , is the percentage of total deaths
in each household up to time k . �e epidemic equilibrium of the
system, which we call x⇤, was calculated from the data in Figure
2, for the �rst a�empt, by dividing the total number of deaths in
each household by 20, and therefore assuming that each household
has 20 members. �is number was chosen because the maximum
number of deaths was 15. For the last a�empt we approximated the
household sizes using Figure 1 in [11]; see Table 1. �e last element
of x⇤, corresponding to the contaminated pump, was set to 19

20 .
We employed Corollary 2.3 to calculate the �i

�i
values. �en for

simulation we set �i = 1 for all i and chose h as large as possible
while still meeting Assumption 3. For the initial condition in the
simulations, we began with the Broad Street pump infected and all
the households healthy:

x0 =
⇥
0 . . . 0 1

⇤>
. (4)

�is initial condition is shown in Figure 4 (as well as the two consid-
ered graph structures), where the contaminated pump is depicted
as a yellow diamond. As a consequence of these assumptions, our

(a) A(1) from (5) (b) A(2) from (6)

Figure 4: Initial condition of simulations with graph struc-
tures: blue circles indicate healthy households and the yel-
low diamond indicates the infected pump.
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Snow Dataset vs. Simulated Deaths using A(1) Matrix

 

 

Number of Deaths from Table I of Snow Paper
Simulated Data using Learned Spread Parameters

Figure 5: Comparison of Figures 3 and the simulated data
using the learned parameters from the data in Figure 2, em-
ploying Corollary 2.3 and A(1) from (5): Note that the model
does not capture the behavior of the system. �e Euclidean
distance between the two plots is 146.52, and the in�nity
norm is 105.

tuning parameter for adjusting the learned �i parameters, and con-
sequently the spread behavior, was the connectivity matrix A.

For the �rst a�empt, we designed A(1) such that

a(1)i j =

8>>><
>>>:

1, if kzi � zj k < r ,

1, if i = j,
0, otherwise,

(5)

where zi is the location of household i and r was smallest number
such that the graph was connected (shown in Figure 4a). Using the
�i
�i

values derived using A(1), we simulated the system, using (1).
To meet the constraints of Assumption 3, we had to set h = 1

175 .
To create a plot of deaths per day, we multiplied the state of the
system, i.e., the percentage of deaths in each household up to that
point, by the household sizes (assumed to be 20), rounded to the
nearest integer, took the di�erence between the states of each time
step (since the state represents cumulative number of deaths up to
that point), and then summed every three time series points (due to
the small h value), therefore assuming that each time series point
corresponds to a third of a day. Note that this approach does not
capture the behavior of the system very well as it is very di�erent
than the dataset, as depicted in Figure 5. �e Euclidean distance
between the two plots is 146.52, and the in�nity norm is 105.
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Household Sizes
Range in [11] Estimate
0-4 4
5-9 7
10-14 12
15-24 20
24-403 25⇤

Table 1: Estimates for household sizes from Figure 1 in [11]
used in the simulation with A(2): ⇤�e workhouse popula-
tion was set to 403.

For the �nal a�empt we changed to heterogeneous household
sizes, using Figure 1 in [11] to approximate these values. We re-
moved all edges except the self loops and the binary directed edges
from the pump to every household with at least one death. �e con-
nection from the pump to the workhouse was set to 1

10 because they
had their own well and only a small fraction of the 403 residents
drank from the Broad Street pump [12]. �erefore

A(2) =

26666666666664

1 0 . . . 0 1

0 1 . . . 0
...

0 0
. . . 0 1

10

0 0 . . . 1
...

0 0 . . . 0 1

37777777777775

. (6)

We found via simulation that as long as the edge weight correspond-
ing to the workhouse was less than or equal to 0.45 then the results
were very similar.

Plo�ing the data from Figure 3 and the simulated data using the
learned parameters from the data in Figure 2, employing Corollary
2.3 and A(2) from (6) on the same plot for comparison in Figure 6
shows that we capture the behavior of the outbreak quite well. �e
Euclidean distance between the two plots is 75.16, and the in�nity
norm is 70. One of the reasons for this discrepancy is due to the
fact that we used the spatial dataset in Figures 1-2, which had only
489 documented deaths, while the cumulative data from Table I in
[12], shown in Figure 3 and the blue line in Figure 6, has a total
of 616 deaths. �e di�erence of 127 has caused the discrepancy.
�e lack of the address information for the additional 127 deaths
is one of the reasons the plots are not identical. However, the
discrepancy is distributed fairly evenly across the whole sample
time. Consequently, we have shown that the model in (1) captures
the behavior of the cholera epidemic from John Snow’s 1854 dataset
very well. Note that the fact that A(2) from (6) performs the best
supports Snow’s hypotheses that the Broad Street pump was the
source of the cholera outbreak, and that cholera does not spread
easily between people or the air, which is known to be true today.

4 CONCLUSION
We have provided necessary and su�cient conditions for unique-
ness of the healthy equilibrium, conditions for the existence of an
endemic state., and a necessary condition for asymptotic stability
of the healthy state. We use a corollary of this analysis to recover
the ratio of the virus spread parameters. Using this corollary we

0 5 10 15 20 25 30 35 40 45
0

20

40

60

80

100

120

140

days

d
e
a
th

s

Snow Dataset vs. Simulated Deaths using A(2) Matrix

 

 

Number of Deaths from Table I of Snow Paper
Simulated Data using Learned Spread Parameters

Figure 6: Comparison of Figure 3 and the simulated data us-
ing the learned parameters from the data derived using A(2)

in (6): Note that there is a di�erence in the magnitude, but
the general shapes are very similar.

have validated a discrete-time, network-dependent SIS virus spread
model using John Snow’s seminal cholera dataset with very good
results. In future work, would like to �nd other datasets to help
further validate the SIS models. We would like to further study
identi�cation of the spread model accounting for noise in the data.
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ABSTRACT
Early detection and modeling of a contagious epidemic can pro-
vide important guidance about quelling the contagion, controlling
its spread, or the e�ective design of countermeasures. A topic of
recent interest has been the design of social network sensors, i.e.,
identifying a small set of people who can be monitored to provide
insight into the emergence of an epidemic in a larger population.
We formally pose the problem of designing social network sensors
for �u epidemics and identify two di�erent objectives that could
be targeted in such sensor design problems. Using the graph the-
oretic notion of dominators we develop an e�cient and e�ective
heuristic for forecasting epidemics at lead time. Using six city-scale
datasets generated by extensive microscopic epidemiological simu-
lations involving millions of individuals, we illustrate the practical
applicability of our methods and show signi�cant bene�ts (up to
twenty-two days more lead time) compared to other competitors.
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1 INTRODUCTION
Motivated by complicated public health concerns during the initial
stages of a pandemic (other than just detecting if there is an epi-
demic at all) [11], public health o�cials are usually interested in
the questions: Will there be a large disease outbreak? Or, has the
epidemic reached its peak? These are important questions from a
public health perspective [3]; the answers can help determine if
costly interventions are needed (e.g., school closures), the strategies
to organize vaccination campaigns and distributions, locations to
prioritize e�orts to minimize new infections, the time to issue advi-
sories, and in general how to better engineer health care responses.

Given a graph and a contagion spreading on it, can we answer
such questions by monitoring some nodes to get ahead of the over-
all epidemic? A social sensor is a set of individuals selected from
the population which could indicate the outbreak of the disease
under consideration, thus giving an early warning. Many exist-
ing methods for such detection problems typically give indicators
which lag behind the epidemic. Recent work by Christakis and
Fowler [5] has made some advances. They �rst proposed the notion
of social network sensors for monitoring �u based on the friend-
ship paradox: your friends have more friends than you do. They
proposed a so-called ‘Friend-of-Friend’ approach to use the set of
friends nominated by the individuals randomly sampled from the
population as the social sensor. After implementing it among stu-
dents at Harvard, Christakis and Fowler found that the peak of the
daily incidence curve (the number of new infections per day) in the
sensor set occurs 3.2 days earlier than that of a same-sized random
set of students.

Figures 1 and 2 depict the results of experiments we did on
two large contact networks—Oregon and Miami (see Table 1 for
details)—using the SEIR model. We formed the sensor set using
the approach given in [5] and measured the average lead time of
the peaks for 100 runs (hence the results are robust to stochastic
�uctuations). For the Oregon dataset, Fig. 1 shows that there is a
lead time of 11 days on average for the peak in the sensor set with
respect to the random set (see Fig. 1(c)). In contrast, for the Miami
dataset, no lead time for the sensor set is observed (see Fig. 2(c)).

There may be several possible reasons for these inconsistencies.
First, the ‘Friend-of-Friend’ approach implicitly assumes that the
lead time always increases as we add more sensors into the set.
Second, the lead time observation is assumed to be independent of
the underlying network topology structures, which is clearly not
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Figure 1: Illustration of the Friend-of-Friend approach [5] on the Oregon dataset. (a) True daily incidence curve (left), (b) �tted
daily incidence curve with logistic function (middle), and (c) distribution of lead time over 100 experiments (right). Note that
there is a non-zero lead time observed, i.e., the peak of the sensor curve occurs earlier than the peak of the curve for the
random group.

Figure 2: Illustration of the Friend-of-Friend approach on the Miami dataset. (a) True daily incidence curve (left), (b) �tted
daily incidence curve with logistic function (middle), and (c) distribution of lead time over 100 experiments (right). Note that
this experiment does not reveal any lead time.
the case. Finally, and most importantly, the work in [5] does not
formally de�ne the problem it is trying to solve, i.e., what objective
does the sensor set optimize?

In this paper, we systematically formalize the problem of pick-
ing appropriate individuals to monitor and forecast the disease
spreading over a social contact network. Our contributions are:

(1) We formally pose and study three variants of the sensor set
selection problem.

(2) We provide an e�cient heuristic based on the notion of
graph dominators which solves one variant of the social
sensor selection problem.

(3) We conduct extensive experiments on city-scale datasets
based on detailed microscopic simulations, demonstrating
improved lead time over competitors (including the Friend-
of-Friend approach of [5]).

(4) We design surrogate/proxy social sensors using demographic
information so that it is easy to deploy our approach in
practice without knowledge of the full contact network.

2 EPIDEMIOLOGY FUNDAMENTALS
The most fundamental computational disease model is the so-called
‘Susceptible-Infected’ (SI) model where each individual (e.g. node in
the disease propagation network) is considered to be in one of two
states: Susceptible (healthy) or Infected. Any infected individual
may infect each of its neighbors independently with probability � .
Also, the SI model assumes every infected individual stays infected
forever. For a clique of N nodes, the SI model can be characterized
as:

dI

dt
= � ⇥ (N � I ) ⇥ I

where I is the number of infected nodes at time t . It is easy to
prove that the solution for I is the logistic or sigmoid function, and
its derivative (or the number of new infections per unit time) is
symmetric around the peak.

The disease model that we use in this paper is the so-called SEIR
model where a node in the disease propagation network is in one
of four states: Susceptible, Exposed, Infected, and Recovered.The
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dynamics of the SEIR model can be described as:

dS

dt
= ��SI dI

dt
= �E � � I

dE

dt
= �SI � �E

dR

dt
= � I ,

where S , E, I , and R denote the number of individuals in the corre-
sponding states at time t , and S + E + I + R = N . Here � , � and �
represent the transition rates between the di�erent states. Notice
that since we are considering disease epidemics during a short pe-
riod of time in this paper, we ignore the birth and death rates in
the standard SEIR model here.

3 PROBLEM FORMULATION
Using the SEIR process, let G = (V ,E) be a social contact network
where V and E represent the vertex set and edge set respectively.
We use f (S) to denote the probability that at least one vertex in the
sensor set S gets infected, starting the disease spread from a random
initial vertex. The most basic problem in such a setting is the early
detection problem, in which the goal is to select the smallest sensor
set S so that some vertices in S get infected within the �rst d days
of the disease outbreak in the networkG with probability at least �
(here, d and � are given parameters)—this can be used to detect if
there is an epidemic at all. This problem can be viewed as a special
case of the detection problem in [10], and can be solved within
a constant factor by a greedy submodular function maximization
algorithm. As we show later, our optimization goal is non-linear
and not submodular, and hence the approach in [10] can not be
directly applied. Importantly, the early detection problem does not
capture the more important issues about the disease characteristics
of relevance to public health o�cials, and therefore we do not
explore this further. For example, just detecting an infection in
the population is generally not su�cient justi�cation for doing
an expensive intervention by public health o�cials (as the disease
might not spread and may disappear soon). But knowing that the
infection will still grow further and peak gives justi�cation for
robust infection control measures.

In our formulation, we use the term epicurve I (t) to refer to
the time series of number of infections by day. The peak of an
epicurve is its maximum value, i.e., maxt I (t). Note that it is possible
for an epicurve to have multiple peaks, but for most epidemic
models in practice, the corresponding epicurves usually have a
single peak. The derivative of the I (t) with respect to t is called the
daily incidence curve (number of new infections per day). The “time
of peak” of the epicurve corresponding to the entire population is
the time when the epicurve �rst reaches its peak, and is denoted by
tpk = argmaxt I (t). Similarly, we use tpk (S) to denote the time-of-
peak of the epicurve restricted only to a set S . The lead time of the
epicurve peak for sensor set S compared to the entire population is
then simply tpk � tpk (S). The problem we study in this paper is:

(�,k)-Peak Lead Time Maximization (PLTM)
Given: Parameters � and k , network G, and the epi-
demic model
Find: A set of nodes S from G such that

Smax = argmax
S

E[tpk � tpk (S)]

s.t. f (S) � �, |S | = k

Here, k is the budget, i.e. the required size of sensor set. Notice
that we need the f (S) constraint so that we only choose sets which
have a minimum probability of capturing the epidemic—intuitively,
there may be some nodes which only get infected infrequently, but
the time they get infected during the disease propagation might be
quite early. Such nodes are clearly not good ‘sensors.’

4 PROPOSED APPROACH
Unfortunately, the peak of an epicurve is a high variance measure,
making it challenging to address directly. Further, the expected
lead time, E[tpk � tpk (S)] is not non-decreasing (w.r.t. |S |) and non-
submodular, in general. Hence we consider a di�erent but related
problem as an intermediate step. Let tinf (�) denote the expected
infection time for node� , given that the epidemic starts at a random
initial node. Then:

(�,k)-MinimumAverage Infection Time (MAIT)
Given: Parameters � and k , network G, and the epi-
demic model
Find: A set S of nodes such that

Smin = argmin
S

’
� 2S

tinf (�)/|S |

s.t. f (S) � �, |S | = k

Justi�cation: In contrast to the peak, note that the integral of
the epicurve restricted to S , normalized by |S |, corresponds to the
average infection time of nodes in S , which is another useful metric
for characterizing the epidemic. Further, if the epicurve has a sharp
peak, which happens in most real networks and for most disease
parameters, the average infection time is likely to be close to tpk .

ApproximatingMAIT:TheMAIT problem involves f (S), which
can be seen to be submodular, following the same arguments as
in [7], and can be maximized using a greedy approach. However,
the objective function — average infection time

Õ
� 2S tinf (�)/|S | is

non-linear as we keep adding nodes to S , which makes this problem
challenging, and the standard greedy approaches for maximizing
submodular functions and their extensions [8] do not work directly.
In particular, we note that selecting a sensor set S which minimizesÕ
� 2S tinf (�) (with f (S) � �) might not be a good solution, since

it might have a high average infection time
Õ
� 2S tinf (�)/|S |. We

discuss below an approximation algorithm for this problem. For
graph G = (V ,E), letm = |E |, n = |V |.

L���� 1. It is possible to obtain a bi-criteria approximation S ✓ V

for any instance of the (�,k)-MAIT problem on a graph G = (V ,E),
given the tinf (·) values for all nodes as input, such that

Õ
� 2S tinf (�) is

within a factor of two of the optimum, and f (S) � c ·� , for a constant
c . The algorithm involvesO(n2 logn) evaluations of the function f (·).

P����. (Sketch) Let tinf (�) denote the expected infection time
of � 2 V , assuming the disease starts at a random initial node. Let
Bopt be the average infection time value for the optimum; we can
“guess” an estimate B0 for this quantity within a factor of 1 + � , by
trying out powers of (1 + � )i , for i  logn, for any � > 0, since
Bopt  n. We run O(logn) “phases” for each choice of B0.

Within each phase, we now consider the submodular function
maximization problem to maximize f (S), with two linear con-
straints: the �rst is

Õ
tinf (�)x(�)  B

0
k and

Õ
� x(�)  k , where
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x(·) denotes the characteristic vector of S . Using the result of Azar
et al. [1], we get a set S such that f (S) � cµ(B0), for a constant c , andÕ
� 2S tinf (�)  B

0
k and |S |  k , where µ(B0) denotes the optimum

solution corresponding to the choice of B0 for this problem. If we
have |S | < k , we add to it k � |S | nodes with the minimum tinf (·)
values, which are not already in S , so that its size becomes k . Note
that for the new set S , we have

Õ
� 2S tinf (�)  2B0

k , since the sum
of the infection times of the nodes added to S is at most B0

k .
Note that the resulting set S corresponds to one ‘guess’ of B0. We

take the smallest value of B0, which ensures f (S) � c� . It follows
that for this solution S , we have

Õ
� 2S tinf (�)/|S |  2Bopt and

|S | = k . The algorithm of Azar et al. [1] involves a greedy choice
of a node each time; each such choice involves the evaluation of
f (S 0) for some set S 0, leading to O(n2) evaluations of the function
f (·); since there are O(logn) phases, the lemma follows. ⇤

Heuristics. Though Lemma 1 runs in polynomial time, it is quite
impractical for the kinds of large graphs we study in this paper
because of the need for a super-quadratic number of evaluations of
f (·). Therefore, we consider faster heuristics for selecting sensor
sets. The analysis of Lemma 1 suggests the following signi�cantly
faster greedy approach: pick nodes in non-decreasing tinf (·) order
till the resulting set S has f (S) � � . In general, this approach might
not give good approximation guarantees. However, when the net-
work has “hubs”, it seems quite likely that the greedy approach
will work well. However, even this approach requires repeated
evaluation of f (S), and can be quite slow. The class of social net-
works we study has the following property: nodes � which have
low tinf (�) are usually hubs and have relatively high probability of
becoming infected. This motivates the following simpler and much
faster heuristic, referred to as the Transmission tree (TT) based
sensors heuristic:

(1) generate a set T = {T1, . . . ,TN } of dendrograms; a dendro-
gram Ti = (Vi ,Ei ) is a subgraph of G = (V ,E), where Vi is
the set of infected nodes and an edge (u,�) 2 E is in Ei i�
the disease is transmitted via (u,�);

(2) for each node � , compute di� , which is its depth in Ti , for all
i , if � gets infected in Ti ;

(3) compute tinf (�) as the average of the di� , over all the dendo-
grams Ti , in which it gets infected;

(4) discard nodes � with tinf (�) < �0, where �0 is a parameter
for the algorithm;

(5) order the remaining nodes �1, . . . ,�n0 in non-decreasing
tinf (·) order (i.e., tinf (�1)  tinf (�2)  . . .  tinf (�n0))

(6) Let S = {�1, . . . ,�k }
We also use a faster approach based on dominator trees, which

is motivated by the same greedy idea. We referred to it as the
Dominator tree (DT) based sensors heuristic:

(1) generate dominator trees corresponding to each dendro-
gram;

(2) compute the average depth of each node � in the dominator
trees (as in the transmission tree heuristic);

(3) discard nodes whose average depth is smaller than �0;
(4) order nodes based on their average depth in the dominator

tree, and pick S to be the set of the �rst k nodes.
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Figure 3: (i) An example graph and (ii) its dominator tree.
In practice, the dominator will have a signi�cantly reduced
number of edges than the original graph.

Formally, the dominator relationship is de�ned as follows. A node x
dominates a node� in a directed graph i� all paths from a designated
start node to node� must pass through node x . In our case, the start
node indicates the source of the infection or disease. Consider Fig. 3
(left), a schematic of a social contact network. All paths from node
A (the designated start node) to node H must pass through node B,
therefore B dominates H. Note that a person can be dominated by
many other people. For instance, both C and F dominate J, and C
dominates F. A node x is said to be the unique immediate dominator
of � i� x dominates � and there does not exist a node z such that x
dominates z and z dominates �. Note that a node can have at most
one immediate dominator, but may be the immediate dominator
of any number of nodes. The dominator tree D = (VD ,ED ) is a
tree induced from the original directed graphG = (VG ,EG ), where
V
D = V

G , but an edge (u ! �) 2 E
D i� u is the immediate

dominator of � in G. Fig. 3 (right) shows an example dominator
tree.

The computation of dominators is a well studied topic and we
adopt the Lengauer-Tarjan algorithm [9] from the Boost graph li-
brary implementation. This algorithm runs inO((|V |+ |E |) log(|V |+
|E |)) time, where |V | is the number of vertices and |E | is the number
of edges.

5 EXPERIMENTAL RESULTS
Our experimental investigations focus on addressing the following
questions:

(1) How do the proposed approaches perform when forecasting
the epidemic in terms of the lead time?

(2) How large should our sensor set size be?
(3) How many days are necessary to observe a stable lead time?
(4) What is the predictive power of the sensor set in estimating

the epidemic curve over the full population?
(5) Is it possible to employ surrogates for sensors?

Table 1 shows some basic network statistics of the datasets we used
in our experiments. The Oregon AS (Autonomous System) router
graph is an AS-level connectivity network inferred from Oregon
route-views [4]. Although this dataset does not relate to epidemio-
logical modeling, we use it primarily as a testbed to understand how
(and if) graph topology a�ects our results due to the relatively small
size and neat graph structure. The rest of the datasets are synthetic
but realistic social contact networks (see [2, 6]) for six large cities

Prathyush Sambaturu
24



Forecasting the Flu KDD epiDAMIK’18, August 2018, London, UK

Table 1: Characteristics of datasets used in the experiments.

Dataset Nodes Avg. deg Max deg
Oregon 10,670 4.12 2,312
Miami 2,092,147 50.38 425
Boston 4,149,279 108.32 437
Dallas 5,098,598 113.10 477
Chicago 9,047,574 118.83 507
Los Angeles 16,244,426 113.08 463
New York 20,618,488 93.14 464

in the United States. These six US city datasets are generated with
speci�c aim at modeling epidemics in human populations.

In our experimental study, we evaluated our two proposed ap-
proaches: the transmission tree based heuristic and the dominator
tree based heuristic. For comparison, we also implemented two
strategies as baseline methods: (i) a Top-K high degree sensors
heuristic used in [5] where a set P ✓ V is �rst sampled and for each
� 2 P its K neighbors with largest degree are selected, and (ii) a
Weighted degree (WD) sensors heuristic, which is similar to the
previous heuristic except that the K neighbors are chosen based on
largest weighted degree. The weight we use here is the durations
of the activities indicated by edges of the graphs in the datasets
mentioned in Table 1. However, since we don’t have these weights
for the Oregon dataset, we will omit the results of the WD sensor
heuristic on the Oregon dataset.

Our primary �gure of merit is the lead time, calculated as follows.
For each run of the disease model in a social contact network, we
�t a logistic function curve to the cumulative incidence of the
chosen sensor set and a random sampled set from V . Here, we
use the random sampled set to represent the entire population
for the large city-level datasets we used in our experiments. (It is
usually impossible to track the entire population in practice.) We
then derive daily incidence curves for both the sensor set and the
random set (we will refer to this set as random set in the rest of this
paper). Let ts and tr represent the peak times of the daily incidence
curves for the sensor and random sets respectively, and the lead
time is de�ned as �t = tr � ts .

For all the experiments in this section, the parameters for the
epidemic simulations are set as follows unless speci�ed. We set
� = 0.8 (see the de�nitions of the PLTM and MAIT problems) and
�u transmission rate to be 4.2 ⇥ 10�5 for the SEIR disease model.
The size for the sensor set and random set (k) is 5% of the entire
population, and the epidemic simulations start with �ve randomly
infected vertices in the networks. All the results were obtained by
averaging across 1, 000 independent runs.

5.1 Performance of predicted epidemic lead
time

In this experimental study, we set the �u transmission rate to 0.05
for the SEIR model in the Oregon dataset due to its relatively small
size compared to theMiami dataset. Fig. 4 depicts the daily incidence
curves of the four sensor selection heuristics and the random set on
Oregon and Miami datasets, and Fig. 5 describes the corresponding
peak time of the daily incidence curves shown in Fig. 4. As we can
see from these �gures, on the Oregon dataset, the performance of
the proposed heuristics and baseline heuristics is comparable where
they both predict the peak of the epicurves about �ve days earlier

when compared to the ground truth. However, on theMiami dataset,
the proposed TT and DT heuristic approaches give a much larger
lead time, around 10 days, compared to the about two-day and
almost zero day lead time in the WD and Top-K baseline heuristics.
This is because, as described earlier, our approaches are precisely
designed to try to pick vertices with early expected infection time
from the disease propagation network as social sensors. We also
study whether the number of the initial infected vertices will a�ect
the predicted lead time. Table 2 shows the predicted lead time of
the two proposed and the two baseline heuristics for 1, 5, and 10
initial infected vertices in the epidemic simulations. As the results
in this table show, the number of initial infected vertices would not
have too much impact on the predicted lead time.

5.2 How many sensors to choose?
Since we have already demonstrated the in�uences of the network
topology on social sensor selection strategies, we will put the Ore-
gon dataset aside, and focus on the social contact network datasets
for US cities in the rest of the experiments. An interesting conun-
drum is the number of sensors to select in a design. Fig. 6 depicts
the mean lead time and the inverse of variance-to-mean ratio of
the lead time v.s. the sensor size for the Miami datasets. The results
show that the variance of the lead time estimate is high for small
size of sensor sets and decreases as the sensor set size increases.
This suggests a natural strategy of scaling the lead time against the
variance, thus helps establish a sweet spot in the trade-o�. This
variance-to-mean ratio is also known as the Fano factor, which
is widely used as an index of dispersion. In the result for the Mi-
ami dataset, there is a clear peak in the �gure of the inverse of
variance-to-mean ratio, which suggests a suitable size of sensors to
pick.

5.3 Empirical study on stability of lead time
In this experiment, we study the stability of the estimated lead time
as we observe more data on the sensor group when the number
of monitoring days increases. As is well known, the cumulative
incidence curve of �u epidemics can be modeled by a logistic func-
tion where the dependent and independent variables are the �u
cumulative incidence and the time of the epidemic (days in our
context). Here, we vary our �u epidemic simulation time from 2
days to 300 days on the Miami dataset, estimate cumulative inci-
dence curves (with logistic function) for both the sensor and the
random set based on the simulated cumulative �u incidence data,
and then compute the lead time. Fig. 7 shows the lead time vs. the
�u epidemic simulation time. As we can see from this �gure, the
estimated lead time �uctuates a lot when the simulation time is
short and stabilizes at around 12 days when the epidemic simula-
tion time is more than around 80 days. Such results provide some
insights for public health o�cials on how much epidemic data they
should collect in order to make an accurate estimation of the �u
outbreak from the time domain perspective.

5.4 Predicting population epidemic curve from
sensor group epidemic curve

In this experiment, we study the relationship between the �u cu-
mulative incidence curve of sensor and that of random group. As
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Figure 4: Daily incidence of sensor sets selected by the heuris-
tic approaches compared to the true daily incidence in the sim-
ulated epidemic on (a) Oregon dataset (left), (b) Miami dataset
(right).

Figure 5: The expected peak time of the daily incidence curve
on (a) Oregon dataset (left), (b)Miami dataset (right). Here Top-
3, WD, TT, and DT denote Top-3 high degree, Top-3 weighted
degree, Transmission tree based, and Dominator tree based
heuristic respectively.

Table 2: Comparison of the lead time across four di�erent social sensor selection heuristicswhen the number of initial infected
vertices vary.

Dataset Seed Lead time
Top-K degree Weight degree Transmission tree Dominator tree

Oregon
1 13.13 n/a 10.10 9.91
5 8.85 n/a 7.93 7.75
10 11.00 n/a 8.63 8.55

Miami
1 0.29 3.38 10.46 10.08
5 0.39 3.41 10.15 10.19
10 0.62 3.41 10.13 10.13

Figure 6: Mean lead time (left) and inverse of variance-to-
mean ratio (right) v.s. the sensor size for the Miami dataset.
When sensor set size is less than 1.0% of the entire population
we observe higher (good) lead time, but also with high vari-
ances. Scaling the mean lead time by the variance, i.e., the re-
ciprocal of the Fano factor, shows a clear peak with the sensor
set size at approximately 20% of the population, the position
where we can obtain substantial gains in lead time with corre-
spondingly low variances.

Figure 7: Stability of the lead
time estimation. The esti-
mated the lead time �uctuates
initially. As the number of
monitoring days increases, it
stabilizes quickly.

Figure 8: Predicting cumu-
lative incidence of random
group with sensor group for
the Miami dataset.

we mentioned before, we use random set to represent the entire
population since it is usually quite di�cult to characterize the entire
population in practice when the dataset is quite large. We try to
estimate a polynomial regression model with degree of three where
the observed cumulative incidence of the sensor group serves as
predictor and that of the random group serves as responses. Here,
the sensor group is selected by the dominator tree heuristic from
the Miami dataset. Over the 300 simulated days, we use the data of
the �rst 150 days to estimate our polynomial regression model, and

make predictions of the cumulative incidence of random group for
the rest of the 150 days. Fig. 8 shows the �tted polynomial regres-
sion model compared to the true relation curve of the �u cumulative
incidences between sensor group and random group. As we can
see from this �gure, the polynomial regression model with degree
of three could capture the relationship between the cumulative
incidences of random group and sensor group quite well, which
can help us predict the epidemic curve of entire population with
epidemic data collected from the sensor group.
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Figure 9: Mean lead times estimated with
surrogate sensor set S

00 and dominator
tree based social sensors for various �u
transmission rates.

Figure 10: The lead time of transmission tree based (left) and dominator tree
based (right) sensor selection strategies using di�erent combinations of individ-
ual demographic and interaction information onMiami, Boston, Dallas, Chicago,
Los Angeles and New York City datasets.

5.5 Surrogates for social sensors
In reality, the structures of large scale social contact networks are
usually unknown or di�cult to obtain, which makes it di�cult
to directly apply our proposed methods as we have done thus far.
In order to make the proposed approaches deployable and solve
realistic public health problems, we now relax this key assumption,
and develop a surrogate approach to select social sensors. In this
case, the policy makers can implement their strategies without
detailed (and intrusive) knowledge of people and their activities.
Surrogates are thus an approach to implement privacy-preserving
social network sensors.

The key idea of our surrogate approach is to utilize the demo-
graphic information. Here, we use the Miami dataset as an example
to explain our surrogate approach. We extracted the following 16
demographic features from the Miami dataset: age, gender, and
income; number of meetings with neighbor nodes; total meeting
duration with neighbor nodes; number of meetings whose dura-
tions are longer than 20000 seconds; number of meetings of types
1–5; and percent of meetings of types 1–5. The meeting types of
1–5 refer to home, work, shop, visit, and school, respectively. To
select surrogate sensors using demographic information, we use
classi�cation and regression trees (CART); any other supervised
classi�cation algorithm can also be substituted here. The 16 at-
tributes mentioned above are used as independent variables in
our CART model, and the response variable is binary to indicate
whether a person should be selected as a sensor or not. In order
to learn the CART model, we create the training data as follows.
We choose 0.1% of the entire population (⇡ 2000) from the US city
dataset with our proposed heuristics as the training data with posi-
tive responses (social sensors), and choose another 0.1% randomly
as the training data with negative responses (not social sensors).
Then, separate CART models were learned to select the surrogate
sensor set S 0 for each transmission rate ranging from 3.0 ⇥ 10�5 to
5.5 ⇥ 10�5 with a step size of 5 ⇥ 10�6. Such transmission rates are
the typical values used in various �u epidemic studies. Among all
the surrogate sensors chosen by each of these CART models, we
choose the common individuals across all the CART models as the
�nal surrogate sensor set S 00.

Fig. 9 compares the estimated lead time between the surrogate
sensor set S 00 and the sensor set selected by the dominator tree
heuristic for various �u transmission rates. As we can see from
this �gure, although the surrogate sensor set S 00 does not perform
as well as the proposed dominator tree based sensor set, it still
provides a signi�cant lead time, which is good enough to give
early warning to public health o�cials for the potential incoming
�u outbreak. Most important, since the CART based surrogate
sensor approach does not require the information of the social
contact network structures, it is easy to implement and deploy
in reality compared to the transmission tree and dominator tree
based heuristic approaches. This makes it a promising candidate
for predicting �u outbreaks for public health o�cials.

5.6 What information should be used to select
surrogate sensors?

Notice that in the last section, when we select the surrogate sen-
sors, both demographic (e.g. age of individuals) and interaction (e.g.
total meeting duration and meeting types with neighboring indi-
viduals) information is taken into account. However, which kind
of information is more important in terms of estimating the lead
time of �u epidemics? In this experiment, we focus on all our social
contact network datasets for large US cities, i.e., Miami, Boston, Dal-
las, Chicago, Los Angeles, and New York. For each city, we selected
the surrogate sensor set and the random set with the �xed size of
10, 000. The sensor set was selected with the following six strategies:
1) using empirical distributions of demographic information (distr
demo); 2) using empirical distributions of interaction information
(distr inter); 3) using CART with demographic information (CART
demo); 4) using CART with interaction information (CART inter);
5) using CART with both demographic and interaction informa-
tion (CART demo+inter); 6) using transmission tree or dominator
tree based heuristic (trans or dom). We computed the lead time
for each of the six surrogate sensor selection strategies mentioned
above, and the results were averaged across 100 independent runs.
Fig. 10 shows the lead time of the di�erent approaches over the
six US city datasets. As we can see from the �gure, our proposed
approaches (CART based approaches and transmission/dominator
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tree based approaches) outperform the two baseline methods (distr
demo/inter), and in general, as more information is taken into ac-
count, the larger estimated lead time could be achieved (since the
transmission/dominator tree based heuristics assume known social
contact network structures, they could be thought of possessing
the most information about epidemics). Furthermore, the individ-
ual interaction information seems to be more important than the
demographic information from the perspective of obtaining larger
lead time.

6 DISCUSSION
The most closely related work to ours is Christakis and Fowler [5],
where a simple heuristic that monitors the friends of randomly
chosen individuals from a social network as sensors was adopted
to achieve early detection of epidemics. However, they only demon-
strated their proposed approach on a relatively small social network,
e.g. a student network from Harvard College. As we have shown
earlier, their friend heuristic fails on large social contact networks
of US cities. We have also demonstrated that although the Chris-
takis and Fowler’s approach works well over small networks like
the Oregon dataset, it provides almost no lead time over large scale
social contact networks like the Miami dataset. To explain why the
proposed social sensor selection heuristics work better, we start
from analyzing the structures of the disease propagation networks.
Comparing the graph statistics of the Oregon dataset with the Mi-
ami dataset shown in Table 1, we can observe that the graph in the
Oregon dataset has a quite di�erent topology structure from the
graphs in the Miami datasets. The graph in the Oregon dataset has
relatively small average degree but very large maximum degree,
which indicates this graph has a star-like topology where few of the
central vertices have very large degrees. On the other hand, many
vertices in the graphs of the Miami datasets have large degrees, and
they spread all over the entire graph. Thus, for the top-K degree
based sensor selection approach, it is relatively easy to include the
central vertices with high degrees into the sensor set in the Ore-
gon dataset, but for the transmission tree and dominator tree based
approaches, whether the high degree vertices are included into the
sensor set will heavily depend on the choices of initial seeds of the
epidemics in the Oregon network. Such central vertices with high
degree are usually very important for the epidemics in such star-like
networks, which explains why the top-K degree approach works
better than the transmission tree and dominator tree approaches.
On the contrary, in the Miami dataset, the total number of vertices
is large, and it is quite di�cult for the top-K degree approach to
select sensors that could represent the entire graph only based on
local friend-friend information. However, the transmission tree and
dominator tree based sensor selection strategies take the global epi-
demic spread information into account, which chooses the sensor
set that could represent the entire graph. That’s why they perform
better in terms of the lead time than the top-K degree based ap-
proach on the large simulated US city networks. The interesting
insight revealed by such results is that the network topology must
be considered when designing social sensor selection strategies.
The results also demonstrate that the proposed TT and DT based

sensor selection heuristics are more robust to the underlying net-
work topologies, and thus more suitable to be deployed in practice,
such as monitoring and forecasting epidemics in large cities.

7 CONCLUSION
In this paper, we studied the problem of predicting �u outbreaks
with social network sensors. Compared to previous works, we are
the �rst to systematically formalize and study this problem. By
leveraging the graph theoretic notion of dominators, we developed
an e�cient heuristic to select good social sensors to forecast the �u
epidemics when the structure of �u propagation network is known.
Redescription of the dominator property in terms of demographic
information enables us to develop a truly implementable and de-
ployable strategy to select surrogate social sensors to monitor and
forecast �u epidemics, which will bene�t public health o�cials and
government policy makers.
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A TOPOLOGICAL DATA ANALYSIS APPROACH
TO INFLUENZA-LIKE-ILLNESS

Joao Pita Costa1 2 3, Primož Škraba3 4, Daniela Paolotti5 and Ricardo Mexia6

Abstract—Influenzanet is an online automated system to mon-
itor the activity of influenza-like-illnesses (ILI) with the aid
volunteers through the internet. The discussion in this paper
has focus on the topological analysis of the Influenzanet dataset,
examining the structure of that data to provide insights on the
behaviour of the ILI season and comparing ILI seasons. The
general approach performs a qualitative analysis based on the
topology of the curves of the time series generated by each ILI
season. It provides a way to test agreement at a global scale
arising from local models. We also show the complementary
potential of this qualitative method to quantitative methods such
as Fourier analysis and dynamical time warping.

Keywords—digital epidemiology, influenza-like-illness, influen-
zanet, persistent homology, computational topology, persistence
diagram.

I. INTRODUCTION

Due to the pandemic potential of influenza, a complete
knowledge of the development of each ILI season is a pub-
lic health priority. In this paper we contribute to that aim
by discussing the problem of comparing influenza seasons
throughout the years (selected countries: Portugal and Italy)
based on the topological behavior of the curve of the time
series of incidence in the population. We also discuss the
identification of recurrence that would correspond to patterns
in the influenza season. To do that we recur to the novel
methods of topological data analysis [TDA], providing us with
the persistent topological features that describe the structure of
the data. The basic technique encodes topological features of
a given point cloud by diagrams representing the lifetime of
those topological features (see Figure 1). A good introduction
to topological data analysis can be found in [2]. Topological
methods on data have seen application to the study of the
influenza viral evolution in [3] and other public health priorities
such as diabetes [5] or cancer [7]. Our goal in this paper is to
analyze the Influenzanet data using persistent homology (i.e.
persistence), identifying persistent topological features relevant
to the digital epidemiology study. The Influenzanet system
monitors the activity of influenza-like-illness [ILI] in Europe
with the aid of online volunteers. It has been operational in
Portugal since 2005, and in Italy since 2008. Influenzanet
obtains its data directly from the population, contrasting with
the traditional system of sentinel networks of mainly primary
care physicians [8]. Influenzanet was shown to be a fast and
flexible monitoring system whose uniformity allows for direct
comparison of ILI rates between countries [13]. In this paper

1University of Rijeka, Croatia; 2Quintelligence, Slovenia; 3Institute Jožef
Stefan, Slovenia; 4University of Primorska, Slovenia; 5ISI Foundation, Italy;
and 6Instituto Nacional de Saúde Dr. Ricardo Jorge, Portugal

Fig. 1. The curves of the time series of ILI incidence in Italy during the
ILI seasons of 2008/09-2012/13 (on the left); a screenshot of the influenzanet
system in Italy, in May 2015 (on the right), where the infection level based
on reported symptoms goes from ocher (min) to red (max).

we look at the overall structure of several influenza seasons as
well as their evolution in Portugal and Italy. In particular, this
provides a way to test agreement at a global scale arising from
standard local models. The method for comparing time series
data through TDA, is innovative in the context of the analysis
of ILI seasons. It differs from other approaches by providing
us with a tool that is independent of the different sizes of
the samples collected in each country, comparing the shape
of the data generated in each ILI season between countries.
We will compare it with dynamic time warping [DTW], that
can also compare the time series based on their behaviour,
independent from the variations in time. A complementary
study is to look for periodicity in the ILI season. The usage
of TDA for the analysis of time series was explored in [9]
towards the quantification of periodicity and identification of
periodic signals in gene expression. The method infers high-
dimensional structure from low-dimensional representations
and studies properties of a continuous space by the analysis of
a discrete sample of it, assembling discrete points into global
structure. Similarly, using TDA to analyze the input time series
data, after a delay embedding of the time series in R2 as in
[9], we can study periodicity in the Influenzanet data [10],
or compare the persistent features of the curves generated by
that data [12]. We compare the results with those of Fourier
analysis, the standard quantitative analysis of periodicity in the
data.

II. TOPOLOGICAL ANALYSIS OF
EPIDEMIOLOGICAL DATA

Given the time series of ILI incidence defined by pairs
(country, year), we aim to compare them through the analysis
of the persistence of topological features. In particular, we
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Fig. 2. The pipeline for the computation of topological data analysis for the
time series of Italy for 2009/10: the given pointcloud of the input data (on the
left); the Viatoris-Rips complex approximating the space of the pointcloud (in
the center); and the correspondent persistence diagram encoding the lifetime
of the topological features (on the right).

embed the data in higher dimensions, compute persistence, and
distinguish data noise and outliers. In that, we get a perspective
of that space under different scales, where small features will
eventually disappear. The approach in [14] using the Takens
Delay Embedding Theorem permits us to project the time se-
ries data onto a n-dimensonal space and from it construct a per-
sistence diagram corresponding to the time series of influenza
incidence. The Mahalanobis distance is a measure of the
distance between a point P and a distribution D, widely used
in cluster analysis and classification techniques. As persistence
is independent from the metric used, in this paper we consider
the Mahalanobis metrics on the space to construct a simplicial
complex (i.e. a combinatorial approximation of the space based
on points, line segments, triangles, and their n-dimensional
counterparts [2]) within the TDA analysis pipeline, represented
in Figure 2. The complexity of computations grows fast with
the rise of input data due to the usage of these topological
structures. For the sake of efficiency we have used several
methods to preprocess the given data. The computation of
persistence is fed by the time series data embedded in higher
dimensions and provided as a distance matrix to the algorithm
that computes the persistent features encoded into (persistence)
diagrams. The images in Figure 2 show the cloud of input
data points, the corresponding simplicial complex (a Vietoris-
Rips complex), and the corresponding persistence diagram for
dimension 1 (where the information on topological cycles is
captured). The computation of the persistence diagrams is
done using Ripser [1], an open source persistent homology
software that can output a text file with a list of birth and
death times corresponding to the measure of persistence, fully
describing the persistence diagram. We also used an alternative
open source tool, Perseus [6], whenever we needed to control
parameters of persistence computations (eg. step size, number
of steps or initial threshold distance). The input structure
is given as a symmetric distance matrix where the entries
come from pairwise distances between points in a given point
cloud. In the Figure 3 we can see the 3-step construction
of the Vietoris-Rips complex that will provide us with the
persistence diagram encoding the topological information of
the Influenzanet data. These topological tools complement the
information obtained by classical data analysis.

III. COMPARING ILI SEASONS
When comparing two time series that may vary in time or

speed it is reasonable to apply DTW to measure the similarity

Fig. 3. The filtration of the simplicial complex at several levels varying
according a parameter r for the input time series of Italy in the ILI season of
2009/2010: r = 2 (on the left); r = 3 (in the center); r = 5 (on the right).

Fig. 4. The persistence diagrams for the input time series of Italy in the
ILI season of 2009/10: dimension 0 (on the left); dimension 1 (in the center);
dimension 2 (on the right). The red circles mean that the lifetime of the
considered features does not end.

between the temporal sequences. Doing so, we are able to align
the time series to enable comparison between seasons. In this
study we compared each pair (country, year), obtaining the
respective measures in the table of Figure 5, with highlighted
largest and smallest values. We compare these values with
those also in Figure 5 coming from comparing persistence
diagrams each of which corresponding to an influenza season
in either Portugal or Italy (for the embedding using and
comparing Euclidean and Mahalanobis metrics). Bottleneck
distance is a standard technique of TDA that permit us to
measure the pairwise distance between persistence diagrams at
each dimension. The distance value between two persistence
diagrams in the tables of Figure 5 was calculated using
the persistence landscapes toolbox [4] to compute the dis-
tance between diagrams. Persistence Landscapes generalizes

Fig. 5. Comparing the ILI seasons of Portugal and Italy during 2008/09 up
to 2012/13: the distance tables for the TDA with Euclidean metrics (on the
top), the TDA with Mahalanobis metrics (on the center), and the dynamic
time warping (on the bottom).
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Fig. 6. Comparing the ILI seasons of Portugal and Italy during 2008/09-
2012/13: selected plots of time series to compare the results in the topological
data analysis and the dynamical time warping.

bottleneck distance and will be used in further research to
get deeper insights from these comparisons. The tables in
Figure 5 represent the comparison between the TDA and
DTW analyses of ILI incidence in Italy and Portugal for
the ILI seasons of 2008/09 up to 2012/13. This data was
normalized by maximum distance (i.e., using normalized =
(x � min(x))/(max(x) � min(x)) ), enabling the compar-
ison of [0, 1] values in such non homogeneous data. When
comparing the distances obtained by DTW and TDA we can
see that these two methods look at different features of the data
and thus the different results obtained. The plots in Figure 6
represent time series for the selected ILI seasons. They allow
us to compare the different data analyses methods used in
this study. When comparing the distances between the ILI
seasons in Italy and Portugal, the TDA often disagrees with
DTW (see Figure 6). The closest ILI seasons according to
TDA are those of Italy 2009/10 and Portugal 2010/11, where
the TDA has a lowest value of 0.0314 (due to the higher
similarity of peaks) while the DTW has an average value of
0.4706. The closest ILI seasons according to DTW are those
of Italy 2008/09 and Portugal 2011/12, where the DTW has a
lowest value of 0.1765 (describing the similar behavior of the
curves) while the TDA analysis has also a low value of 0.1758.
We used multidimensional scaling as in Figure 7 to identify
outliers for each of the three methods within the ILI seasons
analyzed in this study. TDA provides a qualitative analysis
of the time series of ILI incidence, looking in particular
at the peaks and dramatic changes. In that perspective, the
time series of Italy 2009/10 and 2012/13 plotted in Figure 7
describe very different ILI seasons with very different peaks.
On the other hand, the ILI seasons of Portugal 2008/09 and
2009/10 are identified being very close with very similar peaks,
although the behavior of the curve being different (it is worth
mentioning that these were seasons influenced by the pandemic

Fig. 7. Comparing the ILI seasons of Italy and Portugal during 2008-2013
using metric multidimensional scaling (on the upper left) to identify: the
outlier ILI seasons of Italy 2009/10 and 2012/13, with time series plotted
for analysis and interpretation (on the upper right); the close ILI seasons of
Portugal 2008/09 and 2009/10 (on the lower left); and the ILI seasons of
Portugal 2010/11 and 2012/13, close to the diagonal (on the lower right).

H1N1/09 virus). The knowledge on secondary attack rates in
the influenza season is of importance to access the severity of
the seasonal epidemics of the virus, estimated recently with
information extracted from social media in [15]. Here lies a
strong point of TDA where it can provide relevant contribution
complementing other methods. The persistence diagrams of
Figure 8, correspondent to the identified ILI seasons of Italy
2009/10 and 2012/13, and Portugal 2008/09 and 2009/10. They
encode the lifetimes of the topological features of the curves
of the time series of those seasons. Persistence diagrams are a
clear and practical tool that allows us the detection of outliers
and to capture the qualitative features of the dynamics of the
system. These ideas provide a new approach to the analysis of
the seasons in the epidemiology of Influenza.

IV. LOOKING FOR PERIODICITY IN THE
INFLUENZANET DATA

Fourier analysis is widely used to identify patterns in a
time series. In this section we discuss how the qualitative data
analysis of TDA can complement the quantitative information
provided by the Fourier analysis. In Figure 3 we can see the
plot of the two time series and their correspondent Fourier
transform. We used the time series of ILI incidence in Portugal
and Italy for the ILI seasons of 2008-2013, representing non-
homogeneous data. We computed the Fourier transform for
each pair of time series (country, year) to compare the ILI
seasons of Portugal and Italy, as in [11], confronting the
quantitative methods of the Fourier analysis with the qualitative
methods of TDA. TDA can also be used to look for periodicity
in Influenzanet data, following the work in [14], to identify re-
current behaviours within selected influenza seasons. Barcodes
and the correspondent persistence diagrams, seen as multi-
scale signatures encode the lifetime of topological features
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Fig. 8. Comparing the ILI seasons using persistence diagrams for dimension
1 for: Italy 2009/10 (on the upper left), Italy 2012/13 (on the upper right),
Portugal 2008/09 (on the lower left), and Portugal 2009/10 (on the lower
right), identified as particular cases in Figure 7.

Fig. 9. Comparing the ILI seasons of Portugal and Italy during 2008-2013:
the time series (on the left); the Fourier transform (on the right).

within pairs of numbers representing birth and death times.
We have computed a persistence diagram in Figure 4 for each
time series (country, year) embedded in higher dimensions. As
shown by the persistence diagrams below, the distinguishable
features are seen in dimension 1.

V. CONCLUSION AND FUTURE WORK
The study of Epidemiology is a great source of problems

relating to nonlinear systems, large-scale data and development
of more accurate models, where TDA can contribute, providing
high dimension techniques for medical data analysis. In this
study we showed how they could be used to analyze and com-
pare ILI seasons between countries based on the curves of the
time series of their ILI incidence. The analyzed Influenzanet
data lists the number of active participants and the number of
ILI onsets, for three different ILI case definitions. Using the
described methods we shall also look at those different ILI
case definitions, contributing to a better understanding of the
features distinguished by them. The information provided by
quantitative methods such as DTW or the Fourier analysis of
time series can be combined and complemented by the TDA
analysis of that data. Further research considers the analysis of
the impact of the TDA analysis for modeling and prediction

of the current Influenza season. We can also complement the
approach with other machine learning methods to learn metrics
that are more appropriate to the input time series data, aiming
to grasp a better understanding of the severity of the epidemics
both in past and ongoing ILI seasons.
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ABSTRACT
Despite high vaccination rates for infectious diseases, such as
measles, there have been several big disease outbreaks in recent
years. This is, in part, due to misinformation about vaccinations
in certain sub-populations, and their spatial clustering. Identifying
potential clusters, which can result in big outbreaks in the event of
reduced vaccination rate, is an important public health challenge.
We develop a natural notion of criticality of such clusters, which
extends the problems of in�uence maximization to connectivity
constraints. We develop e�cient approximation algorithms for �nd-
ing critical clusters by exploiting the structural properties of the
problem in contact networks. We apply our methods to �nd crit-
ical clusters in the state of Minnesota, with signi�cantly higher
criticality than those obtained by heuristics used in public health.
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1 INTRODUCTION
Many childhood diseases, such as measles and Pertussis, are easily
preventable by vaccination. Therefore, it is worrisome that fairly
large outbreaks of such diseases have occurred in recent years, such
as the measles outbreaks in California in 2015 and in Minnesota
in 2017—this is despite high vaccination coverage in the US, e.g.,
⇠ 95% for MMR, the measles vaccine. One of the reasons is the
emergence of undervaccinated geographical clusters [17], often
driven by misperceptions about side e�ects of vaccines [4]. The
typical response by public health agencies is to monitor these clus-
ters, run active information campaigns, and engage community
leaders. However, such interventions are very expensive and time
consuming. Another issue is that public health departments might
not be aware of all such clusters, especially in the early stages. As
a policy design question, public health agencies are interested in
discovering which regions are “critical” spatial clusters, where a
reduction in vaccination rate could cause a big outbreak. Current
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Figure 1: Critical sets in Minnesota discovered using our
methods. These are contiguous regions that lead to large out-
breaks of measles if not properly vaccinated.

practices involve broad outreach e�orts to communities considered
at risk, which might not be e�cient if some communities are not so
critical. Formalizing the notion of critical clusters can help public
health agencies focus their limited resources in areas where impact
can be maximized. Our contributions are summarized below.
1. Formalizing critical clusters. We de�ne the criticality of a
subpopulation S as the expected number of additional infections
that would occur if the individuals in S are not properly immunized.
Our focus is on subpopulations located within a bounded spatial
cluster. We have di�erent criticality objectives, MaxCrit and ECrit,
which capture two distinct public health policy questions: is the
source of the infection within the cluster or outside? (Section 4).

Table 1: A summary of our proposed methods
MaxCrit problem ECrit problem

Motivating policy
question

Maximum criticality
for source in cluster

Maximum criticality
for a �xed source

Characteristics of
optimal solutions
(Section 3.3.1)

Less connected Centrally located

Structural property
(Section 3.3.2)

Submodular, but not
locally modular

Submodular and lo-
cally modular

Approximation
guarantee

�(1/k1/3)-
approximation
(Theorem 3)

�(1/logk )-
approximation
(Theorem 2)

Empirical observa-
tions for MN

Much higher critical-
ity, Most critical clus-
ter is in a rural region

Lower criticality than
for MaxCrit, well con-
nected

2. E�cient algorithms for the MaxCrit and ECrit problems.
We show that MaxCrit and ECrit are both NP-hard; then, we focus
on e�cient approximation algorithms for these two problems. Our
algorithms exploit structural properties of the objective function
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V=a, b, c, d, e
R = r1, r2, r3, r4, …

loc(a) = loc(b) = r1

HR

Figure 2: De�nitions and notation used in our paper. The
5 red circle nodes (a,b, c,d, e) form a social contact network.
Each node resides in a block group ri , and these block groups
from the auxiliary graph HR , where an edge represents that
the block groups are neighbors on the map.

and the small world structure of contact networks. MaxCrit and
ECrit are instances of submodular function maximization with con-
nectivity constraints, a very challenging problem in combinatorial
optimization. However, we show that ECrit has an approximately
modular structure, which we use to derive a good approximation
bound. For the MaxCrit objective, we use the spatial structure to ob-
tain a good approximation factor. Table 1 summarizes these bounds.
3. Application.We evaluate our algorithms on a network model
for the state of Minnesota. The sets we discover have very high crit-
icality compared to heuristics commonly considered in the public
health community. The critical clusters computed using our algo-
rithms (shown in Figure 1) havemeaningful demographic properties
from a public health perspective: they typically involve people with
lower than average income levels and age (Section 5).
4. Connections with the Influence Maximization problem.We
show that criticality is related to the classical problem of in�u-
ence maximization, but with one very signi�cant di�erence: the
set of in�uencers has to form a connected spatial cluster. As a result,
the standard greedy algorithm cannot be used for �nding critical
clusters. We are not aware of any e�cient algorithms with good
approximation bounds. The closest is an �(1/

p
k)-approximation,

which can be obtained by using the algorithm of [15] for submodu-
lar function maximization with a connectivity constraint. However,
we are able to obtain signi�cantly improved bounds by exploiting
the structure of our problems, as summarized in Table 1.

2 PRELIMINARIES
Let V denote a population, and let G = (V ,E) be a contact graph
on which a disease can spread. That is, a person � 2 V (referred to
as a “node”, henceforth) can propagate the disease to its neighbors.
In the social contact network datasets that we consider (Section
5.1.1), each person � is associated with a geographical location,
denoted by loc(�); we will consider such locations at the resolution
of census block groups. Let R denote the geographical region where
the nodes V are located—for example, the state of Minnesota—
and let R = {r1, . . . , rN } be a decomposition of R into census
block groups. For a block group ri 2 R, let V (ri ) denote the set of
nodes � with loc(�) 2 ri . For a subset of block groups R ⇢ R, let
V (R) = [ri 2RV (ri ) be the set of nodes locatedwithin it.We consider

a graph HR = (R,ER) on the set R of block groups, where two
block groups are connected if they are geographically contiguous,
i.e., they are adjacent on a map. These de�nitions are illustrated
in Figure 2. Let Conn(R) denote subsets R ⇢ R that are spatially
connected in the block group graph HR .

Table 2: Summary of the notation used in the paper

Notation Description
G = (V , E) Contact graph on set V of individuals
loc(�) Geographical location of node �
R =
{r1, . . . , rN }

Geographical region where the nodes V are located—e.g.,
Minnesota—partitioned into block groups ri

V (ri ) Set of nodes of G with loc(�) = ri
V (R) [ri 2RV (ri )
HR = (R, ER) Network on R, with adjacent block groups connected by an edge.

Sometimes referred to as the “Auxiliary network”
Conn(R) Set of R ⇢ R which are spatially connected in HR
S, E, I, R States in the disease model
� Average region-wide vaccination rate
x Vaccination vector, with xi denoting the probability that node i

is vaccinated
xR Vaccination vector, with nodes V (R) undervaccinated, where

R 2 Conn(R)
SrcA , Src Denotes the event that the source of the infection is from a set

A ⇢ R. Src is used when A = R
#inf(x, SrcA) Expected number of infections for vaccination vector x and

source being SrcA
crit(R, x, SrcA) Criticality of R 2 Conn(R): expected number of additional in-

fections that occur if R is not vaccinated
MaxCrit(R),
MaxCrit(R, x)

The objective value of MaxCrit for region R 2 Conn(R) in an
instance (G, HR, k )

ECrit(R),
ECrit(R, x)

The objective value of ECrit for region R 2 Conn(R) in an
instance (G, HR, k )

We will use an SEIR model for diseases like measles [3], where a
node is in one of four states: Susceptible (S), Exposed (E), Infected (I)
and Recovered/Removed (R). Measles is highly contagious, and an
infected node� spreads the disease to each susceptible unvaccinated
neighbor u 2 N (�) with high probability. Sometimes, we assume a
transmission probability of 1, but all our results extend to the more
general case. If � is vaccinated, it does not get infected. We assume
the vaccine has 100% e�cacy, which is not true in practice, but this
is not crucial for our methodology.

Let � denote the average region-wide vaccination rate—⇠ 0.97
in Minnesota. Let x be a vaccination vector : xi 2 [0, 1] denotes the
probability that node i is vaccinated (so xi = � , by default). Let
SrcA denote the source of the infection: this could be one or a small
number of nodes from a region A ⇢ R, which initially get infected
(e.g., by contact outside R). We will drop the subscript if A = R.
Let #inf(x, SrcA) denote the expected number of infections for the
intervention x, when the initial infection is at SrcA. When the initial
conditions are clear from the context, we denote this by #inf(x).

2.1 Criticality and Problem Formulations
For a vaccination vector x, let xS denote the corresponding inter-
vention where a subset S ⇢ V of nodes is undervaccinated, and the
remaining nodes are vaccinated with the same probability as in x;
that is xSi = xi for i < S and xSi = � 0 for i 2 S , where � 0 is much
lower than � , the region-wide vaccination rate. For simplicity, we
sometimes consider � 0 = 0.

We de�ne the criticality of a set S ⇢ V as crit(S, x, SrcA) =
#inf(xS , SrcA) � #inf(x, SrcA), which is the expected number of ad-
ditional infections that occur if S is not vaccinated (with respect to

Prathyush Sambaturu
34



Critical spatial clusters for vaccine preventable diseases KDD’18, August 19-23, London, United Kingdom

any speci�c initial conditions SrcA). Our focus is on �nding spatial
clusters of high criticality. Speci�cally, we will focus on S = V (R)
for a connected region R 2 Conn(R). We denote this by

crit(R, x, SrcA) = #inf(xR , SrcA) � #inf(x, SrcA),
which is the expected number of extra infections that might be
caused if the nodes in the connected region R are under-vaccinated.

We focus on �nding “small” connected regions, since this can
lead to an actionable policy for public health agencies. We model
this by adding a constraint |R |  k , where k is a parameter that can
be tuned based on the available resources of a public health agency.

We propose two problems that model two di�erent kinds of
initial conditions of interest from a public health perspective. The
�rst problem models the following question: for any speci�c initial
condition (e.g., Src denotes kids in an elementary school), what is the
most critical set?

P������ 1 (k�EC���(G,HR ,k)). Given an instance (G,HR ,k),
�nd a connected region R 2 Conn(R) of size at most k that maximizes
criticality:

R = argmaxR0 2Conn(R), |R0 |k crit(R0, x, Src)
For convenience, we will sometimes also use ECrit(R, x, Src) or

ECrit(R) to denote crit(R, x, Src), the objective value of ECrit for
region R in an instance (G,HR ,k). The second problem models the
following question: what is the most critical cluster if the infection
source is the worst possible, which will happen if the infection starts
within the undervaccinated cluster itself? This is formalized as

P������ 2 (k�M��C���(G,HR ,k)). Given an instance (G,HR ,k),
�nd a connected region R 2 Conn(R) of size at most k that maximizes
criticality over all choices of source:

R = argmaxR0 2Conn(R), |R0 |k,SrcR0 crit(R
0, x, Src0R )

In other words, the k-MaxCrit problem involves maximizing
over all possible choices of the sources SrcR0 in the cluster R0. As
before, we will use MaxCrit(R, x, Src) or MaxCrit(R) to denote the
objective value of an instance of the problem.

3 KEY PROPERTIES OF CRITICALITY
We start by describing connections between the proposed MaxCrit
and ECrit objectives, and in�uence maximization, which will have
implications on the computational complexity. We also prove struc-
tural properties of these objectives, later used in our algorithms.

3.1 Complexity and connections with
In�uence Maximization

In the In�uence Maximization (I��M��) problem [12], we are given
a directed graphG = (V ,E) and edge weightsp(u,�) 2 [0, 1] indicat-
ing the probability that node u in�uences node � . The Independent
Cascade model is a special case of the SEIR model, where each node
is infectious for exactly one time step. The goal is to �nd a set
S ⇢ V of k seed nodes to infect, such that the expected number
of in�uenced nodes or spread, � (S), is maximized. There has been
a lot of work on the I��M�� problem since its introduction by
[12]. An instance of I��M�� consists of a single contact graph G,
whereas instances of the MaxCrit and ECrit problems consist of
the contact graph G, a partition of the nodes of G into regions, R,
and an auxiliary graph HR that captures connectivity among R.

3.1.1 NP-hardness. I��M�� can be reduced to MaxCrit and
ECrit, which implies their NP-hardness. The proof is by construct-
ing a suitable auxiliary graph HR , a vaccination vector x, and a
source Src. This is summarized in Theorem 1, whose proof is pre-
sented in the Appendix in the full version of this paper [1].

T������ 1. MaxCrit and ECrit are NP-hard.

3.1.2 Impact of connectivity requirement. The connectivity con-
straint has a strong e�ect on the solution of MaxCrit and ECrit.
In particular, a solution computed for I��M�� using the greedy
algorithm of [12] can be arbitrarily suboptimal for the problems
we propose. Informally, this follows from the property of I��M��
that it is better to choose the set of seeds to be located far apart, so
that their combined in�uence is maximized.

O���������� 1. There exists a family of instances (G,HR ,k) for
which the optimum solution S⇤ to MaxCrit satis�es MaxCrit(S⇤) =
O( 1k I��M��(Ŝ)), where Ŝ is the optimum solution to the I��M��
version for this instance, without any connectivity requirements.

3.2 Submodularity of MaxCrit and ECrit
A set function f : 2V ! R is said to be submodular if it satis�es the
diminishing returns property: for anyT ⇢ S ⇢ V and x 2 V \ S , we
have that f (T [x)� f (T ) � f (S [x)� f (S). We have the following
result:

L���� 3.1. MaxCrit and ECrit are submodular.

The proof is presented in the full version, but the argument is
similar to the submodularity proof for the I��M�� problem.

3.3 Di�erences between MaxCrit and ECrit
While these two problems model related public health problems,
they have some signi�cant di�erences, both in terms of the structure
of the optimum solutions and a locality property, which is useful
in designing e�cient algorithms.

3.3.1 Di�erence in the structure of optimal solutions. The solu-
tion structure for both problems can be very di�erent in the worst
case. Consider a contact graphG split into regionsR = {r1, . . . , rN }.
For each ri , we assume V (ri ) has n nodes. The auxiliary graph HR
consists of two disjoint sets: graph H1 induced by r1, . . . , rN�k 0 ,
and graph H2 induced by rN�k 0+1, . . . , rN . For each i  N �k 0, the
graph G[V (ri )] is a connected component. The graph H1 forms a
chain, with V (r1) having an edge to V (r2), V (r2) having edges to
V (r1) and V (r3), etc. We have Src to be a node s 2 V (rn0), where
n0 = b(N � k 0)/2c. The graph G[H2] restricted to H2 is fully con-
nected, but it is disconnected from H1; we also choose it so that
G[H2] has more nodes than H1. Then, an optimum solution to the
ECrit problemwith Src will be the cluster ofk block groups centered
at rn0 , with criticality ofO(kn+ 2n/� ), by considering a percolation
process on a chain. If we choose k 0 > k + 2/� , the optimal solution
to the MaxCrit problem on this instance will be a cluster of k block
groups from H2, since the fully connected structure in H2 will lead
to a larger outbreak.

3.3.2 Local modularity property. ECrit has a local modularity
structure, which is motivated by [14]. Speci�cally, for a setA1[A2[
. . .Ar of disjoint and roughly similar sized clusters, ECrit(A1[A2[
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. . .Ar ) � c ·Õi ECrit(Ai ), for a constant c < 1. This is di�erent in
form from the notion of (r ,� )-local function of [14]. A function F (·)
is (r ,� )-local if F (A1[A2) � F (A1)+�F (A2) for two setsA1 andA2,
which are distance r away. It is not clear that ECrit satis�es such
property, but the speci�c kind of property it satis�es is su�cient
for using the subsequent technique of [14]. In contrast, we show
that the MaxCrit is not locally modular.

We assume our contact graph is a “small world” network, fol-
lowing the model of [13] in which nodes have local connections
to nearby nodes and a small number of long range connections.
A node u has a long range connection to node � with probability
proportional to 1

d�u�
, where � is the “power law exponent”, typi-

cally � > 2. We will consider a set of clusters A1, . . . ,Ar , where
Ai has size ni . We assume all clusters have roughly similar size,
so ni  nj� for a constant � . We assume the clusters are small,
speci�cally ni 

p
n. For the analysis below, we assume the disease

is highly contagious and there is enough local connectivity within
each cluster. Therefore, if nodes in Ai are not vaccinated, and some
node � 2 Ai gets infected (from outside the cluster), the entire
cluster will get infected. We also assume the clusters Ai are fairly
localized, so that we can consider di j to be the distance from the
centroid of Ai to that of Aj . For simplicity of the analysis, we will
assume that in the small world network model forH , the probability
that a node u in Ai connects to a node � in Aj is proportional to
1
d�i j

. The following Lemma—proven in the full version—shows the
local modularity of ECrit.

L���� 3.2. LetA1, . . . ,Ar be disjoint clusters, with the model and
notation as described above. Then,

ECrit(A1[A1[. . .Ar ) �
1

1 + 3� �/(� � 1)

✓
ECrit(A1)+. . .+ECrit(Ar )

◆

In contrast, MaxCrit does not satisfy the property from Lemma
3.2. Consider a setting where each block group induces a clique,
which is disjoint from all other block groups. Then, MaxCrit(A1) /
maxb 2A1 |V (b)| is proportional to the largest block group in the set
A1. Similarly, we have MaxCrit(A2) / maxb 2A2 |V (b)|. For disjoint
sets A1,A2, we have
MaxCrit(A1 [A2) = max

b 2A1[A2
|V (b)| < MaxCrit(A1)+MaxCrit(A2)

4 PROPOSED METHODS
4.1 Algorithm A�����EC���
Our algorithmA�����EC��� uses the locality property fromLemma
3.2 and builds on the approach of Krause et al. [14] and Borgs et al.
[5]. Algorithm 1 gives a pseudocode description, and we give the
intuitive ideas below.

(1) Padded decompositions. This is a partition of the graph
HR into clusters C1, . . . C` , each of diameter at most 12r . If
a node � and all nodes at distance at most r of � are in the
same cluster, we say that � is r -padded. After clustering, all
the nodes that are not r -padded are removed; this occurs
with probability 1/2 for each node, and the best solution S
of size k after removal has objective value F (S) � 1

2F (S⇤),
where S⇤ is the optimal subgraph of size k .

(2) Greedy solution in the clusters.The purpose of the padded
decomposition was to partition the graph into small clusters

Algorithm 1 A�����EC���(G, HR, k, Src).
1: Partition HR into clusters C1, . . . C` , each of diameter at most 12r ,

using the method of [14] (referred to as a Padded decomposition)
2: For each cluster Ci = {ri1, . . . , ri j }, let (ria1, ria2, . . . , riaj ) =

G�����(Ci , j, Src), be an ordering of block groups obtained by run-
ning G����� without connectivity constraints

3: Construct a connected graph G0 on the nodes {ria1 : i = 1, . . . , ` }
with an edge (ria1, r ja1 ) having weight equal to the shortest path
length in HR . Run the Budgeted Steiner Tree algorithm of [11] to �nd
a tree T with k nodes and maximum total criticality

4: for r 2 HR do
5: Let wtr = crit(r )
6: end for
7: Let T 0 = k �M��ST(HR, wt, k ) using the algorithm of [6]
8: return max{ECrit(T ), ECrit(T 0)}

Algorithm 2 G�����(C, j, Src).
1: S = � , L = c j |E | log |V |, for a constant c
2: ` = 0
3: while ` < L do
4: Pick random subgraph G0 of G with (1) edges sampled based on

disease transmission probability, (2) node � 2 V (C) sampled with
probability 1 � � 0, (3) � < V (C) sampled with probability 1 � �

5: ` = ` + |E(G0) |
6: Let Ci be the set of components reachable from Src in G0

7: S = S [ {Ci }
8: end while
9: Initialize X = �
10: For each r 2 C, de�ne de�(r, S) to be the number of sets Ci 2 S that

contain some node in V (r )
11: for i = 1 to j do
12: Append r = argmaxr 0de�(r 0, S) to X
13: Remove all sets Ci hit by V (r ) from S and update all de�(·)
14: end for

where we can ignore the connectivity cost [14]. For each
cluster, we now run the greedy algorithm for submodularity
maximization to obtain an ordering of the nodes; the �rst
j nodes in this ordering are approximately the most infor-
mative nodes in the cluster. We implement Algorithm 2, a
modi�ed version of the algorithm in [5] to account for the
fact that we want a graph that is connected in the auxiliary
graph, but with the epidemic process occurring in the social
contact network. The greedy algorithm degrades the quality
of the optimal solution by a factor of at most (1 � 1/�).

(3) Running Quota Steiner Tree on R. Finally, we compute
wtr for each r 2 R, and then compute a quota Steiner tree
T 0 of size k , which maximizes

Õ
r 2T 0 wtr . The subroutine

k-M��ST uses the �xed parameter algorithm of [6] to �nd
an optimal solution, as described in Section 4.2.1.

T������ 2. Let S⇤ denote an optimal solution to an instance of
the ECrit(G,HR ,k, x, SrcA) problem. Let S be the cluster returned by
A�����EC���. If HR forms a small world network, and the sizes of all
block groups in R are within a constant factor of each other, then S has
O(k) nodes and ECrit(S, x, SrcA) � �( 1

1+3c 0� �/(��1) )ECrit(S
⇤, x, SrcA),

where � , � and � are as de�ned in Lemma 3.2. The worst case running
time of A�����EC��� is O(|R||E |k(2e)k ).
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4.2 Algorithm A�����M��C���

Algorithm 3 A�����M��C���(G, HR, k ).
1: for r 2 HR do
2: Let Cr be the set of block groups within distance B = O (k2/3) of r

in HR . Construct graph HR[C] induced by the block groups in C
3: Run G�����(C, B) with the following modi�cation: the source in

the sampling step is picked from V (C) randomly in each iteration.
Let r1, r2, . . . , rB be the block groups which are picked

4: Construct a minimum Steiner tree Tr of r1, . . . , rB
5: end for
6: for r 2 HR do
7: Let wtr = crit(r )
8: end for
9: Let T 0 = k �M��ST(HR, wt, k ) using the algorithm of [6]
10: return max{maxr MaxCrit(Tr ), MaxCrit(T 0)}

Algorithm A�����M��C��� uses ideas from [15], who consider
the problem of connected submodular function maximization. The-
orem 3 gives a signi�cantly better approximation bound with better
running time than [15] by exploiting the spatial properties of our
problem. As in the case of A�����EC���, we also consider a quota
Steiner tree and take the best of the two solutions.

T������ 3. For an instance (G,HR ,k), let Ŝ be the solution re-
turned by A�����M��C���. Let S⇤ be the optimum solution for this
instance. If the aspect ratio of the bounding box containing R and
each block group is constant, MaxCrit(Ŝ) � �( 1

k1/3 )MaxCrit(S⇤). The
worst case running time is O(|R|k2/3 + |R | |E |k(2e)k ).

P����. (Sketch) For simplicity, assume each block group is a
square; the arguments extend easily with a constant factor increase
in the approximation bounds, since the aspect ratios are constant.
Our proof is in two parts: (1) for any r , the Steiner treeTr has at most
k nodes, (2) there is a set ofO(k1/3) treesTr 01 , . . . ,Tr 0s , such that they
together cover S⇤. We �rst argue that the theorem follows from
these two statements. Statement (1) above implies that each Tr is a
feasible solution to k-MaxCrit, sinceTri is a connected subgraph in
HR . Statement (2) implies

Õ
i MaxCrit(Tr 0i ) � MaxCrit(S⇤), by sub-

modularity. Thus, there exists a node ri such that MaxCrit(Tr 0i ) �
�(1/k1/3)MaxCrit(S⇤), and the theorem follows.

We now prove statement (1). We consider any node r in HR .
First, observe that a set of O(k2/3) square subgraphs, each of side
O(k1/3) covers HR ; let these be �1, . . . ,�s . Next, there exists a tree
T 0 of length O(k2/3 · k1/3) = O(k) that connects the centers of all
the squares �i . Then,T 0 can be augmented with additional paths to
connect all the nodes r1, . . . , rB , with only a constant factor increase
in the number of nodes. This follows because each ri is within some
square �j of size O(k1/3) ⇥O(k1/3), so that it can be connected to
T 0 with a path of length at most O(k1/3). Since B = O(k2/3), tree
Tr connects all the r j ’s with a total length of O(k).

Finally, we prove statement (2). Consider a tree T ⇤ spanning S⇤.
We �nd the trees Tr 01 , . . . above in an iterative manner. First, pick a
leaf r 01 of T

⇤, and remove from T ⇤ all the block groups which are
within distancek2/3 of r 01, and repeat the process on the residual tree.
Each such tree Tr 01 covers at least �(k

2/3) nodes of T ⇤. Therefore,
O(k1/3) trees computed in this manner cover T ⇤. ⇤

4.2.1 Subroutine k-M��ST for the quota Steiner tree problem.
Both algorithms A�����EC��� and A�����M��C��� involve solv-
ing an instance of the quota Steiner tree problem: given a graph
HR , a weight wtr for each r 2 R, and a parameter k , the objec-
tive is to compute a tree T 0 in HR with at most k nodes, such
that

Õ
r 2T 0 wtr is maximized. There are constant factor approx-

imations for this problem [21]. Here, we adapt the randomized
�xed-parameter tractable algorithm of Cadena et al. [6] for Prize-
Collecting Steiner Tree, which gives an optimal solution with high
probability. The algorithm relies in the seminal color-coding tech-
nique of Alon et al. [2]. Naively, one could �nd a solution to k-
MaxST by exhaustively checking all the possible

�n
k
�
subgraphs of

k nodes in time O(nk ). The algorithm does a random k-coloring of
the nodes of HR , and it only considers maximum weight trees of
each size that are “colorful”—this means all the nodes have distinct
colors. It can be shown that such colorful solutions can be computed
using a dynamic program. Further, the optimal solution is colorful
with probability k!/kk , which is large enough for the algorithm
to work. Thus, the color coding technique allows us to reduce the
search space to O((2e)k ), keeping the computation feasible.

5 EXPERIMENTAL RESULTS
Our experiments focus on the following questions:

(1) Finding critical clusters. Can we �nd highly critical re-
gions with our proposed methods? How do they compare to
standard baselines used in public health? (Section 5.2)

(2) Demographics. What are the demographic properties of
critical clusters? Where are they located? (Section 5.3)

(3) MaxCrit vs. ECritWhat are the di�erences and similarities
of the clusters discovered under the two proposed problems?
(Section 5.4)

5.1 Experimental Setup
5.1.1 Dataset and disease model. A study of epidemics that

spread through physical proximity requires social contact networks
in which an edge represents an actual physical contact between
two people at some location during the day. Such networks are not
readily available and cannot be constructed easily because of the
di�culty in tracking contacts for a large set of people. This has
been recognized as a signi�cant challenge in the public health com-
munity, and multiple methods have been developed to construct
large scale realistic contact network models by integrating diverse
public datasets (e.g., US Census, land use and activity surveys) and
commercial data (e.g., from Dunn & BradStreet on location pro�les).
We use models developed by the approach of [8];1 see also [9, 19] for
network models developed by other public health groups.2 Multiple
such network models were evaluated in a study by the Institute of
Medicine [10].

Here, we focus on a population for Minnesota with 5, 048, 920
individuals in total, which are aggregated into 4,082 census block
groups from the 2010 U.S. census. We consider an SEIR type of sto-
chastic model for measles, as described earlier in Section 2. For the
MaxCrit formulation, the criticality of a cluster C of block groups

1See ndssl.vbi.vt.edu/synthetic-data/download for networks available for download.
2Models are available at http://www.epimodels.org/drupal/?q=node/70 and https://
www.rti.org/impact/synthpop
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is assessed by leaving every individual inside C unvaccinated; ev-
erybody else in the population is vaccinated with probability 0.97,
which is the statewide vaccination rate. The source Src is picked as
a set of three nodes in C. For the ECrit formulation, we focus on
the Minneapolis metropolitan area, and pick Src to be a set of 100
children. As before, we assess the criticality of a cluster by leaving
its inhabitants unvaccinated, with a 0.97 vaccination rate elsewhere.

5.1.2 Baseline Methods. We compare our algorithms with two
heuristics used in epidemiology and a naive random baseline.

(1) P���������. Find a cluster of size k with the largest total
population. The motivation behind this heuristic is leaving
as many people as possible unvaccinated.

(2) V������������. The vulnerability of an individual is the
probability that this personwill get infectedwhen the disease
is left to propagate with no intervention—i.e., x� = 0 for all
nodes. This baseline �nds a cluster of size k with as large
total vulnerability as possible, thus prioritizing individuals
who are most likely to get infected.

(3) R�����. Find a connected cluster of size k by doing a ran-
dom walk on the auxiliary graph.

5.2 Optimization power
In Figure 3, we show the criticality obtained by A�����M��C���
(top) and A�����EC��� (bottom) compared to the three baseline
methods as a function of k . As expected, selecting subgraphs at ran-
dom performs poorly and results in almost no additional infections
compared to the initial disease conditions. Surprisingly, V�������
������ does not performmuch better than random, especially on the
MaxCrit objective. It is also interesting that the population-based
heuristic does not have monotonic improvement with k . For the top
plot, even though the subgraph of size 9 has 55,800 inhabitants, the
smaller subgraph of size 5 with a population of 34,000 leads to a sig-
ni�cantly larger outbreak. Overall, the population-based heuristic
has better performance among the baselines, and it even surpasses
our algorithm for k = 5 in MaxCrit. However, both A�����M���
C��� and A�����EC��� exhibit notably better performance. For the
ECrit objective, the 11-node cluster discovered using our method
leads to 8 times more infections than the baselines.

Another important quantity is the probability of having a large
outbreak. In Figure 4, we show the distribution of criticality values
for each method over 100 simulations of the disease model. For
the MaxCrit objective (top), we observe that even the largest out-
breaks caused by V������������ and R����� are much smaller
than those of A�����M��C��� and the P��������� baseline. We
also note that the population-based clusters have larger variance
in criticality and can result in larger outbreaks than those from
our algorithm. We observe a similar e�ect on the ECrit formula-
tion (bottom), where the 9-node P��������� cluster has extreme
cases with more infections than A�����EC���. This suggests that
if the goal for a public health department is to prevent the worst-
case scenario, then intervening the most-populated areas is a good
heuristic. However, in doing so, one could miss smaller regions that,
on average, are likely to infect more people.

Figure 3: Comparison of algorithms for MaxCrit (top) and
ECrit (bottom) as a function of the solution size k

5.3 Critical clusters and demographics
We compare the distribution of age and income in the cluster dis-
covered by A�����M��C��� (k = 11) to that of the entire state. We
aggregate household income into “Low” (below $25,000), “Medium”
(between $25,000 and $75,000), and “High” (above $75,000). Ages
are binned into “Pre-school” (below 5 years old), “School” (between
5 and 18 years old), “Adult” (between 18 and 70 years old), and
“Senior” (above 70 years old). In Figure 5, we see the critical cluster
has signi�cantly more households of low income compared to the
entire state—19.6% to 34.9%. Similarly, in the discovered cluster,
children are over-represented. 26.6% of the population are children
in “School” age compared to the national average of 18.7%.

We �nd critical clusters in di�erent regions over Minnesota.
Figure 1 shows the top 10 non-overlapping clusters discovered us-
ing A�����M��C���. The most critical cluster—with over 5,000
infections—is located on the rural northern part of the state, span-
ning the Leech Lake and Red Lake reservations. We note that this
cluster results in the largest spread despite having a relatively
small population of 14,910 people, compared to clusters in urban
regions. For example, the second most critical cluster—north of
Minneapolis—has 48,889 inhabitants.

In addition to analyzing the most critical cluster, we look at the
top-5 non-overlapping clusters discovered by A�����M��C���.
These correspond to di�erent choices of root on the k-M��ST
algorithm. In Table 3, we report the total population size, criticality,
and percentage of infections to the total population of the cluster—
i.e., criticality / population. Note that this latter number could be
larger than 1, since there are infections outside the cluster. As
we discussed before, the top region leads to a large spread (41%
of its population size) despite having less inhabitants than the
successive clusters. However, the second cluster follows right after,
with virtually the same criticality score, but in a more urban region.
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Figure 4: Criticality scores on theMaxCrit objective (top) and ECrit objective (bottom) over 100 runs of the simulation for each
method evaluated

Figure 5: Average income (top) and age (bottom) in the en-
tire state (left) and in the cluster discovered by A�����M���
C���. There are more children in school age and lower in-
come households in the discovered critical cluster.

Table 3: Total population and criticality in the top 5 clusters
discovered by A�����M��C���

Rank Population Criticality % population
1 14,910 6,138 41.2%
2 48,889 6,093 12.5%
3 23,391 1,388 5.9%
4 15,731 647 4.1%
5 9,936 372 4.7%

For ECrit, we focus on Minneapolis. In Figure 6, we show the
most critical clusters for this region. The cluster that produces the
largest spread covers the city of Brooklyn Park, which is a “majority-
minority” suburb with a large immigrant population.3 However, we
emphasize the need for domain-expert analysis to better interpret
and make use of these results. In Table 4, we report the population
3https://tinyurl.com/y97k7y2l

Figure 6: Critical clusters in Minneapolis on the ECrit objec-
tive with seeds being children of ages 10 and below.

Table 4: Total population and criticality in the top 5 clusters
discovered by A�����EC���

Rank Population Criticality % population
1 22,273 858 3.9%
2 20,149 58 .3%
3 12,248 40 .3%
4 8,998 14 .2%
5 9,620 12 .1%

and criticality for the 5 most critical clusters. The di�erence in
criticality between the �rst and second clusters is striking even
though their population size is very similar.

5.4 MaxCrit and ECrit
In order to compare clusters from both formulations, we repeat
our experiments for the MaxCrit objective on the Minneapolis area
instead of the entire state. We �nd that the clusters discovered
with both formulations overlap by a large margin. In Figure 7, we
show the MaxCrit clusters in orange circles and the ECrit clusters
in blue markers. Not only do the clusters cover the same parts of
Minneapolis, but the criticality ranking is the same too. For instance,
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Figure 7: MaxCrit and ECrit clusters in Minneapolis. Both
solutions �nd similar critical clusters.

the most critical cluster using MaxCrit covers Brooklyn Park, just
as the ECrit cluster that we discussed in the previous section; this
result holds even though the seeds for MaxCrit are chosen from
the entire population, whereas we chose children only for ECrit.

6 RELATEDWORK
Traditionally, epidemiological models have been di�erential equa-
tion models, which assume very simplistic mixing patterns of the
underlying population. In the last decade, a number of research
groups have developed agent-based methods using complex net-
work models as a way to handle these issues [8–10, 18, 19]. Such
methods have been used for policy analysis by local and national
government agencies [10]. Since data for large scale contact net-
works is not available, we use this paradigm in our work.

All prior work on undervaccinated clusters has been restricted
to identi�cation. For instance, Lieu et al. [17] analyze electronic
health records among children in 13 counties in Northern Califor-
nia and identify various signi�cant geographic clusters of under-
immunization and vaccine refusal, using spatial scan statistics. How-
ever, such methods are not directly useful for the policy questions
of identifying critical clusters, which is our focus here.

There has been a lot of work on di�erent kinds of detection
problems related to outbreaks in networks. For instance, Christakis
and Fowler [7] use the “friend of random people” approach to
monitor a subset of people and infer characteristics of the epicurve
for the entire population. Leskovec et al. [16] study the problem of
early detection of di�erent kinds of events—e.g., in water networks
or social networks. However, these approaches have been focused
on either just detecting that some event (e.g., start of an infection)
has occurred or the epidemic characteristics for the entire region.
Instead, we are interested in �nding regions that would lead to a
big number of infections if left unvaccinated.

Our work is also related to submodular function maximization
with connectivity constraints. This constraint makes the problem
much harder than other constraints, such as cardinality or matroid
constraints, which can be approximately optimized using a simple
greedy procedure [20]. The most relevant work is by Kuo et al. [15],
who proposed a �(1/

p
k) approximation algorithm to this problem.

We are able to obtain an improved �(1/k1/3) approximation for
MaxCrit by exploiting the spatial structure in our problem. Finally,

Krause et al. [14] propose an approximation algorithm for bud-
geted submodularity maximization on graphs based on exploiting
local structure. Our algorithm for ECrit builds on this approach by
exploiting a slightly di�erent type of local modularity bound.

7 CONCLUSIONS
Our work is motivated by public health policy questions of quan-
tifying potential risks of large outbreaks as a result of reducing
vaccination rates in a cluster. We formalize two problems, ECrit
and MaxCrit, for �nding critical clusters for highly contagious dis-
eases that can be prevented by vaccination. These two formulations
have di�erent properties and solution structure, and they capture
two di�erent policy questions. We show that these problems are
variants of the classical in�uence maximization problem, with an
additional connectivity requirement on an auxiliary network, and
we design algorithms with rigorous approximation guarantees. Ex-
perimental results show that our formulations perform signi�cantly
better than heuristics from epidemiology. Such an approach can
help public health agencies prioritize response to the challenges of
reduced vaccination coverage.
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ABSTRACT
The Opioid epidemic that claimed more than 63,600 lives in 2016,
was declared as a public health emergency by the US government
in October 2017. Although a few health insurance companies and
commercial �rms have examined this important issue from various
available data sources, research �ndings from analysis of publicly
available Opioid related web data is sparse. Accordingly, we have
undertaken the important task of identi�cation of at-risk groups
for Opioid addiction through web data analysis, so that appropri-
ate early intervention measures can be initiated by public health
o�cials. We have collected Opioid incidences data for the states of
Connecticut and Ohio for the time period of 2012 - 2018, and we are
currently in the process of analyzing such data. In this paper, we
present our preliminary �ndings and outline our plans for further
research on this topic.

CCS CONCEPTS
• Computing methodologies→ Unsupervised learning;

KEYWORDS
Opioid Addiction, Web Data, Risk Group Identi�cation

1 INTRODUCTION
Opioids are drugs, prescribed by health professionals to relieve pa-
tients from pain. Unfortunately, these drugs often lead to addiction.
This addiction has emerged as a full blown epidemic in the United
States. In the last few years, there has been an alarming increase in
Opioid related deaths, resulting in the loss of 63,600 lives in 2016
alone. In October 2017, the epidemic was declared as a public health
emergency by the US government. Although a few health insurance
companies and commercial �rms have examined this important
issue from various available data sources, research �ndings from
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analysis of publicly available Opioid related web data is sparse. Ac-
cordingly, we have undertaken the important task of identi�cation
of at-risk groups for Opioid addiction through web data analysis, so
that appropriate early intervention measures can be initiated by
public health o�cials. We have collected Opioid incidences data
for the states of Connecticut and Ohio for the time period of 2012 -
2018, from various federal, state and local government databases,
and we are currently in the process of analyzing such data. In this
paper, we present our preliminary �ndings and lay out our plans
for further research on this topic, which also includes �nding the
pathways to Opioid addiction. From the available literature, it ap-
pears that a major pathway to Opioid addiction is through drugs
prescribed by medical professionals, to alleviate chronic pain of
their patients. Our goal is to �nd out if this is the only pathway
to Opioid addiction, or there exists other pathways, such as peer
pressure, which is recognized as a pathway to alcohol and other
non-Opioid drug addiction.

For our analysis, we have collected Opioid incidences data for
the states of Connecticut and Ohio for the period 2012 - 2018. In
particular, we have collected, (i) the Accidental Drug Related Deaths
[1] dataset, for the state of Connecticut for 2012-2017, (ii) the USDA
Economic Research Service dataset [2] for 2016-2017, (iii) the Cen-
ters for Medicare and Medicaid Services (CMMS) [3] dataset of 24
million Opioid related prescriptions written by 1 million unique
prescribers in U.S. during 2014, (iv) A subset of CMMS dataset
with 25,000 unique prescribers available on [4] and used by IBM
researchers [5], (v) the Cincinnati Heroin Overdose dataset for 2015
- 2018 [6], and, (vi) Cincinnati neighborhood dataset for median
income, median age and educational distribution [7, 8]. Brief de-
scriptions of these datasets are provided in Section. 3.

In our e�ort to identify at-risk groups for Opioid addiction, we
focus on the eight counties in Connecticut. Based on available data,
our goal is to identify at-risk groups by taking six di�erent factors -
location, race, gender, age, income and education level into account.
For our study, location is identi�ed by one of the eight counties of
Connecticut. We divide race into �ve categories (White, African
American, Asian, Hispanic/Latino and Others), gender into three
categories (Male, Female and Others) and age into four categories
(Below 20, 20-39, 40-59 and 60 and above). Income level is divided
into four categories (Less than $30k, $30k-$60k, $60k-$100k and
above $100K), and education level is also divided into four categories
(less than high school, graduated high school, some college, college
graduate). Ideally, at the end of our analysis, we expect to identify
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at-risk groups at the following level of granularity and be able to
make statements such as: “White Male residents of Fair�eld County
in the age group of 20-39, within income bracket $30k-$60k, and
educational level high school graduate”, are the highest risk group
in Connecticut.

In addition to identi�cation of at-risk groups for Opioid addiction
and pathways to addiction, we also examined the important con-
tributing factors of the Opioid epidemic by attempting to answer
the following questions,

• Q1: Is there a correlation between the prescribers, prescrip-
tions and Opioid related deaths in U.S. states?

• Q2: Which prescribers are likely to prescribe more than 10
Opioid related prescriptions in a year?

• Q3: Is there a correlation between the income level, age, and
the educational level and the Opioid related incidences, in a
neighborhood?

From our analysis of historical data, we plan to identify the
characteristics of risk groups and utilize it to develop a model to
predict emerging risk groups in a state. In particular, we plan to
develop a unsupervised learning techniques such as, clustering, for
risk analysis of speci�c demographic groups. Using such a model,
we plan to forecast the spatial e�ect (urban or rural) of the emerging
risk groups.

In our ongoing e�ort, so far, we have analyzed (i) county level
data of Connecticut, to rank various at-risk groups, according to
their vulnerability to addiction, (ii) neighborhood level data of a
speci�c city in Ohio (Cincinnati) to identify the impact of income
level, age and educational level, on Opioid related incidences, (iii)
national level data to identify the role of the individuals prescribing
Opioid drugs on the spread of the epidemic.

2 RELATEDWORK
In [9], the authors develop a model to identify patients at risk for
prescription Opioid abuse, their dependence and misuse, using drug
claims data. For exploration of pathways to prevention, the authors
in [10] studied the e�ectiveness and risks of long term Opioid ther-
apy for chronic pain. Machine learning techniques for surveillance
of drug overdose was studied in [11]. Illicit sales of Opioid drugs,
such as Fentanyl, through Twitter, was studied in [12]. Chary et.
al. in [13] also analyzed Twitter data with a goal of identifying the
location of the Opioid related Tweet. Data Science researchers from
IBM Research and experts from IBM Watson Health have recently
[14] undertaken studies in this domain. Their e�ort is directed to-
wards the analysis of the relationship between factors surrounding
an initial opioid prescription, and a subsequent diagnosis of addic-
tion. The goal of this research is to identify causal factors that lead
to addiction diagnosis, taking into account all the variables asso-
ciated with the initial prescription, such as opioid class, quantity,
and related medical procedures and diagnoses.

3 DATASETS FOR ANALYSIS
In order to identify the various at-risk groups, we �rst collected
data from multiple sources and then munged the collected data to
create additional datasets. The details of our data collection and
data munging are provided in Sections 3.1 and 3.2.

3.1 Data Collection
Our collected data comprises of datasets DS1-DS7. In the following
we describe each one of them.

3.1.1 DS1: It corresponds to theAccidental Drug RelatedDeaths
2012-2017, for the state of Connecticut [1]. This dataset comprises of
4083 unique incidences, across the state of Connecticut, during 2012-
2017. Each record in DS1 includes Incidence Date, Gender, Race,
Age, Residence/Death City/County of the individual involved, Lo-
cation of Incidence in latitude/longitude and also the environment -
hospital, residence, etc. Moreover, the records contains information
related to description of injury, including drug use, substance abuse,
multiple medications, etc. In addition, it provides the information
about the immediate cause and speci�c type of Opioid and/or other
drugs involved in the incidence.

3.1.2 DS2: The USDA Economic Research Service dataset [2]
contains information related to poverty, population, employment/
unemployment rates with median household income, and educa-
tion, for the entire United States for the years of 2016 and 2017. As
our focus is in the state of Connecticut, we extract county level
information regarding poverty levels to educational levels, for Con-
necticut, from [2]. We refer to this extracted dataset as DS2.

3.1.3 DS3: The United States Census Bureau American Fact
Finder dataset [15] contains information related to demographics,
economics, education, etc. for the entire country. We extracted
information pertaining to the state of Connecticut, by county, and
refer to this extracted dataset as DS3.

3.1.4 DS4: It is the U.S. Opiate Prescriptions/Overdoses dataset
available on [4]. This dataset comprises of 25000 unique prescribers,
across the U.S., and the prescriptions written by them in 2014. This
is a subset of the dataset maintained by the Centers for Medicare
and Medicaid Services [3], that contains almost 24 million Opioid
related prescriptions, written by 1 million unique health profession-
als (prescribers), in the U.S in 2014. Each record in DS4 includes
National Provider Identi�er number, provider state, gender, creden-
tials and the number of Opioid related drugs prescribed (among the
set of 250 di�erent drugs) by the provider. In addition, it provides
the information whether or not the provider prescribed more or
less than 10 Opioid related prescriptions in 2014. It may be noted
that determination of whether or not a prescriber has prescribed
more than 10 prescriptions in 2014, is not done by summing up the
number of drugs prescribed by the provider, as multiple drugs may
be prescribed on a single prescription.

3.1.5 DS5: This dataset is also collected from [4]. It contains the
population in each of the 50 states and also Opioid related deaths
in that state.

3.1.6 DS6: It is the Cincinnati Heroin Overdose dataset avail-
able on [6]. This dataset is a subset of the Emergency Medical
Services (EMS) dataset, where each record contains detailed infor-
mation regarding an incident, such as location, time, EMS response
type, neighborhood, and others, that required an EMS dispatch. This
dataset contains information related to Heroin incidences from July
2015 to present time. As of April 18, 2018, there were 5568 such inci-
dences. DS6 is a subset of EMS dataset in the sense that it contains
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information only regarding Heroin incidences. It may be noted
that heroin and opioid painkillers are extremely similar in terms of
their chemical structure, mechanism of action and range of e�ects.
Accordingly, for the purpose of this study, we use Heroin and other
Opioid drug related data, in a similar fashion.

3.1.7 DS7: This dataset contains information regarding the me-
dian income, median age and educational distribution of various
neighborhoods of Cincinnati. Information about the median in-
come, median age and educational distribution were mined from
three separate websites [7, 8].

3.2 Data Processing and Munging
We process and munge data from our collected datasets DS1-DS7, to
create “secondary” datasets DS8-DS15 for the purpose of identi�ca-
tion of at-risk groups, in the state of Connecticut. In the following,
we describe our munging process:

3.2.1 DS8: It is a subset of DS1, restricted by the year 2016, to
make it consistent with DS2.

3.2.2 DS9: It comprises of records of DS8, sorted by the counties,
and �ltered by gender, race and age.

3.2.3 DS10: It is created from DS9 and consists of 8 rows (cor-
responding to eight counties) and 13 columns (corresponding to
number of incidences in each county; gender - Male, Female, Other;
race - White, African American, Hispanic/Latino, Asian, other; age
- below 20, 20-39, 40-59, above 60).

3.2.4 DS11: It is created from DS10 by considering all possible
combinations of County, Gender, Race and Age. Since we have 8
di�erent counties, 3 di�erent genders and 5 di�erent races and
4 di�erent age levels, we will have 480 rows (8 * 3 * 5 * 4) and
5 columns (corresponding to a county, gender, race, age and the
number of incidences for that speci�c county, gender, race and age).

3.2.5 DS12: It is created by sorting DS11 in descending order
of the number of incidences.

3.2.6 DS13: This dataset is created by processing information
available in DS4 and DS5. From DS4, we create a temporary dataset
DS4A that contains information regarding the total number of
prescribers and prescriptions written in each of the 50 states. DS4A
was joined with DS5, to create DS13, that contains information
regarding the total number of prescribers, prescriptions and Opioid
related deaths in each of the 50 states.

3.2.7 DS14: This dataset was created by processing information
available in DS6, and it contains information related to the number
of Opioid related incidences in each of the 50 neighborhoods of
Cincinnati.

3.2.8 DS15: This dataset was created by processing informa-
tion available in datasets DS7 and DS14 and it contains information
related to the median income, median age, median education and
the number of Opioid related incidences in each of the 50 neighbor-
hoods of Cincinnati. It may be noted that DS7 provides information
related to the distribution of educational level of each of the neigh-
borhoods. We de�ne median education level of a neighborhood
as the number of years, 50% of the residents of the neighborhood

spend in school. In [8], the educational level is divided into 10
di�erent categories from c1, ...., c10 where c1 corresponds to None
and c10 corresponds to Doctorate. The categories c1, ...., c10 corre-
spond to n1, ...., n10 years of education, with None implying 0 years
of education and Doctorate implying 22 years of education. The
precise de�nition of median education level of a neighborhood is
as follows. The median educational level of a neighborhood is nk
years, if k is the smallest integer, such that

Õk
i=1 xi � 50, where x1,

...., x10 represents the percentage of neighborhood population that
has educational levels corresponding to c1, ...., c10.

4 PROPOSEDWORK
In order to identify at-risk groups with a high level of accuracy, one
obviously needs to have access to relevant data. Data pertaining to
Opioid related prescriptions, incidences, such as, calls to Emergency
Medical Services (EMS) and deaths, are owned by multiple stake-
holders, such as the insurance companies, hospitals, EMS providers
and drug stores. Public health organizations at the federal, state and
local level often collect such data, anonymize and aggregate them
and make it available on the web. For our analysis, we have used
such data made available by Centers of Medical and Medicaid Ser-
vices [3], Health and Human Services department of Connecticut
[1] and EMS responses for the city of Cincinnati [6]. However, such
data often do not contain information at the individual level, e.g., it
does not provide medical history of an individual as to how many
or how often the individual was taking Opioid drugs. Moreover, it
does not contain socio-economic and educational background of
the individual. Data related to the medical history of an individual
is available to the insurance companies, hospitals and drug stores.
We did not have access to such data. However, we are making an
e�ort to collect such data from these sources.

Once we acquire such data, we plan to develop a mathematical
model to estimate the association between Opioid abuse and medi-
cal history and demographic characteristics of individuals. Given
the demographic information and medical history of an individ-
ual, the response variable of the model, will assign the individual
to a risk group. We also plan to develop unsupervised learning
paradigms, as the number of risk groups may vary over time. We
are currently developing mixture models, using the Expectation-
Maximization algorithm.

5 PRELIMINARYWORK RESULTS
In this section, we present preliminary results for identi�cation of
at-risk groups, as well as answers to Q1-Q3, presented earlier. In
the following, we brie�y discuss these results

5.1 At-Risk Group Identi�cation
As noted earlier, ideally, we would have liked to identify at-risk
groups at the following level of granularity and able to make state-
ments of the form: “White Male residents of Fair�eld County in
the age group of 20-39, within income bracket $30k-$60k, and ed-
ucational level high school graduate”, are the highest risk group
in Connecticut. However, the datasets available to us currently
does not provide any information related to income and education
level of the individual involved in the Opioid related incidence.
Accordingly, we are unable to identify at-risk groups at a level of
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granularity involving six factors (Race, Gender, County, Age, In-
come and Education). Instead, we identi�ed at-risk groups involving
four factors (Race, Gender, County, Age).

It may be recalled from Section. 3.2 that DS12 was created by
sorting DS11 in descending order of the number of incidences,
where DS11 contained all possible combinations of County, Gender,
Race and Age. Thus, DS12 contains 480 rows (corresponding to
8 di�erent counties, 3 di�erent genders and 5 di�erent races and
4 di�erent age levels) and 5 columns (corresponding to county,
gender, race, age and the number of incidences for that speci�c
county, gender, race and age). Each of the 480 rows correspond to
a risk group identi�ed by county, gender, race and age. We de�ne
a risk group to be the highest risk group if the number of Opioid
related incidences for this group is the highest among all risk groups.
Based on our analysis, we present the �ve highest risk groups, in
Connecticut, in Table. 1.

County Race Gender Age Group No. of Incidences
Hartford White Male 20-39 66

New Haven White Male 40-59 64
Hartford White Male 40-59 61

New Haven White Male 20-39 53
Fair�eld White Male 20-39 44
Table 1: Five Highest Risk Groups in Connecticut

From Table. 1, we �nd that White Males as a demographic group,
is the highest risk group in Connecticut. Moreover, two counties
- Hartford and New Haven, are among the worst a�ected, by the
Opioid epidemic. From a di�erent dataset DS3, we can identify
income and educational level characteristics of the highest risk
groups (White, Male, Hartford/New Haven County). The income
level for White males in Hartford, Connecticut was $63,200 in 2016
and 91.7% of them were at least High School graduates. The corre-
sponding numbers for New Haven, Connecticut were $48,985 in
2016 and 91.3% respectively.

5.2 Results of Data Analysis for Q1-Q3
We used DS4, to answer the �rst two questions. Question3 was
answered using DS15. We brie�y summarize our �ndings below,

5.2.1 Data Analysis for Q1. We used partial correlation to ana-
lyze the relationship between the prescribers/number of prescrip-
tions and the number of Opioid related deaths. From Table. 2, we
can infer that there is a moderate positive correlation between the
number of prescribers and prescriptions with Opioid related deaths.

Number of Number of
Prescribers Prescriptions

Opiate Deaths
(Partial Correlation) 0.4664 0.3619

Table 2: Partial Correlation Coe�cients between Opiate
Deaths and Prescribers and Prescriptions

5.2.2 Data Analysis for Q2. We used several machine learning
algorithms to predict prescribers who are likely to prescribe high
number of Opioid prescriptions, by analyzing the trend of pre-
scribing non Opioid drugs. IBM ran some initial machine learning

algorithms and attained accuracies ranging from 60% to 84%. Us-
ing XGBoost and CatBoost, we had accuracy scores of 81.8% and
84.7%. The CatBoost model provided a feature importance array,
which identi�ed “specialty” as the most important feature. The pre-
scribers with specialty “Addictive Medicine”, prescribed the highest
average of annual Opioid drugs. We also examined the average
annual Opioid prescription rates by state and observed a trend of
higher prescription rates in the southern states. Furthermore, we
implemented a Mulit-Layer Perceptron and a Random Forest on
the dataset. We did not consider the specialty of the prescribers in
these two models. We achieved a training accuracy of 95.6% and a
testing accuracy of 89.7%, using the MLP, and a testing accuracy of
89% using the Random Forest model.

5.2.3 Data Analyses for Q3. We used the Cincinnati Heroin
Overdose dataset, along with the Cincinnati neighborhood dataset
to identify the relationship (using partial correlation) between the
income levels, age and educational levels of a neighborhood, and
the number of Opioid related incidences. The results are tabulated
in Table. 3. From the table, we can infer that the Opioid addiction
a�ects the entire spectrum of income levels and age, and is not
restricted to a particular level. In addition, we found that, with
an increase in the educational level of a neighborhood, there is a
decrease in the Opioid related deaths, albeit slightly.

Median Median Median
Income Age Education

Opiate Deaths
(Partial Correlation) -0.0576 -0.0789 -0.1516

Table 3: Partial Correlation Coe�cients between Opiate
Deaths and Median Income/Age/Education
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ABSTRACT
Often, the task of epidemiological modelling is seen as one of im-
proving biological and social realism, with increasing data availabil-
ity enabling increased realism. Here, we consider ways in which
models designed to support policy have di�erent data and algorith-
mic requirements from those aiming at realism or insight, via a
series of case studies. In particular, calculation and communication
of uncertainty is often more important than re�nement of model
structure without con�rmation of validity.
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1 OVERVIEW
Epidemiology is a data-driven science; however, the sources of data
involved are typically observational, since controlled experiments
are seldom practical. This means mathematical modelling has a key
role to play in the �eld, both in terms of inference and of prediction
[17].

Inference is challenging because data is usually scarse and only
indirectly informing our knowledge, as most events involved in
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Figure 1: Representation of an idealised modelling support
cycle for policy.

the transmission process (e.g. infection, or beginning/end of viral
shedding, which does not necessarily correspond to onset/end of
symptoms) are rarely observed. Models o�er an opportunity to
codify our biological understanding (or belief) about the infection
mechanism, but their integration with data requires sophisticated
statistical techniques, particularly those that successfully cope with
missing data.

Models are also key for predictions, as they allow for the repre-
sentation of phenomena such as potential interventions that are not
directly observable. Unfortunately, validation of model predictions
is problematic, as no epidemic is ever identical to any other and
testing alternative control policies is anyway constrained by ethical
or political considerations.

When modelling to inform policy, particularly when a decision
must be made under time pressure, there are particular practi-
cal and theoretical challenges. These are often markedly di�erent
from those that arise in curiosity-driven science. Figure 1 shows
an overall picture of modelling for policy support. A successful
policy-driven model will integrate available data, and propagate
forward the most signi�cant uncertainties to allow interventions to
be optimised, all the while improving methodology. The rest of this
position paper is structured as a set of case studies that illustrate
this point.
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2 TYPES OF MODELS USED
Broadly speaking, there are two classes of models (although these
can be related to each other and embedded in more general frame-
works) that we now present simple examples of for clarity.

The �rst of these is the Poisson process for a non-communicable
disease. Here we imagine that we observe a number of cases of
disease � in a population of size N over a time period of length t.
In the simplest model, we assume that N � � and that cases arise
independently at a rate �, leading to a Poisson likelihood of

Pr(�) = (�t)�e��t
�!

. (1)

This Poisson model, if correct, would allow us to estimate � from
data (for example if 365 cases are observed in a year then we would
estimate the rate to be �̂ = 1 days�1) and on that basis could use (1)
to predict the probability that we observe signi�cantly more cases
than expected, leading to a lack of healthcare capacity, on a given
week.

The second is the SIR model, in which individuals are split into
compartments according to whether they are Susceptible to the
disease, Infectious, or Removed. This model is often represented
through the non-linear system of di�erential equations:

dS
dt
= � �

N
SI ;

dI
dt
=

�

N
SI � � I . (2)

If we know the values S(t = 0) and I (t = 0), as well as the mean
duration of infectiousness 1/� and the basic reproductive ratio
R0 = �/� then this model (and related approaches [23]) can be
used to calculate quantities such as the value of t at which I (t) is
maximised – i.e. the peak time and height – as well as the total
number of individuals infected during the epidemic, N � S(1).

Elaborating on the back-bone of the SIR model (2), a range of
more sophisticated model structures has been proposed to relax
unrealistic assumptions and capture various aspects of human so-
cial patterns, including: multitype models that distinguish between
classes of individuals (e.g. age or risk behaviour); metapopulation
models (e.g. cities connected by �ights); households models, cap-
turing social grouping imposed by household, school and work-
place structures; network models; spatial models, e.g. incorporating
transmission reduction with distance or movements dependent
on population density; and complex individual-based stochastic
simulations, which are �exible but involve many parameters. For
reviews, see Rock et al. [37] and Keeling and Rohani [23].

3 REAL-TIME DECISION MAKING DURING
PANDEMICS

Infectious disease modelling is increasingly used to support deci-
sion making in real-time in order to choose best control strategies.
In 2001, for example, modelling was used to estimate the impact of
potential control strategies during the outbreak of foot-and-mouth
disease in the UK [14, 24]. During the last in�uenza pandemic in
2009, a cost-e�ectiveness analysis involving a transmission model
�tted to incoming data informed the UK government on the likely
impact of alternative vaccination strategies [2]. More recently, dur-
ing the Ebola outbreak in West Africa, models were used to forecast
the likely course of the outbreak [41], evaluate the bene�ts and
risks of introducing Ebola community centres [26], estimate the

impact of new beds [6] and evaluate clinical trials for experimental
treatments [11].

In these situations, trying to develop increasingly more com-
plex models in order to integrate additional parameters relevant
to decision makers is often not possible using traditional methods.
The reason is that traditional methods of evidence synthesis are
based on computationally intensive algorithms poorly adapted to
quick responsive real-time inference. The quality of real-time data
involved integrating additional modelling layers to re�ect poten-
tial censoring and sources of uncertainties. Finally, these models
need to incorporate simple summary outputs which can be handled
during decision making.

A real-time modelling toolbox needs to be developed to provide
a set of modular methodologies which can be picked up to build
a model �exible enough to integrate relevant complexities while
still being �tted in a short amount of time. Such tools could involve
heavily parallelised methods that exploit multi-core computer archi-
tecture such as particle �lters, variational Bayesian approaches, or
approximation [5]. It is, however, possible that any computational
gain could be o�set by approximation error. It would thus also be
necessary to develop, prior to these crises, studies quantifying the
level of bias introduced by using ‘fast’ methods.

4 PREDICTING THE PEAK DEMAND FOR
HEALTHCARE

Prediction of height and timing of peak incidence is crucial to es-
timate the stress on the health care system, and hence to inform
decision-makers on how to allocate resources to manage the out-
break most cost-e�ectively. Hospitals running out of beds during
more severe in�uenza seasons are not uncommon [7, 8], with pa-
tient care severely delayed and other hospital services postponed to
after the winter crisis. Conversely, enough resources in terms of bed
capacity in treatment centres has been shown to have contributed
to controlling the 2014 Ebola outbreak [27].

Given the abundance of studies discussing, comparing and test-
ing methods for prediction of in�uenza epidemics [32, 34, 40, 44],
we focus here on the case of in�uenza, although comments natu-
rally extend to other infections. Among the many epidemiologically
relevant epidemic characteristics [40], peak timing and height are
among the most widely considered [32, 33, 38].

Stochastic simulations of simple epidemic models based on the
‘mass-action’ mixing assumption highlight how peak epidemic tim-
ing can vary widely as a consequence of the random delays in the
early epidemic phase. However, once the epidemic takes o� and the
number of cases becomes large enough to motivate a deterministic
approximation, the explosive nature of exponential growth is such
that uncertainties regarding the size of the population under consid-
eration or the fraction e�ectively susceptible to infection has only
marginal impact on how quickly the peak is reached. Mathemati-
cally speaking, the stochastic counterpart of model (2), if not for
the initial and �nal epidemic phases dominated by random events,
consists of a ‘deterministic’ central phase the duration of which
is O(1) (i.e. independent of the population size N ) [1]. It is unsur-
prising, therefore, that numerous retrospective studies of in�uenza
concluded peak timing prediction can be already accurate weeks in
advance (cited numbers generally range form 4 to 7 [32, 33, 38]), at
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least in those years characterised by a single epidemic wave and
provided enough data is promptly available. Prospective, real-time
forecasts [39, 42] also proved reasonably accurate even up to 9
weeks in advance.

The delays between infections and reliable data on con�rmed
cases becoming available (1-2 weeks [34] or even longer [9]) may
threaten the usefulness of fast prediction methods. Alternatives
using more promptly available data, such as in�uenza-like illness,
acute respiratory infection data or absenteeism, or data surrogates
such as Google ’Flu Trends and search engine queries, unavoidably
inherit the inaccuracies of such data sources. For example, the
wide media coverage during the 2012-2013 epidemic in the USA
has been claimed as a potential cause for the time discrepancy
between Google search activity and the peak in real infections [39].
However, forecast methods based on combinations of social (e.g.
Internet searches) and physical indicators (e.g. absolute humidity)
appear to outperform those based on single indicators alone, and
can be further strengthened by accounting for uncertainty due to
o�cal estimates undergoing revision after publication [9].

If peak timing predictions appear broadly successful, the predic-
tion of peak height is much more challenging [32, 34]. A potential
explanation is that, even when mass-action mixing is a reasonable
assumption, the height of the peak is highly dependent on the exact
speed of epidemc growth [32] and other factors that are hard to
estimate, such as: the distribution of (often partial) susceptibility
in the population, the rate of under-reporting, and the e�ect of
control policies (e.g. vaccination) and behavioural change (e.g. self-
quarantining, reduced mixing, but also “�u parties” [29]).

When the mass-action assumption is not justi�able, models with
a more complex structure might need to be employed, complicating
the matter further. In a metapopulation framework, the height
and timing of peak incidence in the full population results from
the superposition of the subpopulation dynamics. As such, they
depend on subpopulation sizes, but also, crucially, on the times
at which the epidemic jumps between subpopulations, which are
often ‘rare’ events that are hard to predict accurately. However,
because as discussed above peak timing can be predicted in each
subpopulation provided local data is promptly available, the work
of Shaman et al. [39], which ignores a metapopulation structure
and treats di�erent cities as independent of each other, could still
forecast peak timing for many of the 108 cities considered.

Forecasting methods typically involve complex simulation mod-
els and relatively simple statistical �tting procedures [33] or rela-
tively simple models whose potential misspeci�cation is compen-
sated for by sophisticated statistical approaches, such as particle
�lters [32] and data assimilation ensemble approaches originally
adopted in numerical weather prediction [38, 39]. No single method
appears uniformly better than others and even after the peak has
passed there are instances when peak timing forecasts are inaccu-
rate [44]. In particular, all the methodologies tested in [44] struggled
in performing prediction for those years characterised by two (or
even three) separate peaks, as they were the result of separate
outbreaks of di�erent strains of in�uenza that the models were
not designed to capture. Integrating the sophisticated statistical
techniques with more realistic models of seasonal in�uenza is a
challenge for the future, but the lack of accurate and promptly

available data remains one of the main limitations in epidemiology,
especially compared to weather and climate predictions [28].

5 SYNDROMIC SURVEILLANCE FOR
SITUATIONAL AWARENESS

Syndromic surveillance is the monitoring of the number of cases
of illness in a population with a speci�ed syndrome [36]. Priorities
for the algorithms used to monitor real-time syndromic signals are
robustness, speed, and the ability to model signals at di�erent scales
(some signals have many days of zero cases and some have many
cases every day).

Methods used in practice to monitor signals such as vomiting
or in�uenza-like illness at di�erent points in the healthcare sys-
tem include the ‘early aberration reporting system’ developed by
the CDC [21], the ‘moving epidemic method’ [43], and the ‘rising
activity, multi-level mixed e�ects, indicator emphasis’ (RAMMIE)
method developed by Public Health England [31]. These are statis-
tical methods not based on dynamical systems of transmissionthat
are not transmission dynamic. RAMMIE, for example, is based on a
Poisson model (1) with an additional multi-level structure to exploit
signals from hierachical geographies (national, regional, and local
levels) [31].

Such approaches, applied to daily data, can improve situational
awareness during mass gatherings [18], provide support during
environmental problems [13], and detect and follow trends in larger
seasonal in�uenza outbreaks [20]. However, smaller outbreaks, for
example small gastrointestinal outbreaks [10] or anthrax releases
[30], are unlikely to be detected; the possibility of greater sensitivity
therefore remains open.

6 RESPONDING TO DISEASE OUTBREAKS
WITH ENVIRONMENTAL SOURCES

Diseases which arise from environmental sources rather than by
person to person spread – for example anthrax and Legionnaires
disease as opposed to measles or in�uenza – do not have the non-
linearity inherent in SIR-type models. This makes them mathemat-
ically simpler but still have their own modelling challenges [12].
These outbreaks will involve fewer people than expected from a
pandemic in�uenza wave but may be deliberate or arise during high
pro�le events such as the Olympic Games meaning the timescales
for decisions are shorter and uncertainty in data greater.

Aswas shown in [30] traditional syndromic surveillance schemes
are unlikely to detect the atypical emerging disease outbreaks. In-
stead such infections are likely to be detected within hospital set-
tings. This means the key data required to run models must be
collected on the �y from cases. Given the speed of data collection
there is likely to be uncertainty in quality of data. E�cient data
transfer is essential (using electronic data capture software and
transfer formats [15]) and wider adoption of such technology by
responders is key, where practical.

As shown in [16], methods may be adapted on the �y to support
outbreaks. Work between outbreaks can extend methods more
robustly (by allowing for additional delays or multiple sources) but
every outbreak is unique and so the perfect model design and data
demands are di�cult to write down a priori.
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Akey uncertainty is the location of people at the time of infection
and the number of people present that did not get infected. Tra-
ditional epidemiological methods of interviewing observed cases
mean that one can reasonably expect home and work location of
cases. This may be matched to home and work locations of the
general population from surveys or censuses but if infection arises
during travel or leisure activity the infection locationmay bemissed.
Even with more detailed travel history from cases this denominator
population is hard to de�ne. In [19] the authors have looked at
transient movements using novel data set including detailed travel
histories for de�ning denominators but such commercial datasets
are expensive to maintain and often appear as ‘black boxes’ to
eventual model users. To be viable for translation to public health
organisations the tools must be a�ordable and transparent. Emerg-
ing data sources such asmobile phone location datamay be a bene�t
to public health authorities, to de�ne the at risk population, but
access to such data is hard to ensure (particularly ahead of time so
methods can be developed) and accuracy is hard to quantify.

Whilst inferential methods for reverse epidemiology (�nding
exposure locations given cases) exist [12], further methodological
development is required, for example fusing intervention models
[35] with inference tools to ensure realistic modelling of interven-
tions. Futhermore, given that evidence for human dose response
arises from animal studies and for relatively high doses, the infec-
tion of humans receiving low doses of biological agent is uncertain.

Given uncertainty in the models, and their justi�cation, another
challenge is around model selection (in absence of clear nesting
of models) and presentation of key assumptions in an intuitive
way to a lay audience. Models may have challenges in explaining
concepts to such audiences but are critical in such situations to
support outbreak control team work.

7 OUTBREAK CONTROL IN CARE HOMES
Care homes are an integral setting for disease transmission and
control, especially within the context of an ageing population. A
recent modelling study of scabies in care homes [25] suggested that
early detection of an infectious index case is critical in establishing
who and when to treat. Uncertainty in determining the index case
leads to possibly a greater number of residents being infected with
the potential of infecting sta�who maintain frequent links between
the care home and the general population.

Traditionally, the study of transmission of an infectious agent
within such a setting has been studied using either an agent-based
simulation model or a mean-�eld model [23]. For the sake of argu-
ment and without loss of generality, a care home can be regarded
as a large household. These models capture the complete range
of stochastic behaviours using a large set of ordinary di�erential
equations which can be expressed succinctly as

dp
dt
= Qp , p(0) = p0 , (3)

where Q 2 Rn⇥n is the household transition matrix and p is the
probability that a household is in a certain infection con�gura-
tion. For example, if we consider the SIR model as in (2) then we
would have ps,i,r (t) being the probability that a household has
s susceptibles, i infectious and r removed. This is made possible

because we count the number of events of each type that can oc-
cur rather than keep track of the population numbers. For exam-
ple, in the SIR model only two events can occur, namely infection
(S, I ,R) ! (S�1, I+1,R) and recovery (S, I ,R) ! (S, I�1,R+1). For
a detailed overview of this type of models, see [3, 4]. The solution
for (3) involves the exponential of a matrix:

p(t) = exp (tQ)p0 . (4)

To fully achieve the modelling ideal of su�ciently accounting
for uncertainty, in both structure and parameter values, and be-
ing able to propagate it within a modelling framework, computa-
tionally e�cient algorithms for solving the master equation are
needed. Jenkinson and Goutsias [22] have considered an implicit
Euler implementation to approximate the solution of (4). More
recently, Kinyanjui et al. [25] have demonstrated that there exist
computational advantages in solving the matrix exponential us-
ing expansion-based methods for the time-homogeneous case, i.e.
whenQ is time-invariant. The computational advantages gained
allowed for a full Bayesian quanti�cation of scabies transmission
and control within households fully accounting for uncertainty
[25]. However, there is still an open research question as to what
happens when we have interactions between households making
Q temporally heterogeneous.

8 CONCLUSIONS
In summary, we have outlined a series of policy-driven modelling
contexts where data, time pressures and uncertainty limit the detail
that can be incorporated into models, highlighting where further –
particularly methodological – work is needed.
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ABSTRACT
Global spread of emerging epidemics (e.g. pandemic influenza,
SARS, MERS-CoV, Ebola) is increasingly common, associ-
ated with the rapid pace of urbanization and global travel.
Global metapopulation epidemic models built with worldwide
air-transportation network (WAN) data have been one of the
main tools for studying global spread of epidemics. However,
it remains unclear how infectious disease epidemiology and
the network properties of the WAN determine epidemic ar-
rivals for different populations around the world. This work
fills this knowledge gap by developing and validating an an-
alytical framework on the basis of stochastic processes and
network theory, which not only elucidates the dynamics un-
derlying global spread of epidemics but also advances our
capability in nowcasting and forecasting epidemics.
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1 INTRODUCTION
Recent decades, global spread of emerging epidemics is in-
creasingly common, as exemplified by the spread of SARS to
nearly 30 countries in 2003, the spread of influenza A/H1N1
pandemic to more than 100 countries in 2009, the exportation
of Ebola cases from the West Africa to the Nigeria, United
States and United Kingdom in 2014, and recent geographical
expansion of vector-borne diseases such as Dengue and Zika
virus. Such frequent outbreaks of emerging epidemics are
associated with the rapid pace of urbanization and global
travel [5, 9, 14, 17]. In response to the serious situation,
the World Health Organization (WHO) regularly updates
the blueprint list of priority diseases to guide public health
research and preparedness [28].

Since the 1980s, metapopulation epidemic models built
with worldwide air-transportation network (WAN) data have
been one of the main tools for studying global spread of
emerging epidemics [12, 19, 24]. Despite their long history
and widespread use, most studies in this field rely on com-
putationally intensive simulations to predict or forecast the
spatiotemporal transmission of epidemics [17, 19, 24]. How-
ever, one downside of such simulation-based methodology
is that the computational process tends to be a black box –
the underlying dynamics is hard to be elucidated from the
basic principles in infectious disease epidemiology and net-
work theory. In particular, an analytical understanding of the
underlying dynamics has only been partially elucidated in
recent years [4, 10, 23]. To fill this knowledge gap, we develop
a novel analytical framework for characterizing how global
spread of emerging epidemics depends on epidemiological
parameters and the network properties of the WAN.

2 GLOBAL SPREAD SIMULATIONS:
METAPOPULATION EPIDEMIC
MODELS

2.1 Structure of the metapopulation
epidemic models.

Metapopulation epidemic models are often described as a
complex network of populations, in which each population de-
notes a city in the world and populations are interconnected
through the mobility of individuals via the WAN [19, 24].
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Since emerging infectious diseases generally evoke an epi-
demic with relatively fast timescales, we assume that in each
population the epidemic peaks within 300 days after the
establishment of the disease in that population [25]. It indi-
cates that the change in demographics (e.g. births, aging) is
negligible, such that each population has a constant popula-
tion size. Denote population i as the epidemic origin with si
initial infections seeded at time 0. For any given population
j, the population size is denoted by Nj , with initial epidemic
growth rate denoted by λj . For populations j and k that are
directly connected, the per capita mobility rate from j to
k is computed by wjk = Fjk

/
Nj , in which Fjk is the daily

number of passengers travelled by direct flights from j to
k. Denote Tn

ij as the time at which population j receives its
nth imported infection, such that T 1

ij denotes the epidemic
arrival time (EAT) for population j. Table 1 summarizes
the parameters.

2.1.1 Local epidemic dynamics within each population. The
spread of epidemics within each population is modelled with
frequency-dependent compartmental epidemic models [16], in
which the transmission rate for infectious people to infect oth-
ers can depend on multiple factors including the interpersonal
contact rates, pathogenicity and environmental suitability
[1, 6, 18, 31]. In the main text, we use the standard SIR
model to describe the local epidemic dynamics within each
population. Appendix A.1 extends to more general epidemic
dynamics modelled by SEmInR models.

Let Si(t), Ii(t) and Ri(t) be the number of susceptible,
infectious and recovered people in a given population i at time
t. Suppose R0,i is the basic reproductive number and Tg,i is
the mean generation time in population i. Let βi = R0,i

/
Tg,i

be the disease transmission rate and µi = 1
/
Tg,i be the

recovery rate in population i. The SIR model is described
by the following differential equations:

dSi(t)
dt

= −βi
Si(t)
Ni

Ii(t),

dIi(t)
dt

= βi
Si(t)
Ni

Ii(t)− µIi(t),

dRi(t)
dt

= µIi(t).

The doubling time Td,i for disease prevalence to have a two-

fold increase (i.e. Ii(Td,i) = 2si) is expressed by log(2)
Tg,i

(R0,i−1) .

2.1.2 Stochastic mobility of individuals between populations.
The spread of epidemics between populations results from
the travel of infected individuals via the WAN. From a given
population i, each individual travels to a directly connected
population j at a small time interval ∆t with probability
wij∆t = Fij∆t

/
Ni. Suppose population i is directly con-

nect to multiple populations in the WAN, the numbers of
susceptible, infectious and recovered travelers that leave pop-
ulation i through an interval ∆t, i.e. Xi(t), Yi(t) and Zi(t),
are simulated with the following set of multinomial random

Table 1: Parameters of the two-population model in
which the epidemic origin population i is only con-
nected to population j.

Parameter Definition
Ii(t) Disease prevalence (number of infectives)

in population i at time t
λi Local epidemic growth rate in the origin

population i
si Number of initial infections seeded into the

origin population i at time 0
wij Daily per capita mobility rate from popu-

lation i to j
αij Adjusted mobility rate αij = siwij

Tn
ij The nth arrival time in population j

variables:

Xi(t) = Multinomial (⌊Si(t)⌋ , wi1∆t, ..., wiG∆t) ,

Yi(t) = Multinomial (⌊Ii(t)⌋ , wi1∆t, ..., wiG∆t) ,

Zi(t) = Multinomial (⌊Ri(t)⌋ , wi1∆t, ..., wiG∆t) ,

where G counts the number of populations in the WAN,
and Multinomial(n, p1, ..., pG) denotes a multinomial ran-
dom variable with n trials and probabilities p1, ..., pG [20].
As such, the number of individuals given a specific disease
compartment that that travel from population i to j per time
interval (e.g. Xij(t)) corresponds to the jth component of
the corresponding multinomial random variable (e.g. Xi(t)).

2.2 Data-driven global metapopulation
simulator.

To validate our analytical framework which will be intro-
duced in section 3, we first develop a global metapopula-
tion epidemic simulator, using the algorithm described in
section 2.1. Our simulator contains 2,309 populations and
54,106 direct connections. Its structure is similar to the state-
of-the-art simulator GLEAM [22] (but without the effect
of local commuting which is less important to study the
global spread [3]). To build this simulator, we use the 2015
worldwide flight booking data from the Official Airline Guide
(OAG, https://www.oag.com) and the Gridded Population
of the World Version 4 (GPWv4) dataset from the Columbia
University [7]. The OAG dataset provides all flight book-
ing records from all commercial airlines worldwide during
2015, and the GPWv4 dataset provides the highest resolution
census data from the 2010 round of Population and Hous-
ing Censuses that were collected from hundreds of national
statistics departments and organizations.

Ideally, the metapopulation dynamics described in sec-
tion 2.1 is best implemented with discrete-event simulation
algorithms (e.g. Gillespie algorithm [11]). However, explicitly
simulating every event of individual infection, recovery and
mobility substantially increases the computational burden,
which largely exceeds the power of our high-performance
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Figure 1: Validating the two-population analytics. (a) Illustration of the two-population model, with the epi-
demic origin population i only connecting to population j. Table 1 summarizes the parameters. (b)-(c) Q-Q
plots for the analytical and simulated quantiles of T 1

ij, T 5
ij, and T 10

ij across 100 epidemic scenarios randomly
sampled from the following parameter space using Latin-hypercube sampling: doubling time Td,i and genera-
tion time Tg,i both between 3 and 30 days, seed size si between 1 and 100. Each of the 100 epidemic scenarios
is coupled with a set of network parameters randomly sampled with mobility rate wij between 10−6 and 10−3

and population size Ni between 0.1 and 10 million, which are chosen according to the OAG and GPWv4
data [25]. Simulated quantiles for each of the 100 scenarios are compiled using 10,000 stochastic realizations.
In the Q-Q plots, if data points coincide with the diagonal, the arrival times in the analytical framework are
essentially the same as that in the simulation. Data points are colored in blue if the number of exportations
Xij is n or above with probability 1 (i.e. P (Xij ≥ n) = 1), and yellow otherwise. Insets show the corresponding
histograms of percent error in E[Tn

ij ].

computing resources. To facilitate the stochastic comput-
ing of our global metapopulation epidemic simulator, we
use a discrete-time algorithm in which the intra-population
epidemic dynamics (see section 2.1.1) and inter-population
mobility of travelers (see section 2.1.2) are sequentially simu-
lated for each small time interval ∆t. Throughout this work,
we set ∆t = 0.05 days, which is sufficiently small to ensure
the accuracy of discrete-time simulations [30].

3 ANALYTICAL FRAMEWORK

We formulate the framework by analytically characteriz-
ing the probability distribution of EATs for all populations
in three metapopulation models with increasingly complex
network structure: (i) the simplest two-population model; (ii)
the shortest-path-tree of the WAN (WAN-SPT hereafter);
and (iii) the whole WAN.

3.1 The two-population model
We start from the two-population model in which the origin
population i is only connected to population j (see Fig. 1a
and Table 1 for model structure and parameters). This
simple model corresponds to the initial stage of a pandemic
with infections localized at the origin population (i.e. all the
other populations can be merged as a single population that
is unaffected to the disease [2]). Our analytical framework
grounds on the following two key assumptions [10, 23, 25]:

(1) Exportation of infections from population i to j is
a nonhomogeneous Poisson process (NPP) [20] with
intensity function wijIi(t), i.e. the expected number of
infections exported from population i to j at time t.

(2) After the epidemic has established in the origin pop-
ulation i, the first few exportations from population
i to j occur while disease prevalence is still growing
exponentially in the origin i, i.e. Ii(t) = si exp(λit).

Under these assumptions, the probability density function
(pdf) of Tn

ij can be expressed in closed-form:

fn(t|λi,αij) =

(
exp (λit)− 1

λi

)n−1 αij
n

(n− 1)!
exp

[
λit−

αij

λi
(exp (λit)− 1)

]
, (1)

where αij = siwij is termed as adjusted mobility rate.
To validate this two-population analytics, we compare the
analytical and simulated arrival times for a wide range of
epidemic scenarios (e.g. the doubling time and generation

time both between 3 and 30 days), which are eligible to
describe emerging epidemics ranging from pandemic influenza
(with doubling time around 4-5 days) to Ebola (with doubling
time longer than 20 days). Figs. 1(b)-(d) show that Eq. (1)
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Figure 2: Network properties of the hub populations. (a) Histogram shows the distribution of node degree
for all populations in the WAN. The node degree of a given population counts the number of populations
that are directly connected to that population. Inset illustrates the structure of a travel hub, in which the
hub population i is connected to multiple populations, one of which is population j. (b) Illustration of several
major hubs in different continents by reporting their node degree, daily outbound traffic volume, and daily
outbound per capita mobility rate.

accurately characterizes the arrival times Tn
ij for n up to

10 (i.e. the 10th exportation). With Eq. (1), we have the
following corollaries:

(1) Exportation of the first n infections is essentially an
NPP with intensity function αij exp (λit).

(2) The cumulative distribution function (cdf) of the nth
arrival time is given by

Fn (t|λi,αij) = Γ
[
n,
αij

λi
(exp (λit)− 1)

]
, (2)

where Γ is the lower incomplete Gamma function.
(3) The expected EAT is given by

E
[
T 1
ij

]
=

1
λi

exp

(
αij

λi

)
E1

(
αij

λi

)
, (3)

where Em (x) = xm−1
∫∞
x

[
exp(−u)

um

]
du is the exponen-

tial integral.
(4) If αij << λi and γ denotes the Euler constant, the

expected EAT can be approximated as

E
[
T 1
ij

]
≈ 1
λi

[
ln

(
λi

αij

)
− γ

]
, (4)

which is congruent with the EAT statistic in Gautreau
et al. for estimating the order of epidemic arrival across
different populations [10].

(5) The expected time of the nth arrival is given by

E[Tn
ij ] =

1
λi

exp

(
αij

λi

) n∑

m=1

Em

(
αij

λi

)
. (5)

(6) For any positive integers m and n (m < n), the pdf of
Tn
ij - Tm

ij conditional on Tm
ij is simply

fn−m

(
t|λi,αij exp

(
λiT

m
ij

))
(6)

which corresponds to the time of the (n − m)th ex-
portation for an epidemic with seed size si exp

(
λiT

m
ij

)
.

Using this relation recursively, we deduce that the joint
pdf of T 1

ij = t1, ..., T
n
ij = tn is simply

∏n

m=1
f1 (tm|λi,αij exp (λitm−1)) (7)

for all 0 = t0 < t1 < t2 < ... < tn−1 < tn.
(7) The expected time of the (n− 1)th exportation given

an epidemic that starts at time T 1
ij with seed size

si exp
(
λiT

1
ij

)
is given by

E
[
Tn
ij |T 1

ij

]
= T 1

ij+
1
λi

exp

(
αij exp

(
λiT

1
ij

)

λi

)
n−1∑

m=1

Em

(
αij exp

(
λiT

1
ij

)

λi

)

(8)

These corollaries are essential for extending our framework
to the WAN-SPT and WAN analysis (see the following two
sections).

3.2 The shortest-path tree of the WAN
The WAN-SPT is the dominant sub-network (or backbone)
of the WAN, in which each downstream population connects
to the epidemic origin via only one path. Brockmann et
al. [4, 15] suggested that the epidemic spreads from the origin
population to the other populations in the WAN through the
WAN-SPT, such that global spread of epidemics through the
WAN is primarily driven by the WAN-SPT. We will show that
for each population k in the WAN-SPT, the nth arrival time
Tn
ik can be accurately characterized by the two-population

analytics of Eq. (1), where the local epidemic growth rate
and adjusted mobility rate are specifically parameterized to
account for the hub effect (see section 3.2.1) and continuous
seeding effect (see section 3.2.2).
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Figure 3: Effect of continuous seeding. (a) Illus-
tration of the epidemic arrival process through an
acyclic path that connects the epidemic origin i to
population k via population j (i.e. ψ : i → j → k). (b)
In this example, the epidemic arrives at population
k after population j has imported three infections
from the epidemic origin, i.e. T 3

ij < T 1
ik < T 4

ij. In the
absence of continuous seeding adjustment, infection
trees spawned by the second and subsequent impor-
tations in population j are ignored [10, 25].

3.2.1 Hub effect. Travel hubs such as Hong Kong, London
and Paris have direct flights to multiple populations in the
WAN (i.e. their node degree > 1, see Fig. 2 for illustra-
tions). Given a hub population i, the growth of local disease
prevalence Ii(t) can be substantially decreased if a significant
proportion of infections travel outward as the epidemic un-
folds. To extend our framework to deal with hub populations,
we account for the reduction in local disease prevalence by
wiping off the hub-effect from local epidemic growth rate λi.

Suppose a hub population i is directly connected to two or
more populations, one of which is population j (see Fig. 2(a)).
From the perspective of case arrival process for population j,
disease prevalence in population i grows exponentially at rate
λij = λi −

∑
k ̸=j wik. Therefore, the pdf of the nth arrival

time for population j can be estimated with hub-adjusted
two-population analytics fn(t|λij ,αij), in which infections
are exported from population i to j at a rate wijIi(t) and
disease prevalence in hub population i grows exponentially
at the effective growth rate λij . Using the hub structure of
Hong Kong as an example, Fig. 4(a) show that hub-adjusted
two-population analytics accurately characterizes the proba-
bility distribution of Tn

ij for all populations that are directly
connected to Hong Kong.

3.2.2 Continuous seeding. Unlike the epidemic origin pop-
ulation which has a single seeding event at time 0, all the
other populations in the WAN-SPT can be continuously
seeded by infections coming from their upstream populations
(illustrated in Fig. 3), as exemplified by recent multiple case
importations of Zika Virus in Florida that come from the
Caribbean [13].

Let Dc be the set of populations that are c degrees of sep-
aration from the epidemic origin in the WAN-SPT. Suppose
a population k in D2 is connected to the epidemic origin
via population j along the path ψ : i → j → k. After the
epidemic has arrived at population j at time T 1

ij , population
i continues to export infections to population j before the
epidemic arrives at population k at time T 1

ik (illustrated in
Fig. 3). According to the two-population model, each im-
ported infection in population j (arriving at times T 1

ij , T
2
ij , ...)

spawns an infection tree that grows exponentially at the hub-
adjusted rate λjk. Therefore, the overall disease prevalence
in population j, namely Ij(t), is simply the sum of disease
prevalence for all these infection trees:

Ij (t) =
∑∞

m=1
I
{
t > Tm

ij

}
exp

(
λjk

(
t− Tm

ij

))

where Tm
ij is the mth arrival time in population j, and I {·}

is the indicator function. Based on the two-population model,
the exportation of infections from population j to k is an NPP
with intensity function wjkIj(t), which is itself a stochastic
process because of its dependence on the random variables
T 1
ij , T

2
ij , .... As such, conditional on Ij(t) and hence T 1

ij , T
2
ij , ...,

the pdf of Tn
ik is

gn (t|wjkIj) = fPoisson

(
n− 1, wjk

∫ t

0

Ij (u) du

)
wjkIj (u)

for n = 1, 2.... The unconditional pdf of Tn
ik is thus

ET1
ij ,T

2
ij ,...

[gn (t|wjkIj)]

which integrates over the joint pdf of
(
T 1
ij = t1, T

2
ij = t2, ...

)
.

We conjecture that this highly complex stochastic process
can be substantially simplified with little loss of accuracy
by using the following assumption: Conditional on T 1

ij (i.e.
the EAT for population j), Tm

ij ≈ E
[
Tm
ij |T 1

ij

]
for all m > 1

(see Eq. 8). Therefore, conditional on T 1
ij , we approximate

Ij(t) with the following certainty equivalent approximation
(CEA):

ICEA
j (t) =

∑∞

m=1
I
{
t > E

[
Tm
ij |T 1

ij

]}
exp

(
λjk

(
t− E

[
Tm
ij |T 1

ij

]))

= exp
(
λjk

(
t− T 1

ij

) )∑∞

m=1
I
{
t > T 1

ij +∆Tm
ij

}
exp

(
− λjk∆Tm

ij

)

where

∆Tm
ij = E

[
Tm
ij |T 1

ij

]
− T 1

ij

=
1
λij

exp

(
αij exp

(
λijT

1
ij

)

λij

)
m−1∑

q=1

Eq

(
αij exp

(
λijT

1
ij

)

λij

)

(see Eq. (8)). The resulting unconditional pdf of Tn
ik is simply

ET1
ij

[
gn
(
t|wjkI

CEA
j

)]
where the pdf of T 1

ij is f1 (·|λij ,αij)

(see Eq. (1)).
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Figure 4: Validating the analytical framework for the WAN-SPT with Hong Kong as the epidemic origin
(WAN-SPT-HK). (a)-(c) Q-Q plots for the analytical and simulated quantiles of EATs for all populations in the
WAN-SPT-HK across the 100 epidemic scenarios used in Fig. 1. Insets show the corresponding histograms of
percent error in expected EAT. (a) EATs for all populations in D1 before (red) and after (blue) adjusting for the
hub-effect. (b) EATs for all populations in D2 before (red) and after (blue) adjusting for the continuous seeding
and path reduction, in which the hub-effect has been adjusted for the epidemic origin and all populations in
D1. (c) EATs for the remaining populations in D3 and D4 after adjusting for the hub-effect, continuous seeding
and path reduction.

Furthermore, this pdf can in turn be well approximated
with fn (t|λψ,αψ) where λψ,αψ are obtained by minimizing
the relative entropy [21, 25] for n = 1 (i.e. the first expor-
tation). This indicates that the spread of epidemics from
the origin to any population in D2 can be regarded as a
two-population model, in which the adjusted mobility rate
is αψ and the epidemic in the origin grows exponentially at
rate λψ. We term this procedure path reduction.

Next, consider a longer path ϕ : i → j → k → m, i.e.
m ∈ D3. Using path reduction, we first approximate the
entire path ϕ with ϕ′ : i → k → m where the adjusted
mobility rate and adjusted epidemic growth rate in the origin
for the connection i → k are λψ,αψ, respectively. The arrival
times of infections for population m ∈ D3 (i.e. Tn

im, n =
1, 2, ...) can be estimated using the methods that we have
developed for D2 populations. Fig. 4 show that recursively
using adjustments for the hub-effect and continuous seeding
accurately characterizes the arrival times for all populations
in the WAN-SPT.

3.3 The whole WAN
The accuracy of our WAN-SPT analysis provides a key insight:
for each acyclic path ψ that connects any given population
k to the epidemic origin, the epidemic arrival process for
population k along this path is well approximated as an NPP
with intensity function αψ exp (λψt). In the whole WAN,
each population might be connected to the epidemic origin
via multiple paths, some of which might be intersected and
therefore dependent (see Fig. 5(a)). We conjecture that the
dependence among such paths is sufficiently weak, such that
the overall epidemic arrival process for any population k in

the WAN can be characterized with the following method:
(i) decomposing all paths that connects the epidemic origin
to population k into a set Ψik of independent acyclic paths;
and then (ii) approximating the EAT for population k by
the superposition of the NPPs [20] that correspond to these
pseudo-independent paths. Mathematically, the epidemic
arrival process for population k is well approximated by an
NPP with intensity function

∑
ψ∈Ψik

αψ exp (λψt). Fig. 5
validates that our analytical framework (i.e. synthesis of
the two-population analytics, adjustment for the hub-effect,
adjustment for continuous seeding, path reduction and path
superposition) is accurate for characterizing the EATs for
almost all populations in the WAN. The results are robust
for all tested 100 epidemic scenarios.

4 CONCLUSIONS
In summary, we have developed an analytical framework that
grounds on the basic principles in infectious disease epidemi-
ology and network theory for understanding the dynamics
underlying global spread of emerging epidemics. Not only
can our framework provides analytical and computational
advancement for forecasting EATs for all populations in the
WAN, but it also elucidates the dependence of EATs on
the epidemiologic parameters (growth rate and seed size)
and the network properties of the WAN (air traffic volume
and connectivity). Because our framework provides closed-
form probability distributions (Eq. (1)), it can also support
likelihood-based inference of key epidemiologic parameters
from surveillance data on local disease incidence and global
case exportations [25]. Ongoing studies deserve to extend the
framework to account for more complex factors including the
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Figure 5: Validating the analytical framework for the
WAN. The epidemic origin is Hong Kong as in Fig. 4.
(a) Q-Q plots for the analytical and simulated quan-
tiles of EATs for all populations in the WAN. Ana-
lytical EATs are computed using the NPP superposi-
tion as described in the section 3.3, while simulated
EATs are generated from our global metapopulation
simulator as described in the section 2.2. Data points
are colored in blue for D1 populations, yellow for D2

populations, and red for D3 and D4 populations. (b)
Density of the data points in (a) to show that nearly
all the 230,800 Q-Q plots coincide with the diagonal,
which demonstrates the congruence between analyt-
ical and simulated EATs.

stochasticity of intra-population transmission dynamics [29]
and seasonal travel patterns [8, 27].

A APPENDICES

A.1 SEmInR model for epidemic spreading
within each population

In the main text, we build the analytical framework using
the SIR model within each population. Here we extend the
theory to SEmInR models [26] in which:

(1) The duration of latency is gamma distributed with
mean DE and m subclasses (i.e. with shape m and
rate bE = m/DE .

(2) The duration of infectiousness is gamma distributed
with mean DI and n subclasses (i.e. with shape n and
rate bI = n/DI .

For any given population, let S(t), R(t) be the number
of susceptible and recovered individuals, respectively, Ei(t)
the number of individuals in the ith latent subclass, and
Ij(t) the number of individuals in the jth infectious subclass.
The SEmInR model is described by the following differential
equations:

dS(t)
dt

= −βS(t)
N

n∑

j=1

Ij(t)

dE1(t)
dt

= β
S(t)
N

n∑

j=1

Ij(t)− bEE1(t)

dEi(t)
dt

= bE (Ei−1(t)− Ei(t)) for i = 2, ...,m

dI1(t)
dt

= bEEm(t)− bII1(t)

dIj(t)
dt

= bI (Ij−1(t)− Ij(t)) for j = 2, ..., n

dR(t)
dt

= bIIj(t).

During the early stage of the epidemic (such that S(t) ≈
N), the prevalence of latent and infectious people both grows
exponentially at rate λ, which is the solution to the following
equation [26]:

λ

(
λ+

m
DE

)m

− β

(
m
DE

)m
(
1−

(
λDI

n
+ 1

)−n
)

= 0

That is, the prevalence of latent and infectious individuals
are well approximated by Ē exp (λt) and Ī exp (λt), respec-
tively, where Ē and Ī depend on the initial conditions and
parameters of the differential equation systems (the analytical
expressions of Ē and Ī are obtained by solving the linearized
system with S(t) = N). If a proportion 1 − pE and 1 − pI
of the latent and infectious people refrain from air travel
because of their infections, the seed size s0 in the main text
is simply pEĒ + pI Ī.
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Stephen White, Julien Thézé, Diogo M Magnani, et al. 2017.
Genomic epidemiology reveals multiple introductions of Zika virus
into the United States. Nature 546, 7658 (jun 2017), 401–405.
https://doi.org/10.1038/nature22400

[14] Edward C Holmes, Andrew Rambaut, and Kristian G Ander-
sen. 2018. Pandemics: spend on surveillance, not prediction.
Nature 558 (June 2018), 180–182. https://doi.org/10.1038/
d41586-018-05373-w

[15] Flavio Iannelli, Andreas Koher, Dirk Brockmann, Philipp Hövel,
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ABSTRACT

Social media data is playing an important role in healthcare
and it is being used for performing many epidemiological
tasks such as outbreak surveillance, intervention surveillance,
modeling the disease spread through a community, etc. This
is due to easy and early availability of social data unlike
the clinical data sources which have very limited availability.
Twitter data, being in the form of micro-blogs, is the most
e↵ective way of performing any study on the thought process
of the public as people tweet about anything and everything
on their handles. In the present research work, the Twitter
data related to an Indian National Level cleanliness campaign,
called Swachh Bharat Abhiyan (SBA) and the diseases which
occur due to lack of cleanliness such as Dengue, Malaria,
Diarrhoea, etc. has been collected for the period of 1 January,
2018 to 31 March, 2018. A demographic and temporal analysis
of the Twitter data has been performed to compare and
contrast the perception of Indian citizens towards SBA and
diseases caused by lack of cleanliness. A study of the impact
of SBA on occurrence of many diseases which occur due to
lack of cleanliness has also been performed. Our experiments
showed that the tweets related to both the topics were not
very correlated and sentiment analysis of such tweets showed
that most of tweets had neutral sentiments.
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1 INTRODUCTION

Health related issues can be caused due to many reasons for
example, bacterial, viral, fungi, microbial, genetic, parasitic
etc. Broadly, the sources of all these reasons can be environ-
mental, social, economic, physical, chemical, political and
biological factors etc. Epidemiologists carry out investigations
that examine all the above mentioned socio-economic, politi-
cal and environmental factors that cause health related issues
to improve public health. This study is useful in improving
the overall public health and health of the disadvantaged,
find out the relation between genetic factors, environmental
factors and personal behaviors and their interplay, diminish
the sources of disease causing agents and study the influence
and e↵ects of health programs and services on overall public
health.

Multiple air-borne, water-borne and food-borne commu-
nicable diseases such as Diarrhoea, Dengue and Typhoid
etc. are caused by the lack of proper sanitation, solid and
liquid waste management and cleanliness. The occurrence
of these diseases can create outbreaks in a few days. That’s
why, epidemiologists have started working on Early outbreak
detection systems [2], which are able to detect the outbreaks
in the earlier stages of its spread. The primary mode of doing
this is by modeling the spread of an outbreak and then pre-
dicting the future number of cases by using some available
data sources. Traditional data sources have their roots in
collecting data through in-patient records of several clinics
and hospitals in di↵erent regions of the country. However, one
primary drawback of these data sources is the delay in avail-
ability of data by few weeks or months. Thus, epidemiologists
have moved their attention from traditional data sources to
web data sources such as social media networks, blogging
and micro-blogging networks and search engine query logs.
The web data is used because of the ease of access, faster
availability and huge amount, which can help in detection of
spread of a disease in the earliest stages possible.

Along with monitoring the spread of a disease in a com-
munity, epidemiology also deals with providing the measures
to eliminate the causes of the spread of the diseases. Such
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measures mostly include the preventive measures for example,
vaccination, campaigns and teaching people about risks and
abuses of drugs etc. These measures of intervention also need
to be monitored to track their e↵ects in the community so
that appropriate actions can be taken. One such national
level cleanliness campaign, called Swachh Bharat Abhiyan
(SBA) was launched by government of India on October
02, 2014, to improve the cleanliness situation in India. One
primary aim of this campaign is to make India free from
open defecation and achieve 100 percent scientific solid waste
management by October 2019. However, there are very few
statistics provided by the government, which can ensure the
level of involvement and awareness among people towards
SBA and diseases which occur due to lack of cleanliness. In
this paper, first a comparison study of geographic and tempo-
ral distribution of the tweets related to SBA and sanitation
related diseases has been performed. This study will help in
determining the awareness of the citizens of India about the
causal relationship between the two topics: SBA and common
water and sanitation related diseases.

There are several diseases which are caused due to lack of
cleanliness such as Dengue, Malaria etc. However, there is very
limited availability of the standard clinical data sources which
can provide exact number of cases of these diseases. Hence,
Twitter data pertaining to these diseases has been collected
and studied to study the impact of SBA on prevalence of
diseases caused due to lack of cleanliness for the period of 1,
January 2018 to 31, March 2018.

There has been much research work done related to moni-
toring the outbreak surveillance and tracking the impact of
any intervention in a community using the social media data.
However, there has not been much research work done which
aimed to monitor the relationship between the two. Hence, in
this paper, Twitter data is used to monitor the awareness of
people on relationship between the cleanliness campaign i.e.
Swachh Bharat Abhiyan(SBA) and spread of common water
and sanitation related diseases such as Malaria, Dengue etc.

The rest of the paper has been organized as follows. Sec-
tion 2 contains the related work in the field of epidemiology.
Section 3 contains our proposed work which includes the
data set description and the methodology used for our study.
Section 4 contains results and discussion, which highlights
important findings of our analysis. Finally, the paper ends
with conclusion and references.

2 RELATED WORK

Social media sites have become the source of providing a
variety of features which fulfill many purposes such as social
networking, professional networking, media sharing content
production, knowledge and information aggregation, virtual
reality and gaming environment etc.[9], professional educa-
tion, organizational promotions, patient care, patient educa-
tion and spreading information about public health programs.
Essentially, Social media allows to ask, and answer, questions
were never thought to be possible.

In [1], Rumi Chunara et al. performed early epidemiologi-
cal assessment using various social media sources during the
2010 Haitian cholera outbreak. Their study showed a good
correlation among the o�cial data and social media data
which was available up to 2 weeks earlier. Through this study,
the authors proposed that social media data can be used
in replacement of o�cial data in an outbreak setting to get
timely estimates of the disease dynamics. Another approach
by J. Gomide et al. [4] studied the extent of Twitter as a
tool for surveillance of Dengue epidemic. The methodology
proposed in the research work was based on four dimensions:
volume, location, time and public perception. First, the public
perception dimension was explored by performing sentiment
analysis, which filtered out the content that is not relevant for
Dengue surveillance. Then, the number of cases reported by
o�cial statistics and the number of posts on Twitter during
the same time period was correlated and verified. The authors
exploited the spatio-temporal dimension of the data to create
clusters and the quality of the clusters were then compared to
the o�cial data. Another recent study by King-Wa Fu et al.
[3] aimed to provide the baseline data model for Zika Virus
related English tweets. Its motivation came from the 2015-
2016 Zika Virus epidemic in The United States. This study
focused on ZIKV-infected pregnancy which could be compli-
cated with fetal microcephaly and long-term developmental
disability. As stated in the study, “Epidemiological evidences
suggested that ZIKV might cause GuillainBarre syndrome.
The World Health Organization (WHO) declared it a Pub-
lic Health Emergency of International Concern (PHEIC) on
February 1, 2016”. The authors presented an incidence trend
analysis of Zika Virus-related Twitter data and content anal-
ysis of a cross-sectional sample of Zika Virus-related English
Tweets in their research work.

Now and again, the government keeps on introducing pre-
ventive measures to eliminate the socio-economic, environ-
mental, chemical and biological factors behind the causes and
spread of a disease to improve public health in a community.
The e↵ects of these preventive measures need to be tracked
so that appropriate actions could be taken. In 2010, Scanfeld
et al.[6] examined the data from Twitter to track the misuse
and misunderstanding related to the use of antibiotics in the
society by using content analysis techniques. Later in 2017,
Shah et al.[7] traced the change in behavior of users search
data before and after the introduction of Rota Virus and Noro
Virus vaccination in US, UK and Mexico by using the data
from Google quantified Internet Query Share (IQS). SBA was
first launched in 2014 and since then very less research work
has been done related to it and there is no research work
done which compares the awareness of these two issues in
common public. In 2015, Sahil Raj et al. [5] collected tweets
related to SBA and performed simple sentiment analysis to
find out perception of Indian citizens towards SBA. Later in
2016, Devendra et al. [8] tested their sentiment analysis tool
Senti-Meter on Twitter data related to SBA. They studied
1200 tweets collected for the period of January 2016 to March
2016 and performed manual tagging to evaluate the accuracy
of their tool. Both of these works worked on very less number
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of tweets and did not consider any other demographic details
of the Indian cities and states.

3 PROPOSED WORK

The e↵ect of programs like SBA on the occurrence of sanita-
tion related diseases is yet unexplored. To see these changes
in the society it’s a must that people are aware about the
relation between cleanliness and diseases. The primary aim
of this study is to track the involvement and perception of
people towards SBA and the sanitation and water related
diseases. The data related to these topics has been collected
separately using the Twitter API and then compared to
determine any causal relationships among them.

3.1 Dataset

This section gives some details on the datasets used for the
study. The Twitter data related to SBA and the sanitation
related diseases has been used to monitor the involvement of
people in both these topics and to determine any relationship
among them. The datasets have been collected over Twitter
Live Stream using Suitable keywords for a period of three
months i.e., January 2018 to March 2018.

3.1.1 Disease Data. Tweets for diseases related to common
water and sanitation have been collected for a period of three
months using Twitter API. Details can be seen in Table 1.

Table 1: Disease Data Description

Sr.No. Attribute Values

1
Number of
diseases

9

2
Names of
diseases

Chikungunya, Cholera, Dengue,
Diarrhoea, Hepatitis, Japanese Encephalitis,

Malaria, Typhoid, and Zika

3 Tweets Collected 18 thousand

3.1.2 Swachh Bharat Abhiyan Data. SBA related tweets
have been accumulated using the keywords elaborated in
Table 2. 4 hundred thousand tweets have been collected for
the given period with specific numbers given in the Table 2.

3.2 Proposed Methodology

Fig. 1 briefly represents the steps of the proposed method.
All these steps are explained in the following subsections.

3.2.1 Data Preprocessing. Twitter users need not specify
their locations in the account details. This may be the reason
why not all the tweets collected have a location attribute in
them. Such tweets are needed to be filtered out for further
processing so that the locations could be captured.

3.2.2 Demographic Analysis. Let any state or union terri-
tory of India be denoted as Si, where

i = 1 to n,

and any disease be denoted as Dj, where

Table 2: Description of Twitter data collected using
keywords related to SBA

Hashtags Examples Tweet example
Number
of Tweets

General
Swachh Bharat
Abiyan
MyCleanIndia

@marineravin: @tavleen singh anything
you wanna more to add abt swachh Bharat
Abhiyan ... @sanjayuvacha @amitmehra

322,287

Toilet
Related

Open
Defecation
MyCity-
MyPride

@paramiyer : Congratulations to Team
@swachhbharat. Tirunelveli district in
Tamil Nadu has been declared #OpenDefe-
cationFree.

26,846

Cities Re-
lated

SwachhUP
SwachhJhar

RT @lezlietripathy: Participated in Clean-
ing #Vesave Beach Today. An initiative by
@AfrozShah1 Supported by @Dev Fadnavis
@AUThackeray Today. #SwachhBharat
#Swachhmaharashtra #swachhversova

24,736

Rural
Area
Related

ZSBP
SbmZSBP

@kishanganjzsbp: Morning follow up and
pit digging in Gachpada Panchayat #ZSBP
#SwachhBharat #SwachhBihar #SBM-
Gramin @SwachhBihar @LSBA Bihar
@swachhbharat

86,868

Dataset

Data Pre-
processing

Common
Tweet

Extraction

Demographic
Analysis

Temporal
Analysis

Sentiment
Analysis

Figure 1: Proposed Methodology

j = 1 to m,

Total number of tweets about diseases is denoted by TD,

TD =
nX

i=1

TDi

where TDi is defined as,

TDi =
mX

j=1

TDij

where,

TDij = No. of tweets from state i about disease j

Total number of tweets about SBA is denoted by TS,

TS =
nX

i=1

TSi
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where,

TSi = No. of tweets from state i about SBA

TDi and TSi values are compared to give the state wise
distribution.

3.2.3 Temporal Analysis. Let the number of weeks be de-
noted by k, where k = 1 to w. The total number of tweets of
any disease be denoted by TDj, where

TDj =
wX

k=1

TDjk

where,

TDjk = No. of tweets about a disease j in week k

The total number of tweets of SBA be denoted by TS, where

TS =
wX

k=1

TSk

where,

TSk = No. of tweets about SBA in week k

Normalized values of TDjk and TSk values are compared to
give a weekly distribution.

3.2.4 Common Tweet Extraction. The datasets are further
processed to extract the tweets which talk about SBA and
any sanitation related disease at the same time. To extract
such tweets we performed a simple keyword search for the
mention of both the topics from the Twitter data at the same
time. This extraction has been done to study the distribution
of the parallel thoughts of people on both the topics.

3.2.5 Sentiment Analysis. Sentiment analysis is a super-
vised classification process to predict the opinion of a person
through the text which is related to some topic. We used sen-
timent analysis on our Twitter corpus to capture the opinions
and sentiments of people towards SBA. Each tweet has been
classified into three opinions: positive, negative and neutral
by using Word Sense Disambiguation, Senti Word Net and
word occurrence statistics using movie review corpus. We used
the dedicated sentiment classification library of python for
our study. If sentiment score value comes out to be greater
than 0 then the sentiment is classified as positive, if it comes
out to be less than 0 then the sentiment is classified as nega-
tive and otherwise neutral. Sentiment Analysis is performed
on the tweets which talk about both the topics at the same
time to find the opinion of people regarding the two topics.

4 RESULTS AND DISCUSSIONS

In this section, we have highlighted some of the important
results of our experimentation. Section 4.1 presents the in-
volvement and emotions about SBA and common water &
sanitation related diseases in di↵erent states in India. Section
4.2 presents the weekly distribution of tweets for the period
of three months. Section 4.3 gives the monthly distribution
of common tweets among the SBA data and common water
& sanitation related disease data to derive the perception of

common public about the relationship among them. All the
experimentations have been performed using Python.

4.1 Demographic Analysis

First, we present a state level distribution of total tweets for
three months period related to SBA and common water &
sanitation related diseases as shown in Figure 2. As visible
from the figure, the number of SBA tweets is greater than
that of the tweets related to common water & sanitation
related diseases. This depicts that the overall SBA related
public awareness is higher than that of sanitaion related
diseases. It also depicts that in case of SBA, Maharashtra
has shown the maximum number of tweets and in case of
diseases, Delhi has shown the maximum number of tweets.
There are some other states as well where number of SBA
related tweets is very high but number of disease related
tweets are very less e.g. in case of Madhya Pradesh. This can
be due to the fact that Madhya Pradesh has been ranked 1st
in SBA rankings 2017 given by government of India.

As seen from Figure 2, number of tweets related to SBA are
overshadowing the number of tweets related to the diseases.
Hence, we extract sanitation related tweets out of the SBA
tweets using the ’toilet’ related keywords such as ’open defeca-
tion’ and ’toilet’ etc. Figure 3 gives a state level distribution
of sanitation related tweets and sanitation related diseases.
The figure depicts that the number of disease related tweets
is greater than that of sanitation related SBA tweets. As seen
from Figure 2 and Figure 3, the di↵erence is number of tweets
in all the three types of tweets is very high. There is very less
correlation between the number o ftweets for all the three
sets, which means that the people who are talking about one
topic may not be talking about the other topic at the same
time. This shows that although the overall popularity of SBA
is more than the awareness of common water & sanitation
related diseases but when it comes to specific reasons behind
SBA (i.e. improving cleanliness situation), people are not
very aware of its relationship with the e↵ects of SBA (i.e.
elimination of causes behind sanitation related diseases).

Further, to make the study exhaustive, Pearson’s correla-
tion of the normalized number of tweets (i.e. percentage of
number of tweets) related to SBA, sanitation and sanitation
and water related disease has been performed. Table 3 gives
the correlation value and the P-values for the same. The
correlation for most of diseases is found to be negative that
means they have an inverse relationship with the number
of tweets related to SBA. However, the P-values are mostly
greater than 0.05, which may be due to low sample size. This
correlation is primarily quantitative in nature. Most of the
correlation values are found to be negative. This shows that
when there are high number of tweets related to SBA and
sanitation, there may be less number of tweets related to
some diseases such as Chikungunya, Cholera, Zika etc. The
positivity in correlation is also found to be near to zero such
as in case of Dengue, Hepatitis and Malaria. The reason
behind such uncorrelated behavior may be a few number of
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Figure 2: State wise distribution of SBA v/s diseases tweets

tweets but this also signifies that the people do not view both
of these topics as correlated.

4.2 Temporal Analysis

The above study gave us the demographic distribution of the
tweets related to SBA and sanitation related diseases. Now,
to study the change in number of tweets over the given period
we have performed weekly trend analysis. Here, the change in
percentage of tweets related to these diseases and SBA over
the three month period has been analyzed as shown in Figure
4. A large number of tweets related to Dengue, Hepatitis and
Malaria are prominent in this duration of the year. Also, the
number of tweets related to Dengue and Malaria increases
in the month of March which can be due to the increase
in mosquitoes in any area. The change in number of tweets
related to SBA and sanitation over the three months period
can also be seen in the figure.

4.3 Common Tweets Analysis

From the above distribution no real correspondence can be
seen between the two topics. To find this, the tweets having
both the keywords, from SBA as well as diseases, are found
out. As can be seen in Figure 5, the overall number of these
tweets which mention SBA and sanitation related disease at
the same time are very few. So, people are supporting SBA
and talking about health issues individually but there is a
lack of awareness among people about how SBA is making
a di↵erence in terms of elimination of sanitation and water
related diseases. Though the number of tweets are increasing

during March because this is the period of occurence of
water and sanitation related diseases e.g. Dengue, Diarrhoea,
Malaria etc. but these are considerably very low.

4.3.1 Sentiment Analysis. To study the opinions of the
people towards both the topics, we extracted the tweets which
talk about both the topics i.e. SBA and diseases related to
sanitation and performed sentiment analysis on them. There
were very few tweets which were talking about both the topics
at the same time and the sentiment analysis of these tweets
show that most of the tweets show a neutral sentiment. Large
number of neutral tweets show that most of the tweets are
generally related to spreading awareness about the cleanliness

Table 3: Correlation between the number of tweets
related to SBA, sanitation and santitaion and water
related diseases

Disease
SBA related

tweets
P-value

Santitation
related tweets

P-value

Chikungunya -0.461 0.113226 -0.479 0.097393
Cholera -0.422 0.150817 -0.516 0.071292
Dengue 0.0175 0.954782 -0.29 0.336281

Diarrhoea -0.154 0.615615 0.2009 0.510394
Hepatitis 0.0619 0.840839 -0.009 0.977562
Japanese

Encephalitis
0.1307 0.670305 -0.046 0.881549

Malaria 0.0109 0.971833 -0.109 0.722413
Typhoid 0.1476 0.630398 -0.026 0.931693
Zika -0.445 0.127708 -0.579 0.037992

Prathyush Sambaturu
63



epiDAMIK, Workshop, London, UK. August 20, 2018 Aarzoo Dhiman, Durga Toshniwal, Soumya Somani, and Preeti Malik

Figure 3: State wise distribution of sanitation related v/s diseases tweets

Figure 4: Weekly distribution of percentage of tweets

campaign and its benefits in context to di↵erent diseases that

Figure 5: Number of common tweets

are caused due to lack of cleanliness. This supports our
previous deduction that people are aware about both the
topics separately, but they are not much interested in talking
about both the topics as being related to each other.

5 CONCLUSION

In this paper, the Twitter data is used to capture the insights
of public on two topics that have a causal relationship among
them i.e. SBA and sanitation related diseases. Through this
study, the perception of people about the relationship between
these two topics has been monitored. Here, the SBA and
disease related data has been analyzed separately as well as
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collectively. Cleanliness and diseases are well connected terms
for real but the results from this work announce otherwise.
Results show that people are generally aware of SBA as well
as sanitation related diseases on an individual level but they
are very less aware about the relationship between the two.
This can also be seen as a negative fact as people are tweeting
with popular SBA hash-tags without knowing its value and
e↵ects in reducing the disease occurrence.
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