CHAPTER VI

INTERACTION IN A REAL-WORLD VE A PPLICATION

6.1 Integrating Techniques into an Application: Issues and Challenges

The formal categorizatiorgesign,and evaluatiorthat has beendiscussed in the
previous chapters cannot be an end unto itself. Rather, it must be done with a view towards
applying those results to some practical, useful, real-world sysiraseasoninteraction
techniques are so important is that they allow the usacttecarry out some tasthat is a
part of the user’s productivity, education, or enjoyment. Therefore, ichhiger we will
consider goractical VE applicationvith extensiventeractivity requirements, anbdow that
application can benefit from the formal evaluation of interaction techniques (hypothesis 3).

However, applying theresults of ourexperiments to an application is not as
straightforward as imight seem.Recall that inour methodologyapplication developers
specify levels of performancthat arerequired by the applicatioffor many different
performance metrics), and thanplement techniques that have befiown tomeetthose
requirements through testbed evaluatibnere are a number edsuesthat we must deal
with to accomplish this goal.

First, the specification of requirements is natdal matter. Forquantitative metrics
such as efficiencythe developer may havenly a roughidea of therequirement.
Qualitative measures will be even more difficult tspecify. Also, since many VE
applications are currently thBrst of their kind, one may notknow the interaction
requirements until testinpasbeen done (and to do thiesting, youneed aworking
application). We can approachis issue by allowing developers to specify ranges of
performance, and by standardizing morelitative measuresThe problem ofunknown
requirements is not likely to go away, and so iterative design will be imperative. We cannot
hope to obtain the perfect set of interaction techniques on the first try for every system.

A second issue i#hatlTs cannot be considered invacuum. If weblindly choose
those techniques that best fit our requirements, without regale¥ovell the techniques
work together, wanay create a mordifficult-to-use application. Théssue oftechnique
integration is key. Developers ofuser interfaces have long helthe principle that an
appropriate overall interaction metaphor makes a system more usable. In the@ssamea
VE application, a set of three complementary interaction techniquepnmay more usable
than three unrelated techniques that meet every application requirement.

Finally, we must considethe specifictasksthat are part of thepplication. VE
systems for surgicatraining and interior desigmay both require accurate object
manipulation techniques, but the same technique may not suffice for both applications. The
surgerysimulator likelyneeds a higlevel of realism, whilethe designapplicationwould
only be concerned with final placement. Thus, the domain in which theamesk&rformed
is also important, and should be taken into account when ITs are chosen.
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6.2 The Virtual Habitat

The immersivesystem to which we will applpur results haghe goals of user
learning anddesign,and hagnteresting requirementsr interaction techniquer travel,
selection, and manipulatiohe domain ofthis system is environmentalesign, more
specifically the design of animal habitats for zoos.

6.2.1 Original VR Gorilla Application

Figure 6.1 shows a wide view tfe virtual gorillaexhibit, which is araccurate 3D
model of the main gorilla habitat Zbo Atlanta. The model includdésrrain, rocks, trees,
fallen logs, moats, annterpretive center, and fourvirtual gorillas. This model was
originally used in an educational application aimed at middf@ol student§Allison et al,
1997). The students, bytaking on thepersona of an adolescayurilla, couldlearn about
gorilla behaviors, vocalizationsgnd socialstructure. The user could both explore the
habitat freely and interact with the autonomous virtual gorillas.

Figure 6.1 The Virtual Reality Gorilla Exhibit

This original VR Gorilla system is quite interesting for the studgdication in VEs
and research into believabteal-time virtualcreatures, but is not as interesting from an
interaction point of view, since the user only hasntwve throughthe space isomeway.

To accomplishthis, the system uses aimple gaze-directed steeritgchnique, with the
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user’s vertical position constrained to a given height abdkie ground. However, the
developers areonsidering a torso-directed technique, which is nii&ee walking, and
allows the user to look around while moving.

6.2.2 Application to Environmental Design Education

The system on which we wilbcus ourattention is an extension of the original VR
gorilla exhibit called the Virtual Habitat. This application is also educational, but is aimed at
university-levelstudents,and hasthe goal of teaching the principles of environmental
design. The user is immersed within the same habitat model, with the only difference being
that the virtual gorillas now remain stationary and do not react to the user.

The design of zoo exhibits is #opic on theboundaries between architecture,
zoology, and psychology, and requires carefuittention to a variety of sometimes
conflicting requirements. The needs ofthe animalsmust be met, and so raturalistic
habitat is often a goal. The animals require some privacy, but visitors must albonsel
to see thenimals. Plantsieed to match theegion from whichthe animalhas come, but
must also be hardy enough so that they are not destroyed by the anirslatst |lthere are
a number of interestinggssuesthat can beexplored by environmentadesigners(Coe,
1985).

Many of the details of this subject are difficult to learn withexamples, and so we
felt that thepre-existing virtual gorillahabitatwould be anideal way to providethese
examples interactivelyl herefore, in one component tife applicationuserscan access
embedded information about zoo exhithésign, whichare positioned sthat the abstract
information and the real-worldxample areolocated.Thus, studenthave a more visual
and interactive method of retrievinghformation. The embedded information can be in
audio, text, orimage formats (see figure5.2). A small study (Bowman,Wineman,
Hodges, & Allison, 1999) has showthat this approach, whempaired with classroom
teaching, may produce better learning and retention of information than a tradigabme
alone.
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Figure 6.2 Embedded Audio and Text Information in the Virtual Habitat

We also want theiser to beable to applythis newfound knowledge in a real-world
setting. Thereforethe second component ofhe virtual habitat applicatiorallows
immersive desigr the modification of the existing habi@sign while immersed within
the habitat (Butterworth et al, 1992, Mine, 1997). Immersive desigrtighten thelesign
cycle and allowusers to viewthe effects of changes immediately, but itaiso quite
different from the way architects are accustomed to designing. They maleb®reason
andcreate in threglimensions, from withirthe design itself,rather than the normal 2D,
outside-in view.

The immersivedesign component ahe Virtual Habitathasthree domain-specific
tasks. First, users can modify the shape of the terrain, whiofpastantfor line-of-sight,
privacy, and viewer subordination (Coe, 1985) issues. Setiadjsual elementdrees,
rocks, tufts of grass) ithe habitat can be moved deleted, or new onasan becreated.
These elementserve an importardestheticourpose andnfluence the naturalism of the
exhibit. Finally, the system allows modifications to the design of the visitor viewpaiots
the habitat, including theimposition, viewing direction, andield of view. Issueshere
include viewing opportunities, privacy, and naturalism.

6.2.3 Interaction Requirements

As we havesaid, ourmethodology maps interaction techniques to applications
throughthe use ofrequirements specificatiohat is, the applicationdesigner specifies
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levels of thevarious performancenetrics that areequired or desirable in theystem, and
then techniques which have bedmown toexhibit those traitscan bechosen.The Virtual

Habitat application has a number of interesting requirenfenisteraction, and iincludes
all of the universal tasks: travel, selection, and manipulation.

There are essentiallyvo different traveltasksthat theuser ofthe Virtual Habitat
might wish to perform. First,general exploration of the environmenteds to be
supported. In thisype of travelthe user is simply lookingiround,getting a feelfor the
layout, size, and features tife VE. For thispurpose, dravel techniquenust beintuitive
to the user, sthat thefocuscan be on the environment and not ontdnique. It must
also allow continuous changes the trajectory ofmotion, so that the user can
instantaneouslynake course corrections. In terms tfe performance metrics we have
described for travel, techniquefor exploration requires high levels of spat&@bareness
and information gathering. Ease of learning, easasef presencend useicomfort will
also be important. Speed and accuracy are not requirements for such a technique.

Second, usergiay wish totravel to specific locations in the environment to obtain
information. This type ofravel has anexplicit goaland direction, and is thereforalike
the exploration describembove. It also hadifferent requirements; in particulapeed and
accuracy will be quite important, since we do not wish to requireigbe towait to get the
desired information and we waitfte user to beable to move accurately to the location of
the information. Since the user’s focus is on the destination, not thespatialawareness
and information gatheringbility during travel may not be asnportant. Such gechnique
will still require moderately high levels of ease of use and user comfort.

The applicatiomeeds one or more techniques selection,ncluding a stand-alone
technique to select audio annotatidos playback, and a@echnique to select objects for
manipulation in the immersivéesign component. These techniqoesy be thesame, or
they may be individually considered, as vilas casewith the traveltechniques. It isnore
likely here that we can find a single selection technique to do the job, since the requirements
for both tasks are similar. In general, meed a technique that can lied at aeasonable
distance, and which is quite intuitive and easytratuserscanfocus onthe task athand.

In terms of performance metricthe applicationrequires high levels of accuracy of
selection, ease of use, and user comfort, with speed also being a main consideration.

Finally, we need one or moreanipulation techniques witlvhich to accomplish the
immersive desigrtasks (moving visual elements, for example). WWaed expressive
techniques whicltan beused toplace objects aany location, but whictare also well-
constrained and easy to use. &dditional consideration ikat the manipulation technique
integrates well with the selection and travel techniques thathasen. Expressivene@be
range of positions and orientations in which alject can beplaced), accuracy of
placement, and ease o$e will be the most important requirementsr designers, and
speed and user comfort will be secondary considerations.

6.3 Interaction Design

We will present three levels of interaction technigigsign forthe Virtual Habitat
application, which should provide us with some measuring sticks by which we can
determine the effectiveness ofir formal design andvaluationmethodology.The first
interaction design comes from a previougpplication andwas based on aaive
understanding othe tasks andtechniquesinvolved. The secondlevel of design was
actually implementedand tested in the virtudhabitat, and is based on antuitive
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understanding othe tasks and techniques, amiformal evaluations of publishelTs.
Finally, we present an interaction design based on the results of testbed evaluation.

By looking at the usability of these thrdesigns, we should bable to ascertain
whether the process of formal design and evaluation produced any performance advantages
(hypothesis 3). Waewill show that our final design hassignificant advantages in
performance and usability relative to the other two interaction designs.

6.3.1 Naive Interaction Design

Thefirst interactiondesign we will consider isaken fromour initial attempt at an
immersive modeling system: the Conceptual Design S{i2lo&) (Bowman, 1996)This
system was alsaimed at architecturalesign, but differed inthat it allowed theuser to
create objects from scratch or modify existing models. In terms of interdotiaver, its
requirements were very similar tbe virtual habitatapplication. Users needed a travel
technique to specify the viewpoint and tpesition from which theywould design, a
selection technique to specify objectsr manipulation or for commands, and a
manipulation technique with which objects could be moved or scaled.

The CDSsystem used ajaze-directed steering metaphimr viewpoint motion
control. That is, the user looks in the direction he wants to moverasdes a button. The
main reason thistechniguewas chosen wags availability: it was the default travel
techniquefor the underlying VEsoftware. Wemade one improvement to this basic
technique by including a “walking” mode, in whitihe user wasconstrained to moving in
the horizontal plane at the current dyaght. Thisallowed users toobtain more human-
scale views of the objects they were modeling.

This gaze-directed techniqweas frustrating tamany users,because many of the
movementasks in a desigenvironment are relative motidasks, asdescribed earlier.
That is, the user is moving to a new location in the space from which a desired view of the
objectunder consideratiosan beobtained. For exampldhe usermay wish to view a
building under construction ielevationfrom directly infront of the building. If the user
happens to be closer tioe building thardesired, she must turn arouadd move away
from the building, with nadea ofwhen to stopThis leads to a longycle of move-stop-
evaluate-correctvhich can frustrateusers quickly.The walking modewas somewhat
useful, but thefact that itwas anexplicit mode thathad to be turned on or off was
problematic.Userstypically did notwish to remain in one mode or the othfar long
periods of time, and did not wish to issue a command to change travekeasidaéme they
wanted to switch. Thus, walking mode was underused.
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Figure 6.3 Virtual Menus in the CDS System

Selection and manipulation in CDS were based entirely on a ray-casting metaphor. A
virtual light ray extended frorthe user’'s hand when lauttonwas pressedrhe light ray
was used taelect 3Dobjects,interface elementsuch as sliders and palettes, afject
manipulationwidgets. In additionthe raywas used tcelect items in the virtual menu
system (see figure 6.3), whichsanilar to the one described {dacoby and Ellis1992).
Menus contained commandsr object creation, deletion, andopying, interface view
commandsmode toggleswitches,and soon. Objects could be manipulated directijth
the light ray, or in a constrained manmsing manipulationwidgetsattached to the object
(figure 6.4). Depending on the mode, the user could translate, rotatgl®the object in
a constrained manner using these widgets.
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Figure 6.4 Constrained Object Manipulation in CDS with Ray-Casting

The ray-casting technique worked well in some areas, but fell short in aifgests
were easy to select, as weop-level menutems. Howeverjtems insubmenus (which
require precise pointing), and the small manipulation widgets were more difficult to hit with
the ray. Manipulation of objectsvas quite imprecisavhen usingthe light raydirectly, as
we have alreadgeen.Constrained manipulatiowas somewhat helpfubut getting an
object into the desired position and orientation often took many attempts.

A usability evaluation with several graduasechitecturestudents confirmed the
advantages and disadvantages of this naive interface. U$@&seould see the promise of
immersivedesign, withits immersive experience armchmediatefeedback, but were not
very productive due to interaction issues.

6.3.2 Intermediate Design Iteration

Our secondevel of interactiordesign, based on experience, observaiitioymal
evaluation, andhe published literature, improved greatly ¢mat of CDS. This was our
initial design for interaction in the virtual habitat, which tried to provide many of the helpful
constraints that were missing in CDS.

Just as virtual menus providéake system control infrastructure @DS, weneeded
an overallsystem control schenfer the virtual habitat. We wished tavoid menus and
explicit system modes based on previexperience and on general guidelines. Also,
we wanted to avoid the imprecision of pointing in 3D space to sesoimands. To
remedy thissituation, weimplemented a “pen & tablet” metaph@kngus andSowizral,
1995). This metaphor retaitise advantages afsing 2Dinterface elements in a 3D space
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(fewer DOFs to control, user familiaritgtc.), but also constrainthe interaction so that it
can be much more precise, efficient, and comfortable.

Figure 6.5 Physical Devices used in the Virtual Habitat Application

The physical input devices used in the pen & tablet interfacehanen infigure 6.5.
They consist of a physical tablet and a physical pen (or stylus), both of which are tracked in
3D space. The pen also has a single button. The tablet does not conectagic logic
or have any display — it is simply a work surfaceth@ virtualenvironmentthe user sees
graphical representations of the pen and tablet, and a 2D interface is presentethlaetthe
surface (figure6.6). The userinteracts with thignterfacejust as he would with a 2D
interface controlled by anouse,except that thegpen is placed directly on thaterface
whereas a mouse indirectly controls a pointer on a screen. The interface cannmahuce
buttons, icons that can be dragged, and so on.
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Figure 6.6 User’s View of the Interface Tablet in the Virtual Habitat

The advantages of the pen & tablet metaphomaasy. First,the interface iflways
available since the user carries it in her hand, but it can also be put athay sdoes not
obscure the environment (simply by placing the tablet out of the fieltbof). Second, the
physical surface of the tablet providesimaportant constraint teput. Instead opointing
or gesturing in 3D space, with no guidance, the user can be assured of correct interaction as
long as the tip of the pen is touching theface ofthe tablet.This makes operatiorsich
as icon dragging much more precise auode. Finally,this metaphor makesse of 2-
handed interaction (Hinckley at, 1997), wherghe non-dominanband provides &ame
of reference within whictthe dominanthand canwork. This hasbeenshown to be an
efficient and effective method of 3D input.

With the pen & tablet metaphor as lzasis, webegan to design specifiateraction
techniques for the virtuddabitat.Our design philosophy was to provide bdéblet-based
(indirect) and direct manipulation techniques for each of the major interaction tasks.

In the area of travel, we wished to support batploration and goal-basedotion,
as discussed previously. For exploratiorgir@ctly controllable techniquavas needed.
Instead of the gaze-directed techniqueed in CDS, we chose minting technique, in
which the user pointsthe stylus inthe desired direction dfavel. In thisway, relative
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motion was supported, whichimportantfor a design application. Goal-basteavel was
achieved on the tablet. A red dot representedisiee’s current position orthe map of the
environment which was the main feature of thigletinterface. To move quickly to a new
location,the usercould drag this icon to aew location on themap. The user was not
moved as the drag takes place. Ratheprémote spatiahwarenessthe user onlymoved
when the dragging hadended, at whiclime hewas flown smoothly fromthe current
location to thenew one.Instead of arexplicit walking mode, we chose tallow users
complete 3D freedom ahotion, exceptfor a constraint on going below eertain height
above theground. Thus, usersould simulate walking mode by simply pointing slightly
downward, so that they traveled along at a constant height above the terrain.

Selection and manipulation of virtual objects could also be performeddivetily
and via the tablet. The direct techniqtiesen washe Go-Go technique described earlier,
in which the user’svirtual arm lengthgrows at anon-linear rate ashe stretches it away
from herbody. This allowedthe user toselect objectgsuch adrees orrocks) at alarge
distance, but withittle cognitiveload, as it isnatural to stretch owine’s arm tograb an
object. Manipulation could then takglace in the virtuahand. This type ofmanipulation
supports more precise placement of objects.cearse-grained placement, objexins on
the tablet interfaceould be dragged taew locations. This was useful, for example, to
create agrove of trees in one corner tiie environment. We als@reatly constrained
manipulation to make it easier for the user. Objects always remained on the ground, and the
user had na@ontrol overobjectrotation, sinceall of the objects wewished tomanipulate
have a natural orientatioithus, the user was onlynanipulatingtwo degrees of freedom,
which matches nicely with the 2D tablet input.

There are also other selection tasks in the Virtual Habitat application. OriBot@o
technigue was used to select audio annotations for playback, as we did not wish users to be
able to playannotations from anywhefo they could experience the information in its
proper context), buthe tablet can based toenable or disable specifannotations. The
tabletwas also used ttoggle the display oWarious types of information othe 2D
interface, tocreatenew objects (by dragging icons ontthe map), to positionvisitor
viewpoints, and teelect the terraimodel. All of these ardasks whichare more easily
performed indirectly and/or in 2D.

A usability study wasperformed on thisinitial version of the virtual habitat
application, and although it was rated quite highly, there is still room for improvement. Six
teams of students used the application to modify the design of the watitdtfor a class
presentation.The usability study confirmed theusefulness and promise a@ahmersive
design,but more importanthfor our research, provided us with a set of user ratings on
various aspects of interaction. Users were asked to rate usability issussate @f one to
five, with five being the most usable. A summary of the results is presented in table 6.1.
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Table 6.1 Mean Usability Ratings for the Intermediate Virtual Habitat Interaction Design

Usability Categories Rating

tablet: object creation 4.43
tablet: dragging user icon to move 4.21
changing terrain 4.21
moving viewpoints 4.20
moving viewpoint barriers 4.10
tablet: general interaction 3.86
tablet: object manipulation 3.86
user movement with stylus 3.71
go-go object manipulation 3.14

The entries irthis table reveabome interestingrends. Firstnotice thatwhenthere
was achoice of interaction techniqu@ne usingthe tabletand one using direct, 3D
manipulation), the tablet-based techniquas preferred. For example, draggitng user
icon on the tablet to travel toreew location in the environmenvas preferable to pointing
in the direction of traveuising the stylus. This stems fronthe advantages of thablet
mentioned earlier: it islways available, ihas a physicalvork surface taconstraininput,
and it requireghe user tocontrol onlytwo degrees of freedonowever,the use of the
tabletalso caused some problems fmers,most notably due to orientation differences
between the map and tlemvironment. Some users founddifficult and disorienting to
dragthe usericon in one direction and then move in a different direction, or to drag an
object on the tablet to the left and see it moving to the right in the vivtudd. Most users
were able to adapt to these difficulties bycusing on only oneontext at aime, and by
noting relationships between object positions instead of absolute loc&mnexample, a
user viewing the environment might decide to move a tree ttethelo make it a relative
positioning task, he would translate the goal to sometikag'move the treecloser to the
visitors building.” Using this goakither the tablet or direct manipulatiorethods would
work well.

Feedback on the direct manipulation technigwas mixed. Some users found it
natural and intuitive to point in the direction thenshed to fly,and enjoyed the simplicity
and flexibility of this technique. Others became disoriented when they moved in a direction
other than the direction of their gaze, and could not point as accurately as they hoped.

The Go-Go technique for object manipulation fit the intuition of nissts: tomove
an object one simply reaches towards it. However, there were difficulties thesdize of
our environment. In order to allousers tareach most othe environmentthe non-linear
portion of theGo-Go stretching function (see FiguBel) needed to be quitsteep.This
meant that when the virtual arm was far from the user’s body, ssr&aly movement in or
out would result in darge virtual hand movement. Thisade object selection difficult at
large distances.

This usability evaluation was performed before the spatial orientation experiment and
both of the testbedevaluations. Interestingly, howeveahese experimentaould have
predicted most othe major usabilityproblems found hereDisorientation was quite
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harmful tousers,because weaised a steeringechnique without advisingisers of the
proper strategies fanaintaining spatiabrientation. An arm-extension techniqwas used
for object selection, which we showeeimpirically to be quiteslow and tedious. This
technique also exhibitedhe arm-strain characteristic that weund in our testbed
evaluation.

6.3.3 Final Interaction Design

Our final design forthe interaction techniques and metaphased inthe Virtual
Habitat isbased onthe results of formal design and evaluation. Results from testbed
evaluation have been applied to tlEgstem based on its requirements stoow the
usefulness of our methodology of formal evaluation and design. It is important tihatote
although we noted many other minor usability problemsun first evaluation of the
Virtual Habitat, we left these things unchandedthe final iteration. Thenly differences
in this version andhe previous oneare the changed techniquies travel, selection, and
manipulationbased on ouformal evaluation. This is to ensuitgatany gains in usability
are due to the application of our methodology, and not to other interface modifications.

Theresults ofthe travel testbed (sectigh7) showedthat our intermediatedesign
iteration actually met the application’s performance requirements welfowsl that speed
and other metrics on botthe exploratory and the directed travakks was besivith
continuous steering techniques, such as pointikithough this was intended in the
previous desigrteration to beused for exploration, it appears to well suited to the
performance requirements of the goal-directed treagi. Usercomfort was not a major
factor in the testbed experiment, but the pointing technique performed well in this category.

In our previoususability study, the mapdragging techniquevas rated subjectively
higher than the pointingechnique. However, weoted some problems wiity and these
problems were verified ithe testbeavaluation. Mosnhotably, user®ften did notknow
which direction to drag thasericon in order to move to a given location.the usability
study, we foundhat certainusers werebetter with the map technique thasthers, and
hypothesized that these people were able to do the mental rotations of thecesgary to
determinedirection. Therefore, wéeft the mapdragging technique iplace in the final
design,but only encouragedsers tautilize it after they are quite familiawith the spatial
layout of the habitat.

A related usability problem that wiound in the intermediatedesign iteration
concerned théoss ofspatial orientation on the part ofers. User®ften becamelost or
disoriented, especially after using the pointing technique to fly in a direction othehahan
of their gaze. Some users aldad difficulty relating the static map information to the
dynamicenvironment. Thesare exactly theoncerns addressed by @patial orientation
experiment in section 4.6.3. In that evaluation, we faatisubjects who useddvanced
strategiesfor maintaining orientation had thieest performance. Therefore, ihe final
designiteration for this application, wamodified our written and verbal instructions in
order to train users in these strategies. Strategiegant to the Virtual Habitat include 3D
overview (fly up abovethe environment to get survey view), backing in (moving
backwards to a destination at it is placed in the context gfeviously visitedareas),
proprioceptive pointing (reminding oneself of the locatiorkimdbwn objects), stop ook
(pausing to look around #te currentlocation), and path retracing (moviragain along
previously traveled paths, often from a different direction). Users are not likely &l a$e
these strategies, but using one or more of them could increase spatial orientation.
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The selection and manipulation testbed confirmoadinformal observations of the
Go-Go technique. It imot well-suited forselection of objects that are smatid/or far
away. Moreover, it was the lowest rated of the techniques in our usahiiity, due to the
frustration people had with selecting distafjects. The testbedesults showedhat the
HOMER techniguevasthe bestfit for the performance requirements specified above for
selection and manipulation. It can select objects wetirag distances, and ray-casting is
quite easy to use argpeedy.The manipulation component of HOMERVviery expressive
and also easy to use amwbderatelyfast, according to the empiricaésults. HOMER was
not near the top of thenkings formanipulationtime in our study,but as state@bove,
speed of manipulation is not a key performance requirement of the Virtual Habitat.

Having chosen these technigues our final implementation, we were faced with
another problem: thstylus has only a singleutton, but boththe pointing technique for
travel and thtHOMER techniqudor selection and manipulatiowould need thatoutton.
We implemented a solution that we felt would be easy for users to understamsieartur
implementation changes the use of the button dependimgpwriong it isheld down. The
light ray is visible atll times, andobjects are highlightedthenintersected by theay. If
the userclicks the buttor{down and up)quickly (lessthan0.7 secondsand an object is
highlighted,that object isselected. Ifthe user holds dowrthe buttonfor more than 0.7
seconds, the ray disappears and the user begirs/ébusingthe pointingtechnique. The
single button also precluded us framing the indirect depth manipulation technique we
studied in our experiment.

Severallessonscan be gleaneffom this design iterationFirst, the techniquahat
usersprefer is not alwayshe onewith the best performanceJsers preferred the map
technique tgointing, butempirical evaluatiorshowedpointing to befaster. Fortunately,
we could include both techniques aur application.Also, whenattempting tosupport
better performance bysing empirically proven interactiontechniquesthe tradeoffs and
difficulties of integration must be taken ind@count. In our casdhe usability problems
with the intermediate iteration were severe enough that we were willing to work through the
integration problems to solve them.

6.4 Final Usability Evaluation

When the interactiomlesign was finalized, a newsability study wasperformed
under similar circumstances and using the same evaluation metrics (interviews and usability
ratings). In thiswvay, wecompared the usability of system designed usingtuition and
observation tothat of asystemimplementedbased on formakvaluation anddesign
methods (hypotheses 1 and 3). This study would validate the use fafrimad design and
evaluation methodology if increased performance were found.

Five user sessions were heldsting for sixty to ninety minuteseach.During the
session,the users werdnstructed on thaise ofthe techniques, allowed to explore the
virtual habitat,shown how toaccess the information embedded in émironment, and
presented withthe design toolsEachuser or group of users (usezamesingly or in a
group of two) spent twenty to forty minutes using the design tools to ntodifesign of
the gorilla habitat. Subjects were members of an undergraduate design class with
experience in botkraditional and computer-aidetesign. Atthe end of thesession,each
user or group was asked fileir comments andbservations oithe system, asvell as a
set of usability ratings on tharious features ahe application. These ratings again were
on a five-pointscale, withfive representing highusability. A summary othe results is
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presented in table 6.2, includilagerage usability ratings and standard deviationgach
of the system’s features.

Table 6.2 Mean Usability Ratings (standard deviations in parentheses) for the Final Virtual
Habitat Interaction Design

(* features changed since the previous iteration)

Usability Categories Final iteration| Intermediate iteration
selecting annotations* 4.70 (0.45) N/A
changing terrain 4.20 (0.76) 4.21 (1.15)
user movement with stylus* 4.10 (0.89) 3.71 (1.11)
tablet: dragging user icon to _move* 4.10 (0.74) 4.21 (0.81)
direct object manipulation* 4.00 (0.35) 3.14 (1.18)
tablet: object creation 4.00 (0.71) 4.43 (0.53)
moving viewpoints 3.55 (0.94) 4.20 (0.84)
tablet: object manipulation 3.50 (1.00) 3.86 (0.94)
moving viewpoint barriers* 3.40 (1.39) 4.10 (1.02)
tablet: general interaction 2.90 (0.89) 3.86 (0.90)

The most important result frontable 6.2 is that our application of theresults of
formal design and evaluation had positive results on reported usability. This isasibst
seen forthe direct object manipulatiofeature, which washanged fromthe Go-Go
technique to the HOMERechnique, and whickeceived a much higher usability rating in
the final iteration.This is despiteéhe fact thathis group of userseemed to have a lower
baseline rating overalffor all unchanged componentie average usability rating was
lower thanthe corresponding rating fronthe intermediateteration. Also, ray-casting
proved to be very easy to use as a selection mechanism for theaandtationsreceiving
the highest rating of any featumlthough we did not measure the usability of (he-Go
technique for annotation selection in the previous iteration, it was the source of many verbal
usability complaints by users.

Second, we note that the reported usability of the pointing technique was improved in
the final iteration. Although thémplementation ofthis technique did nothange, the
training given to users ithe proper use of thisechniquewas modified. Bothwritten and
verbal instructions were given teserstelling themhow to use thigechnique to maintain
spatial orientatior{e.g. flying upwards toget asurvey view ofthe environment). This
result validate®ur earlierfinding that the training of specific strategies can haveféect
on overall performance.

The mapdragging techniquéor travel was ratedhighly, but slightly lower than the
rating from the previous iteration. Again, this is consistent with other featurethained
unchanged. Therefor¢ghe additional training in strategidésr spatial orientation did not
increase the usability ahis technique,again validatingour earlier findings. Strategy
sophistication can increase performamgeh steering techniques, but performancsng
target-specification techniques is relatively constantmatter what strategiesare used.
Also, fewer of the strategies are possible when using the map-dragging technique.

The comment obne subject is particularly enlightening with regardthie travel
techniquesused in this systemAlthough the map technique performedorly in the
testbed evaluation and is not useful omoita, it can be agood complement to a steering
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technique. The subject stated that he would not rate the map techighlye except that it
worked wellin conjunctionwith the pointing technique. This leadsthe general principle
that multiple, redundant interaction technigusisould sometimes beused toimprove

usability.

The only disappointment in thistudy wasthe use ofHOMER to manipulate the
foliage barriers at visitowiewpoints, whichreceived a verylow rating. From user
comments, we feel this was due to the nature ofable. The barriersare very close to the
user atthe viewpoints. Since HOMER mapsthe body-handdistance to the body-object
distance to determine the mapping betwéamd andobject motion, near objects are
difficult to move farthemaway. With the Go-Go techniquethe same depth range can be
accessed regardlesstbE original objectlistance. Arnindirect depth specification scheme
using buttons would solve this problem, but is not possible with our single-button stylus.

The use ofsubjective ratings to measure usability is somewhat problematic, as we
have no measure of the validity or reliability of this metric. The same is trubeefa@omfort
ratings used in the testbed experiments. We do have information on the variability of these
ratings, which seems to be reasonable ieitesults would benore powerful if usability
or other types of performance had been measured with a proven metric, whether
guantitative or qualitative. We leave the development of such a metric as future work.

On thewhole, this usability study provided arunequivocal endorsement of our
methodology. The use dfie formaldesign andevaluationframework,testbed evaluation,
and application of results based on performance specification caused a measurable increase
in usability, supporting hypothesis 3.
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