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Abstract—

The use of economical, low-power microservers comprising
of embedded CPUs is on the rise in supporting a myriad of
applications. State of the art microservers can already match
the performance of low-end traditional servers, and have been
advocated as an energy-efficient alternative computing substrate
for data centers as well. In this paper, we explore whether
cluster comprising microservers can support the popular Hadoop
platform. We conduct a quantitative study of six representative
Hadoop applications on five hardware configurations. To compare
the different clusters, we also define a comprehensive metric,
PerfEC, which unifies the performance, energy consumption, and
the acquisition and operating costs of the applications, and helps
identify appropriate clusters for Hadoop applications.

Experiments on our test clusters suggest that for applications
such as TeraSort, RandomWriter and Grep microservers offer up
to two orders of magnitude better efficiency in terms of PerfEC
than traditional clusters. Similarly, a 3000-node cluster simulation
driven by a real-world trace from Facebook shows that on average
the studied microservers can match the performance of standard
servers, while providing up to 31% energy savings at only 60% of
the acquisition cost. We also compare PerfEC to the extant Total
Cost of Ownership (TCO) metric, and find that our approach is
better able to capture the trade-offs involved.

I. INTRODUCTION

MapReduce/Hadoop [5] has emerged as an efficient dis-
tributed computing framework that supports many large-scale
applications [8], [14], [33]. While the framework was origi-
nally designed to run on uniform resources, Hadoop is being
quickly adapted to non-uniform settings [15], [19], [27], [41]
comprising a range of hardware from massive-core machines
to low-power ARM-based devices [12], [44].

A major obstacle to sustaining Hadoop at scale is that
the energy footprint of the large clusters and data centers
that support Hadoop is increasing sharply [28] and imposes
significant financial burden [1]. To mitigate this, microserver-
based clusters have been proposed as an alternative [3], [4],
[11]. Microservers are networked embedded devices designed
specifically for low powered environments. They employ the
Server-on-Chip (SoC) approach to have a CPU, networking,
and I/O fully integrated onto a single server chip [3]. Mi-
croservers can be synthesized around numerous embedded
architectures such as PowerPc [35], ColdFire [42], Mips [20]
and ARM [24]. These devices are cheaper compared to tra-
ditional servers, energy efficient, and are becoming readily
available. Therefore, microservers can potentially be used to
support Hadoop. However, the above benefits come at the
cost of reduced performance, raising the question whether
microservers can realistically support Hadoop applications.

A promising development in this direction is that the
ARM architecture, driven by its widespread use in smart
phones, tablets, and miniPC devices [39], is beginning to offer
increasingly high performance that is even competing with
general purpose CPUs [37]. Thus, ARM has become a key
enabler for microservers [21] and ultra-low power clusters [3].
Industry players such as AMD are forecasting that ARM is
expected to cover 25% of the server market by 2019 [2].
The caveat here is that such predictions are for ARM-based
traditional well-endowed servers, and the use of microservers
in the data center, e.g., to support Hadoop, has not been
explored.

In this paper, we present a quantitative study to explore
the efficacy of microservers in supporting Hadoop applications,
which aims to consider all factors of interest, i.e., performance,
energy consumption, reliability, operating costs, ease of use,
etc. Although several works [12], [44] have demonstrated the
potential of microservers for specific applications, there is little
understanding of how a general platform like Hadoop will
behave on a substrate of microservers. To this end, we use six
representative Hadoop applications, and study their execution
characteristics on five different hardware configurations rang-
ing from workstations to microservers. The goal is to quantify
the performance impact, and identify design trade-offs that can
help realize Hadoop on microservers.

Furthermore, we define a comprehensive metric, PerfEC,
which captures the impact of the three often competing
constraints of performance, energy consumption, and the ac-
quisition and operating costs on overall data center design.
PerfEC allows for better understanding of the relationships
between Hadoop applications and the underlying data center
hardware, in terms of suitability to efficiently support the
applications. While we focus on Hadoop in this work, PerfEC
offers a generic metric that is equally suitable for exploring
microserver-based clusters for other applications as well. We
note that PerfEC is better than metrics such as Total Cost
of Ownership (TCO) that considers only the acquisition and
operating costs of the hardware, and Joulesort [38] that con-
siders only the energy characteristics of the applications. Thus,
we can use the metric to analyze how our studied hardware
configurations fare in comparison for particular applications.
Moreover, the metric can also be used to choose appropriate
hardware substrates for applications.

Specifically, this paper makes the following contributions:

• We customize the Hadoop software stack to run on
five different hardware configurations.

• We port, tune and measure the performance, energy,



and cost for six representative Hadoop applications on
the studied hardware targets.

• We define a new metric, PerfEC, to understand the
interactions between energy, cost, and performance
characteristics of the studied applications and hard-
ware targets.

• We employ PerfEC to identify the best hardware
configuration for the studied applications.

We compared PerfEC with the extant TCO metric and
find that our approach is better able to capture the trade-offs
involved when studying microservers for supporting Hadoop
applications. Our evaluation reveals that microservers can
match or exceed the performance delivered by a traditional
workstation setup for the studied applications at a fraction of
energy consumption and cost. We also performed a simulation
study driven by a 45-day trace of real world workload from
a 3000-node Facebook cluster [10], and show that on average
the studied microservers can match the performance of state-
of-the-art standard servers, while providing up to 31% energy
savings at only 60% of the acquisition cost.

II. ENABLING TECHNOLOGIES

In this section, we present the background and enabling
technologies for our study of the suitability of microservers
for supporting Hadoop.

A. Hadoop

Hadoop offers an open-source implementation of the
MapReduce framework that provides machine-independent
programming at large scale. All data in MapReduce is rep-
resented as key-value pairs [48]. Programmers specify user
defined map and reduce functions to specify the operations to
be performed on the key-value pairs. A pre-specified number of
Mappers execute the map function on the distributed resources
to processes the input data and generate intermediate data
that is then consumed by Reducers that implement the reduce
function to aggregate and consolidate the data. The process
of sorting and transferring the output of the mappers to the
reducers is known as the shuffle phase, and is automatically
handled by the Hadoop runtime. A Hadoop cluster node con-
sists of both compute processors and directly-attached storage.
A small number of nodes (typically 12− 24 [7]) are grouped
together and connected with a network switch to form a rack.
One or more racks form the Hadoop cluster.

Hadoop provides a JobTracker component that accepts jobs
from the users and also manages the compute nodes that each
run a TaskTracker. The data management is provided by the
Hadoop Distributed File System (HDFS). The main functions
of HDFS are to ensure that tasks are provided with the needed
data, and to protect against data loss due to failures. HDFS uses
a NameNode component to manages worker components called
DataNodes running on each Hadoop node. HDFS divides all
stored files into fixed-size blocks (chunks) and distributes them
across DataNodes in the cluster. Moreover, the system typically
maintains three replicas of each data block, two placed within
the same rack and one on a different rack.

TABLE I. COST AND POWER SPECIFICATIONS OF STUDIED HARDWARE

CONFIGURATIONS.

Machine Initial Cost Power
(USD) (Watts)

Raspberry Pi (+SD card) 40(+10) 2-4
MK908 65 2-4

WandBoard Quad (+HDD) 125 (+60) 3-6(+8)
2-socket Intel Xeon E5450 1200 120-180
2-socket Intel Xeon E5620 3500 180-300

B. ARM-Based Microservers

Microservers can be synthesized around numerous em-
bedded architectures such as PowerPc [35], ColdFire [42],
Mips [20] and ARM [24]. However, the ARM architecture
is emerging as a promising enabler for microservers [21],
mainly due to its low-power characteristics, cost, widespread
use in mobile phones, tablets, and miniPC devices [39], and
an increase in the offered performance.

ARM-based single to quad-core processors are already
available, which can compete with general purpose CPUs [37].
Such cores are being explored also in the context of high
performance computing [32] that has traditionally been the
domain of massive multi-core systems. Moreover, the ARM
processors continue to target low-power applications, and thus
are designed with emphasis on not only reducing the idle
power consumption but also the peak power consumption. Yet
another important feature is the high reliability and MTTF,
as ARM-based devices are often designed to support critical
operations such as real-time control systems [39]. Conse-
quently, as the performance of these microservers rises, they
are increasingly becoming suitable substrates for supporting
even the more rigorous of the data center demands.

Although most current ARM processors are 32-bit, AMD
has already announced its first ARM Cortex A57 based system
on chip (SoC), a 64-bit/8-core Opteron A1100 [2]. AMD is
forecasting that ARM is expected to cover 25% of the server
market by 2019 [2]. These developments are giving rise to
solutions such as the recent self-contained, highly-extensible,
ultra-low power cluster [3] that is based on microservers. Yet,
the domain is only being initially explored and microservers
have not been adopted by any key Hadoop data center opera-
tors at scale.

Table I lists the initial cost and energy consumption speci-
fications of typical workstations to that of various ARM based
microservers that we consider in this paper. We see that the
microservers are order(s) of magnitude cheaper and consume
much less power. The power-performance characteristics also
vary, e.g., MK908 and Raspberry Pi both consume the same
amount of power, i.e., 2-4 Watts, but Mk908 boasts of quad
cores and can yield much higher performance than the single
core of the Raspberry Pi. The devices vary in terms of disk
and network I/O capabilities as well. Consequently, the studied
microservers provide a rich exploration space for studying
the impact of hardware configurations on Hadoop application
performance.



C. Power Measurement

The power consumption of a data center can be measured at
three reference states: idle, under peak-usage, or a combination
of the two [38]. Idle power shows the minimum energy
overhead of operating a data center, while measuring peak-
power is crucial for determining the vertical and horizontal
scaling potential of a data center. Numerous tools such as
power meters [6] and hardware performance counters [17] can
be used to measure the idle and peak power of a machine.
We use the Whatsup Pro [6] power meters sampled every
two seconds to create a power consumption profile of an
application under test.

III. PerfEC: MEASURING PERFORMANCE, COST AND

ENERGY

The emerging microserver architectures exhibit unique
characteristics in terms of energy efficiency, performance, reli-
ability and cost. This makes it challenging to match hardware
to application needs and Service Level Agreements (SLA). To
address this problem, we define a metric, PerfEC, to quan-
tify how microservers would perform under Hadoop. PerfEC
captures the energy consumption of a microserver, the cost
of the microserver, and resulting performance achieved for
the workload. In this work, we focus on applying PerfEC to
Hadoop clusters, however, the metric can be easily adapted for
use in general clusters as well and is not specific to Hadoop
applications only.

PerfEC is unique from other metrics — such as TCO that
captures the data center characteristics and joulesort [38] that
captures application characteristics — as it strikes a balance
between different factors by considering the cost associated
with executing an application in a data center as well as the
energy consumed during the execution of the application. We
define the metric as follows:

PerfEC = K ×
P

D × E × IC ×NC

where K = normalization constant; P = 1

t
, where t

is the execution time of the application; E = total energy
consumed by the application; D = Input data size; IC =
initial cost of the hardware; and NC = n× cn, where n is the
number of nodes and cn is the cluster networking equipment
cost amortized for each node. cn further comprises the initial
cost of the networking equipment such as routers and related
hardware, as well as the operational cost of the networking
equipment. The operational cost of the cluster networking
equipment is not dependent on the type of device used, e.g.,
microservers or standard servers, and remains constant for the
different clusters considered our study. A high value of PerfEC
implies high overall efficiency. We take into account the time
to completion for the job in P as it also captures the indirect
costs [38] of running the job in a data center, e.g., physical
space costs, cooling costs, etc. The reason for including the
initial cost is that it is directly related to TCO, and allows us
to subsume TCO into PerfEC.

The data size is included for the following reason. The
number of mappers and reducers associated with a Hadoop
job can be interpreted as expressing the hardware resources

needed by the job. Moreover, the number of mappers and
reducers required by a job depends on the input size. Thus,
using input size in PerfEC helps to capture the specific
Hadoop application demands. Similarly, the intermediate data
size is also important. However, the amount of intermediate
data created is not known beforehand and difficult to model.
Fortunately, the impact of intermediate data can be captured
indirectly; lower or larger amount of intermediate data will
result in a shorter or longer job completion time, respectively,
which is captured by the parameter P .

A limitation of PerfEC is that it depends on application
characteristics, so it is not possible to predict the efficiency
of a hardware configuration for a new application based on
an already studied application. Furthermore, since we use the
data size as an indication of an application’s resource needs,
we have to be careful not to interpret this factor as suggesting
that using a small dataset size is better (given the inverse
relationship to PerfEC).

Finally, the reliability of the system, especially at scales
where failures are a norm and not an exception, is also
crucial. Since microservers are typically designed for low-
power embedded applications, they tend to have much higher
MTTFs than standard servers. However as mentioned earlier,
microservers have not been studied in the context of large
clusters and their true MTTF in such scenarios entail further
study. Thus, we do not incorporate this factor into PerfEC
yet. Nevertheless, MTTF can be incorporated by adding it
as a multiplicand in the above formula (with K adjusted
accordingly).

IV. EXPERIMENTAL CONFIGURATIONS

In this section, we first present the hardware configurations
that we used in our study. Next, we describe how we ported
Hadoop to run on the selected hardware. Then, we briefly de-
scribe the representative applications that we have considered
in our exploration.

A. Cluster Setup

Table II summarizes the hardware specifications, as well
as the initial cost and power ratings, of five different type of
nodes that we use to build test clusters in this work. Two of
the configurations (E5450 and E5620) are based on traditional
servers, while the remaining three comprise of different 32-bit
ARM-based microservers, namely Raspberry Pi (RasPi) [41],
MK908 [40], and WandBoard Quad (WBQuad). Each test
cluster consists of five homogeneous nodes of the same type,
except for RasPi that has ten nodes. The main difference be-
tween the MK908 and WBQuad microservers is the sequential
disk access and network I/O rates as shown in Table III.
WBQuad has a SATA connector along with two micro SD
card slots and 1 Gbps network connection, whereas MK908
has built-in 8 GB NAND flash storage and only one slot for
micro SD card with 100 Mbps network connection.

For cluster networking, we used a NETGEAR 48-Port
10/100 Smart switch that draws 12–14 Watts. Furthermore, we
use Hadoop version 1, and execute both the JobTracker and
NameNode on a separate high-end machine. The energy, cost
and other values of this machine have been properly accounted
for in the presented PerfEC values for each considered cluster



TABLE II. SPECIFICATIONS OF THE HARDWARE CONFIGURATIONS CONSIDERED IN OUR STUDY.

Hardware CPU Cores/ DRAM Cache Cost Power
Threads ($) (Watts)

RasPi (+SD card) ARM1176JZF-S @ 700 MHz 1/1 512 MB 128 KB L2 40 (+10) 2-4

MK908 ARM Cortex A-9 @ 1.6 GHz 4/4 2 GB 1 MB L2 65 2-4

WBQuad (+HDD) ARM Cortex A-9 @ 1.0 GHz 4/4 2 GB 1 MB L2 125 (+60) 3-6 (+8)

E5450 Dual-Socket Intel Xeon E5450 8/8 16 GB 12 MB L2 1200 120-180
@ 3.0 GHz

E5620 Dual-Socket Intel Xeon E5620 8/16 48 GB 12 MB L3 3500 180-300
@ 2.8 GHz & 4 MB L2
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Fig. 1. Single-node Hadoop performance on Ubuntu vs. PicUntu. The dataset
size is 250 MB.

configuration. Our comparison focuses on the performance of
Hadoop applications, and running the Hadoop management
components on a separate machine ensures that the impact of
node hardware on the application performance is highlighted.
Moreover, this also implies that the reported comparison for
the applications will hold for newer versions of Hadoop, such
as YARN [43], as well.

B. Software Porting and Tuning

The microservers have limited storage and memory, so it is
not feasible [26] to run out-of-the-box Hadoop on them. In the
following, we describe how we ported the software to execute
Hadoop on the microservers and fine tuned its performance.

1) MK908 Microserver: MK908 is a MiniPC device and
runs Android OS as default. Although there has been work
done to port Hadoop on Android [34], the open source imple-
mentation of Hadoop does not support Android. Therefore, we
first ported embedded Linux to MK908, which required cross-
compiling the bootloader, kernel and adapting the root file
system (RFS). The resulting binaries were then copied to the
built-in NAND of MK908 using the “flash” tool provided by
the manufacturer. We also configured the bootloader to mount
the RFS either from the NAND flash or the micro SD card at
runtime.

We tested two different Linux distributions,
Ubuntu 13.10 [36] and PicUntu 4.4.3 [25] both with
3.13.1-armv7-x9 kernel, to determine the one that works
best for the microserver. Figure 1 shows the single-node

TABLE III. DISK AND NETWORK I/O RATES OBSERVED FOR THE

STUDIED HARDWARE USING LARGE DISK READ/WRITE AND iperf

BENCHMARKS, RESPECTIVELY.

Hardware Read BW Write BW Network BW
(MB/s) (MB/s) (MB/s)

RasPi 18 8 9
MK908 17 8.5 9.25
WBQuad 40 39 93
E5450 40 39 95.25
E5620 84 68 99.4

performance of four representative Hadoop applications
under the two distributions. We observe that for the MK908,
PicUntu performs better and selected it for our tests.

2) WBQuad Microserver: For WBQuad, the manufacturer
provides an Android OS as well as Ubuntu distribution for the
microserver. Even though WBQuad has a SATA connector, the
default OS does not support mounting the RFS from a SATA-
attached hard disk drive (HDD). According to the instructions
provided by the manufacturer [49], RFS over SATA can be
enabled using hardware rewiring (removing two resistors and
placing one resistor back at the bottom side of the WBQuad
at the cost of voiding the warranty). Instead, we chose to
cross-compile for the WBQuad with a custom bootloader. This
allowed us to change the boot parameters and mount the RFS
directly from a SATA HDD. Similarly as for the MK908, we
tested and chose PicUntu for WQBand as well.

3) RasPi Microserver: For RasPi, we used the default
distribution provided by the manufacturer, Pidora, which is
a Fedora Remix optimized for the Raspberry Pi with Linux
kernel version 3.6.11. The RasPi has limited memory and fairly
small computing power, so launching the TaskTracker and the
DataNode processes on the same RasPi node did not succeed.
To overcome this, we used a larger 10-node RasPi cluster: One
node as JobTracker; one as NameNode; three as DataNodes;
three with one mapper each; and two with one reducer each.

C. Studied Hadoop Applications

In the following, we describe six applications from the
well-known Hadoop HiBench Benchmark Suite [22], which we
have used in our study. These applications are representative
of typical Hadoop workloads.

RandomWriter: is a map-only application where each map
task takes as input the name of a file and writes random keys
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and values to the file. There is no intermediate output, and the
reduce phase is a identity function.

TeraGen: generates a large number of random numbers,
and is typically used for driving sorting benchmarks. This is
a also a map-only application and does not take any input.

WordCount: counts the frequency of all the different words
in the input. The map task simply emits (word, 1) for each
word in the input, a local-combiner computes the partial
frequency of each word, and the reduce tasks performs a global
combine to generate the final result.

Sort: performs a sort of the input. A mapper is an identity
function and simply directs input records to the correct reducer.
The actual sorting happens thanks to the internal shuffle and
sort phase of MapReduce, thus the reducer is also an identity
function.

TeraSort: performs a scalable MapReduce-based sort of
input data. It first samples the input data and estimates the
distribution of the input by determining r-quantiles of the
sample (r is the number of reducers). The distribution is
then used as a partition function to ensure that each reducer
works on a range of data that does not overlap with other
reducers. The sampling-based partitioning of data also provides
for an even distribution of input across reducers. The sorting
is achieved similarly as in Sort.

Grep: searches for all occurrences of a pattern in a collec-
tion of documents. Each mapper reads in a document, and runs
a traditional “grep” function on it. The output size depends on
the number of occurrences and can range from zero to the size
of the input. A reducer in grep is simply an identity function,
so this is also a map-only application.

V. EVALUATION

In this section, we present the results of running
six representative applications — chosen from well-known
Hadoop/MapReduce works [10], [22], [46] (Section IV-C)—
on the cluster configurations of Section IV.

A. Measurements on Real Clusters

1) Energy Consumption: Figure 2 shows the energy con-
sumed under different cluster configurations when running the

studied applications. We measured the energy using Whatsup
Pro [6] power meters that were sampled every two seconds.
Note that as shown in Table I, the idle power ratings of the
microservers is significantly less than that of the traditional
servers. So including idle power in the energy consumption
would have given unfair advantage to the microservers. To
address this, we only report the energy consumed by a cluster
when Hadoop jobs are running on it, and factor out the idle
power. This provides for a more fair comparison between the
servers.

We observe that the energy consumed by WBQuad and
MK908 is just a fraction of that consumed by the traditional
servers. Across all applications, WBQuad and MK908 con-
sume 88.8% and 93.3% less energy than E5620, respectively.
This is promising. However, the importance of selecting an
appropriate microserver is highlighted by the case of RasPi,
where the total energy consumed for the studied workloads
is 5× that of E5620. This is because, even though RasPi
consumes much less power than the traditional servers, the
applications also take much longer on the RasPi setup to
complete due to reduced performance, hence consuming more
energy overall.

2) Performance Comparison: In our next experiment, we
measure the execution time of the studied applications on our
cluster configurations. Figure 3 shows the execution time and
normalized PerfEC with respect to the case of E5620 using
a 2 GB dataset. The RasPi results are shown separately in
Figure 4, as this cluster had 10 much-slower nodes resulting
in higher execution time. As observed in the figures, PerfEC
was accurately able to capture the suitability of the servers.
For example, RasPi has very low values for PerfEC indicating
that it is not a suitable substrate due to its unacceptably low
performance that negates its benefits of low cost and energy
saving ability.

Similarly, consider the case of E5620 that has the least
execution time but has high energy consumption and initial
cost. Thus, it is not a efficient compute substrate for the
applications. We observe that the corresponding value of
PerfEC for E5620 is lower than the microservers, correctly
suggesting that this server is not efficient overall for the studied
workloads.

Next, we studied the impact of dataset size on PerfEC. For
this experiment, MK908 and RasPi were unable to support test
cases of larger than 2 GB due to limited resources, thus we
do not include them in the results shown in Figure 5. We
see that PerfEC is not constant as data size is varied for the
applications, indicating the metric’s ability to distinguish the
hardware configuration that can achieve the best combination
of performance, energy, and cost for the workload.

Further analysis revealed that Hadoop applications need
larger network provisioning as both file system I/O operations
and MapReduce operations are dependent on the network
connectivity. We find that for I/O-intensive applications—such
as TeraGen, RandomWriter, and Grep—the overall execution
time on WBQuad is 44% and 19% slower than E5620 and
E5450, respectively. On the other hand, for CPU-intensive
applications, WBQuad exhibit even lower comparative perfor-
mance. In spite of performance loss, WBQuad has a higher
PerfEC, because the energy consumption and the initial cost
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Fig. 3. Performance and PerfEC of different Hadoop applications on the studied clusters. Dataset used is 2 GB.

of WBQuad is significantly lower than the other two servers.
However, we can potentially mitigate the performance loss by
employing a higher number of WBQuad servers, and yet can
realize energy and cost savings. This is why, by considering the
holistic efficiency, the PerfEC metric favors this microserver
over the traditional server. One caveat here is that a larger num-
ber of microservers would entail more networking equipment,
related costs and energy consumption, thus these additional
costs should be considered while calculating PerfEC; a simple
linear relationship should not be assumed.

B. Large Cluster Simulation Results

A challenge that we face when comparing the different
clusters is how to study how other components such as
networking and large data sizes will interact with the servers
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as the cluster size increases. So in our next set of experiments,
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Fig. 5. Performance and PerfEC of different Hadoop applications running on WBQuad and traditional clusters, with increasing dataset sizes.

we simulated four large setups to explore how the studied
configurations will perform at scale. To this end, we lever-
aged our MRPerf simulator [46], which has been extensively
used to study the impact of data placement, networking,
and application characteristics on overall Hadoop application
performance [45]–[47]. We also validated the microserver-
based simulations using our small testbed and found that the
simulation results were within 5% of the actual results.

We considered clusters with: 3000 nodes of E5620, 3000
nodes of E5462, 3000 nodes of WBQuad, and 6000 nodes of
WBQuad (WBQuadx2). We chose a multi-rack tiered-topology
with 24 nodes per rack, and in our estimation factored in the
extra networking costs related to the larger WBQuadx2 setup
as well. We assume a locality-aware scheduler with minimal
cross-rack traffic.

We used a 45-day (from Oct. 1 to Nov. 15, 2010) Hadoop
job trace from the primary 3,000-machine Facebook produc-
tion cluster [9]. The trace contains detailed information about
more than 1 million jobs and the associated input, intermediate
and output data size, job completion time, time taken for map
and reduce phase, and the number of tasks involved in a job.

Figure 6 shows the execution time and PerfEC normalized
to that of E5620 for the four simulated clusters. We find that
PerfEC for WBQuad is 8× that of E5620 and E5450, but
the execution time is 14× and 7× of E5620 and E5450,
respectively. Similarly as in the real testbed case, PerfEC
is higher for WBQuad due to its significantly cheap cost
and low energy consumption. Therefore, we see that under
WBQuadx2, where we doubled the number of WBQuad nodes,
the performance degradation reduced to 2.6× that of E5620,
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Fig. 6. Performance and PerfEC comparisons for the simulated large cluster.

TABLE IV. COMPARISON OF TCO AND PerfEC.

Machine TCO 1/TCO PerfEC

E5620 1 1 1
E5450 1.0245 0.9760 0.7056

WBQuad 0.3256 3.0711 8.5194
WBQuadx2 0.1291 7.74 13.315

but still offered 89% lower energy consumption at 90% less
initial cost compared to E5620. This is promising, as it
indicates that horizontal scaling of microservers can offer
overall high efficiency as well as match the performance of
traditional servers, provided networking equipment can scale
at reasonable cost (e.g., ≤ linear). In fact, we repeated the
experiment with 6× WBQuad nodes than E5620, and matched
the performance with 31% energy consumption at 60% of the
initial cost of E5620.

C. Evaluation of PerfEC

In our next experiment, we compare the efficacy of PerfEC
by comparing it with the extant TCO [16] metric. For this test,
we used our simulation setup driven by the 45-day trace as
described earlier. Table IV shows the values for PerfEC and
TCO normalized to that of E5620 for all the studied clusters.
Given that a lower value of TCO is desirable unlike PerfEC
where a larger value is desirable, the table also shows 1/TCO
for comparison. We observe that TCO predicts the efficiency
of WBQuadx2 to be more than double that of the WBQuad,
which is not the case in reality. Furthermore, TCO is not able
to properly distinguish between the E5620 and E5450 (TCO
of E5450 is predicted to be just 2.5% higher to that of E5620),
even though a clear difference is observed in performance and
other measurements. In contrast, PerfEC was able to capture
the differences between the servers realistically and in line
with measured performance, energy, cost. For instance, for the
given workloads the value of PerfEC for E4550 is only 70% of
that for E5620. We also compared PerfEC with JouleSort [38].
However, JouleSort is not directly comparable to PerfEC as
JouleSort only provides the SortRecords/Watt and lacks other
factors such as cost of the equipment, scalability, and the
ability to capture other applications besides sort. Thus, PerfEC
is a viable metric that subsumes or exceeds the ability of
existing metrics such as TCO.

VI. RELATED WORK

A number of works, such as Green Hadoop [18] and energy
aware scheduling on MapReduce jobs [50], have focused on
reducing the operational cost of data centers. Similarly, Nan
Zhu et al. [51] aim to tame the peak power consumption
in a MapReduce cluster by using adaptive power regulation.
Although we share with these works the consideration of
energy consumption, our study is novel and different in its
focus on evaluating the suitability of microservers to support
Hadoop applications.

Much recent research investigates the possibility of build-
ing clusters with ARM CPUs. Irdis-pi cluster [13] consists
of 64 Raspberry Pi Model B nodes each equipped with
a 700 MHz ARM processor, and is used for educational
applications. FAWN [3] considers low-power embedded CPUs
to develop a key-value store. Luarra Keys et al. [29] has used
embedded and mobile devices to find energy efficient building
blocks for data centers to support Dryad [23]. These works
are complementary to ours in terms of exploring new usecases
for microservers, but differ in that we focus on the Hadoop
platform.

A broadband embedded computing system for MapRe-
duce [27] is perhaps the closest to our work, as it also uses
microservers for Hadoop. But the main focus of their work is
to design a heterogeneous cluster to combine cloud computing
with distributed embedded computing.

Finally, ours is the first work that combines the factors
that affect data center design and selection of appropriate
microserver architectures into a comprehensive metric that
considers performance, energy consumption, and cost. Other
researches [30], [31] that propose to improve the performance
of Hadoop under heterogeneous environment are complemen-
try to our findings and can co-exist with our work.

VII. CONCLUSIONS

We investigated whether microservers provide a suitable
substrate for supporting Hadoop. For this purpose, we pro-
posed a unique metric, PerfEC, to calculate the performance,
overall cost and energy consumed when executing an applica-
tion on a particular microserver. Using this metric, we studied
six Hadoop applications on three different microservers and
two traditional servers.

Our analysis using a real testbed revealed that for applica-
tions such as TeraGen, RandomWriter and Grep, microservers
can yield two orders of magnitude better efficiency in terms
of PerfEC than traditional servers. Similarly, simulation results
for a large cluster also verified our findings. This initial study
bode well for microservers supporting Hadoop. Finally, we
compared PerfEC with the extant TCO metric and showed that
PerfEC is better able to capture the trade-offs involved when
studying microservers for supporting Hadoop applications.
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