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Abstract. Metaphors shape the way people think, decide, and act. We
hypothesize that large-scale variations in metaphor usage in blogs can
be used as an indicator of societal events. To this end, we use metaphor
analysis on a massive scale to study blogs in Latin America over a pe-
riod ranging from 2000-2015, with most of our data occurring within a
nine-year period. Using co-clustering, we form groups of similar behaving
metaphors for Argentina, Ecuador, Mexico, and Venezuela and charac-
terize overrepresented as well as underrepresented metaphors for specific
locations. We then focus on the metaphor’s potential relation to events
by studying the tobacco tax increase in Mexico from 2009-2011. We study
correspondences between changes in metaphor frequency with event oc-
currences, as well as the effect of temporal scaling of data windows on
the frequency relationship between metaphors and events.

Keywords: metaphors, blogs, open source indicators, event detection

1 Introduction and Related Work

Conceptual metaphors associate an abstract target concept with a concrete
source concept. So, we say things like “life is a journey” or “poverty is a dis-



2 Brian J. Goode et al.

ease”. Individual mappings of source-target concept pairs in language are lin-
guistic metaphors. Such constructions facilitate knowledge dissemination, bridge
concepts over a variety of subject areas, and unwittingly affect human behavior
through intrinsic associations and world-views [4, 7, 10]. There have been a num-
ber of attempts to quantify these effects in an experimental framework [14-16].
Despite the confirming evidence, the effects of metaphors in everyday interac-
tions and mental constructs remains unclear [5]. Metaphor exposure and adop-
tion alone is not necessarily responsible for action, because anchoring and time
also dictate decision outcomes [14]. The impact of metaphor on behavior may
largely depend on its age or relative conventionality (i.e., becomes a definition)
in society [6,8]. Applied to complex social interactions and events in everyday
scenarios, capturing changes in metaphor usage can become an untenable under-
taking. At present, we adopt the assumption that conceptual mappings governing
action within a population are present to some degree in language, and can be
used for event detection.

Prior effort has focused on the use of Open Source Indicators (OSI) as
a tool for improving the forecasting of events [13]. In such analyses, models
with keywords relevant to events such as protests and disease epidemics steer
algorithms to predict the probability of occurrence [11,3]. However, we are
not blind to the operational modeling challenges that exist when incorporat-
ing metaphors [2]. The view taken in this paper is that we can re-purpose the
idea of the keyword dictionary to extract relevant text that now consists of a
tuple, M, := (source,target). This tuple is one of many linguistic metaphors
mapped to a given conceptual metaphor. Extracting these linguistic metaphors
in documents is a subject of continued research (e.g., [1,12]).

This is the first study to present a method of large scale analysis of metaphor-
ical usage in blogs. Our data derives from 327 Latin American blogs spanning
the years 2000-2015. We extracted 589,089 documents from Argentina, Ecuador,
Mexico, and Venezuela. Blogs from these countries were chosen for their rich use
of metaphorical language and discussion of significant political events. We per-
formed spectral co-clustering over the time-series correlation matrix to identify
groups of metaphors that appeared in the text in close temporal proximity and
linear proportionality. Through the course of the analysis, we investigate:

1. What do concepts mapped to linguistic metaphors reveal about differences
in blogger populations?

2. Do prevailing conceptual references of linguistic metaphors change over the
course of specific events?

In general, identifying equilibrium behavior is highly subjective. We can detect
clusters of different slants on particular target concepts like taxation and gov-
ernment, but locally prevailing source concepts can be subject to variations that
are dependent on the size of the data window (scaling effects).
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2 Methods

Blog selection. Blogs are studied, because initial investigations revealed more
metaphorical language than similarly timed news articles containing more fac-
tual description of events. Candidate blogs were required to be located in the
country of interest, express political opinion, and reference events published in
a major news outlet. These were found using either a directory (e.g., http://
blogsdemexico.com.mx/) or through Google searches. The main search format
was: [Political blog, name of the country/topic]. Examples of searches include:
“Blog politica, Argentina, Venezuela”, “blogs problemas sociales”, “blogs politi-
cos”, etc. Specific references to hosting sites were also used such as “blogspot
Pena Nieto”. Topics of the blogs include societal issues, the economy, and criti-
cism of current or former government and politicians. Most of the blogs were writ-
ten in Spanish; however, some of the Venezuelan blogs were written in English
for a number of possible reasons. This is an unavoidable source of bias result-
ing from inconsistencies across languages in metaphor usage. Therefore, we only
consider blogs written in Spanish. Summary details of the corpus are given in
Table 1. The ratio of documents containing linguistic metaphors (LMs) remains
fairly consistent across countries. The LMs included are only those mapped to
seven target concepts discussed below, not all LMs present in the data.

Table 1: Summary details of the blog corpus by country.

Country ‘ # blogs # docs # LMs LM-doc ratio
Argentina 89 111437 53283 0.48
Ecuador 59 13899 5278 0.38
Mexico 97 306101 157553 0.51
Venezuela 82 157652 75869 0.48
Total 327 589089 291983 0.49

Metaphor extraction. Linguistic metaphors were extracted using software,
the Metaphor Detection System (MDS), developed on the TARPA Metaphor
program.® The goal of this program was to develop automated systems to iden-
tify the beliefs and world-views of different cultures by examining their use of
metaphorical language. The MDS automatically detects linguistic metaphors in
the original Spanish text and then maps them to pairs of pre-defined conceptual
constructs. The MDS uses a mixture of techniques, including lexico-syntactic
pattern matching and classification using semantic and psycholinguistic features.
Internal program testing showed the MDS capable of achieving an LM detection
F-score of 0.74 (precision 0.82, recall 0.68) in Spanish. As stated earlier, the goal

% See: http://www.iarpa.gov/index.php/research-programs/metaphor.
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of this paper is not to focus on the mechanics of MDS itself (covered elsewhere)
but to present the first large-scale analysis of metaphors in blogs.

Both linguistic metaphors and their mappings to source-target concept pairs
are used in this analysis.® The conceptual targets we consider in this analy-
sis are my € { BUREAUCRACY, DEMOCRACY, ELECTIONS, GOVERNMENT,
POVERTY, TAXATION, and WEALTH}. We analyze 84 conceptual sources m, €
{ CRIME, MACHINE, MOVEMENT, ...}. The linguistic sources and targets are a
dictionary of political keywords, such as “government”; that map to a conceptual
source or target domain. Given the translated text from our corpus, “the usurper
government”, usurper is the linguistic source and government is the linguistic
target. Similarly, usurper maps to the source concept CRIME, and government
maps to the target concept GOVERNMENT. These source and target concepts
form the tuple, M := (ms,m;) € M. The set M consists of all source-target
pairs, and has cardinality (]JM| = 672). Our dataset is X C T x M x B for daily
timestamps ¢ € T" and blogs B € B. Time-series are generated for each blog and
concept pair, fprp(t) = {z € X|z = (¢, M, B)}|, that indicate the frequency of
the metaphors appearing at time, t.

3 Results and Discussion

Blogs are heterogeneous in nature, because they can range in publication fre-
quency, content length, and production effort. The prototypical blog post may
not exist on all dimensions, because they display characteristics of both aca-
demic articles and Twitter posts. Although germane to the discussion, we do
not directly address the qualities composing the blogs, and focus the analysis to
aggregating a variety of different blogs by target concept through co-clustering.

Clustering of concept pairs. Clusters of related metaphors are formed over
summed times series of metaphor frequencies,

Fy(t) = ZwaB,M(t) (1)
B

where we assume wp = 1. Setting wp = 1 assumes that the blogs contributing
to the proportional response are of equal weighting. This is perhaps sub-optimal,
but it is a maximum-entropy approach for reducing noise fluctuations in individ-
ual blogs given no prior information. We could reduce the argument further by
considering the relative contribution per writer (multiple per blog) given certain
types of events, but then lose the information inherent in the collection. For now,
wpg is a parameter for investigation in future work.

The spectral co-clustering algorithm [9] forms clusters of similar source con-
cepts, my for a given target concept m;. Co-clustering is performed over the

5 Target and source concepts will be represented in all caps: e.g., ELECTIONS.
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Pearson correlation matrix C, to find evidence of similar linear proportional re-
sponses. The correlation matrix is N x N, where N is the number of source
concepts mg for a given target concept,

Cij = K - = K 7o =
\/Zl FJ%/Il(tk) _KFJ%L\/Zl FJVIj(tk) _KFMj

(2)

where Fy; = (FarxW)(t) is a windowed time-series from ¢ € {1, K} for metaphor

M; and M;, and F is the mean of the time-series. The Hamming window is
applied in the convolution of F}y,

2
W () = 0.54 — 0.46 cos (ijl) 0<y<TI'-1 (3)

where [ is a parameter that controls the length of the window. The Hamming
window places more weight on the current time step while the future and past
extrema are minimized. The convolution is phase centered to preserve temporal
accuracy and assume a symmetric lead-lag duration between blog and event
dates. This choice of filter (as opposed to cross-correlation) reduces the effects
of inconsistent lead-lag responses of publication dates around events for small
I'. For large I', this window compensates for unknown lead-lag relationships to
frequencies across multiple events.
The number of clusters were chosen to minimize the objective function,

B = argming(C(8)). ¢(C) = > ijey (4)

i=1,j>i

where ¢(C') minimizes entries appearing on the off-diagonal, and g is the opti-
mal number of clusters. Minimizing this objective discourages highly correlated
time-series from appearing in separate clusters. This increases discrimination
of clusters by forcing smaller highly correlated clusters, when possible. The co-
clustering algorithm was initialized randomly for 20 trials at each choice of 3.
The source concept clusters grouped by target for I" = 365 are shown for
Mexico” in Fig. 1. Source concepts with higher frequency counts are in the center
of the cluster along the y-axis. For each target concept, different countries have
different groupings of source concepts. However, there are some common trends
in all of our datasets. ELECTIONS, as a target concept, tend to have a thin cluster
having COMPETITION as the most frequent source concept. In our data for both
Mexico and Argentina, we tend to see increased metaphor usage around the time
of elections. The target concepts, POVERTY and GOVERNMENT, tend to have
one large cluster and one small cluster of source concepts. The large cluster tends
to be the source BUILDING, and the smaller cluster varies. POVERTY, however,

" Argentina, Ecuador, and Venezuela are not shown to conserve space. Qualitative
results from these countries are discussed in terms of their similarities to our Mexico
dataset. Differences are explicitly highlighted in Table 2.
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Fig.1: Source clusters of linguistic metaphors are shown for blogs in Mexico,
I' = 365. Each horizontal position corresponds to a particular source concept,
M. Clusters are identified by the partitions on the right y-axis. Each time-series is
color-coded to a target, and the opaqueness shows increased metaphor frequency
per blog at that timestamp, and marker size indicates the frequency of usage on
a given date by a particular blog. Larger clusters show source names.

has a different set of source clusters for each country indicating the possibility of
regional variations. Lastly, BUREAUCRACY tends to have many smaller source
clusters, which indicates more variety in the descriptions of this target.
Quantitatively, with this amount of data, it is likely that the distributions
of source concepts associated with targets are going to be different®, if not by
chance alone. Therefore, we consider the table of standard residuals to find the
relative target and source pairs that are markedly different between countries as
shown in Table 2. This table shows results for summed blog data, Fy/(t) over
the entire window of time from 2000-2015. The subtables are grouped by tar-
get, and the source concepts showing the most differences are shown in bold.
Ecuador is not included for having too few data relative to Argentina, Mexico,
and Venezuela to make a proper comparison. Of the highest relative standard
residuals, highlighted in bold, Mexico tends to deviate from the distributions of
Argentina and Venezuela for BUREAUCRACY as a HIGH.LOCATION and for
the increased usage of ELECTIONS as both a CRIME and BUSINESS, without
as much ELECTIONS as a GAME (i.e., something won). Mexican blogs also the
DEMOCRACY as BUILDING tends to be underrepresented as well. However,
target concept WEALTH shows more diverse differences where compared to Ar-
gentina, Mexico shows increased usage of BUSINESS, CRIME, RESOURCE, and
LOW_LOCATION sources as opposed to MOVEMENT and BUILDING.

8 x? test (I" = 365), p < 0.001 for all targets in all countries
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Table 2: x? standardized residuals for target-source concepts; larger (£10) dif-
ferences in source concepts relative to sample countries are shown in bold.

BUREAUCRACY GOVERNMENT
Argentina Mexico Venezuela Argentina Mexico Venezuela
CRIME 219 -5.05 7.70 FURNISHINGS  -11.85 18.04 -10.34
UPWARD_MOVEMENT 3.20 -4.65 2.56 BUSINESS ~ -5.11 11.73  -8.93
RESOURCE 400 -4.17 1.31 CRIME ~ -18.78 27.48 -15.12
BARRIER 6.56 -5.33 0.42 STRENGTH -0.14  3.61 -3.97
PHYSICAL_BURDEN -0.52  -1.02 1.62 GAME -4.50  1.72 1.89
PROTECTION 103 216 3.37 PROTECTION 213 003 -1.84
MORAL_DUTY 257 510 -3.63 RESOURCE 6.66 -5.40 045
HUMAN_BODY 308 -4.04 118 PHYSICAL_BURDEN 011 290  -3.37
HIGH.LOCATION ~ -10.35 18.89 -12.69 . SHAPE 472912 630
MACHINE  -1.26 -0.81 2.03 COMPETITION — 1.23 7.8 -9.95
WAR 475 -10.07 743 MORALDUTY 085 378 355
BUILDING 308 148 oot CONFINEMENT 6.80 -4.79 0.37
) . o , ENSLAVEMENT 100 -5.62 5.51
CONTAMINATION 237 159 0.24 THEFT -13.79 27.67 -19.57
HUMAN_BODY 434 -9.88 7.49
DEMOCRACY HIGH.LOCATION ~ -20.94 19.83  -4.62
Argentina Mexico Venczuela LEADER  -436 6.93  -4.13
CRIME -247 381 -2.37 MOVEMENT 3.86 -11.09 9.26
MOVEMENT -0.07  6.00 -6.39 STORY  12.49 -13.67 4.85
PROTECTION 770 5.08 -0.08 PHYSICAL.LLOCATION ~ -1.39  0.04 114
BUILDING  15.70 -19.52  10.01 MACHINE 5.40 -15.14  12.54
STRUGGLE ~ 13.01 -638  -3.85
ELECTIONS WAR 6.02 -25.65  23.91
Argentina Mexico Venezuela BUILDING 6.68 -9.49 5.06
BUSINESS  -11.30 21.26 -14.85 WEAKNESS 236 -0.66  -1.25
CRIME  -40.19 50.06 -23.98 PHYSICAL_HARM 672 -6.82 2.00
GAME  36.45 -52.60  29.88 CONTAMINATION 486 7.95 4.8
COMPETITION 887 741 119 UPWARD.MOVEMENT 875 470 213
STRUGGLE -394 734 -5.10 TAXATION
Argentina Mexico Venczuela
POVERTY . S RESOURCE 191 -2.08 2.15
Argentina Mexico Venezuela BUILDING 156 294 260
FORCEFUL EXTRACTION 394 602 1041 DOWNWARD.MOVEMENT  18.47 -16.59 7.68
CRIME -164 345 -2.46 CONFINEMENT 181 <153 -0.15
RESOURCE 125 1.06 -2.33 UPWARD_.MOVEMENT _ -10.51 12.30  -4.89
CONFINEMENT 425 7.1 4.28
PHYSICAL_LOCATION 119 -1.38 0.51 WEALTH
DISEASE -297 315 -0.92 Argentina Mexico Venezuela
STRUGGLE -1.54  -2.24 3.94 BUSINESS  -15.72 21.21 -7.93
WAR  -12.04 15.33  -6.66 CRIME  -18.70 20.35  -2.79
SIZE 0.77  3.93 518 GAME  -667 707  -0.75

BUILDING 22.49 -15.62 -2.41 RESOURCE ~ -19.83 16.99 3.28

DOWNWARD_MOVEMENT 8.64 -11.48 5.32 MOVEMENT 40.14 -39.03 -0.34
PHYSICAL_HARM -4.39  6.35 -3.29 LOW_LOCATION -6.82 11.28 -6.28
UPWARD_MOVEMENT <540 6.27 -2.30 BUILDING 17.91 -23.49 8.12

Cluster variation around events. One of the challenges of using blogs and
metaphors to detect events is that there is no one specific type of event that
corresponds to a particular conceptual metaphor. For example, POVERTY as a
MONSTER can refer to a number of different events in the realm of government,
economics, civil unrest, and politics. Modeling an individual interpretation of
an event through metaphor is likely not to converge to a particular expected
outcome. However, given enough data points of correlated trends in a cluster
surrounding a particular event may have insight into this complex relationship.

As an example, we study the metaphors associated with the target concept,
TAXATION in Mexico. In Fig. 1, we see that there a number of intervals of
time, particularly between 2009-2011, and just after 2014 where there is an in-
crease in both the number of blogs and source concepts referenced in our data.
These are noted by the more opaque patches and increased path width, respec-
tively. During the 2009-2011 interval, Mexico had an increase in the tobacco
tax. Figure 2 shows the time-series produced by the top three sources of both
time-varying TAXATION metaphor clusters shown in Fig. 1. The clusters are
labeled “1”7 and “2”, respectively. The black time-series is the frequency of oc-
currence of the words “tabaco” and “cigarrillo” in our Mexican blog corpus.
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These metaphors tend to vary proportionally with respect to the appearance of
the tobacco keywords. However, the CONFINEMENT, STRUGGLE, and PHYS-
ICAL_BURDEN source concepts tend to focus around the same interval as the
tobacco keywords peak. In these time-series 82% of the tobacco references and

= cluster 1 1 1
— cluster 2 1 1
mmm tabaco/cigarrillo ! 1
1
1

= 10°

= UPWARD_MOVEMENT, r2 =0.75

I CONFINEMENT, 12 =0.77

S RESOURCE, > =0.68

2 10| DOWNWARD_MOVEMENT, 7* =0.59
Q

o

&

PHYSICAL_BURDEN, > =0.82

STRUGGLE, 7* =0.74

| ! !
2004 2006 2008 2010 2012 2014
date

Fig.2: Fi(t) (I = 365) for the TAXATION target concept in Mexico. The
vertical lines indicate the years during the period of increased tobacco tax.

taxation metaphors occurred within the same sentence, indicating a strong rela-
tionship to the metaphors referring to the tax increase during this time period.
The association of concept pairs to events is limited by the mapping of linguis-
tic metaphors. In this example, the TAXATION as an UPWARD_MOVEMENT is
commonly referring to a tax increase or “impuesto” and “elevar”. The linguistic
metaphors supporting TAXATION as a CONFINEMENT conceptual metaphor
are referring to evasion or being captive. There is no guarantee that any of these
metaphors is strictly referring to the tobacco tax, but in aggregate we see mu-
tual linearly correlated fluctuations in the times series. The least correlated is
TAXATION as a DOWNWARD_MOVEMENT, and the most correlated is PHYS-
ICAL_BURDEN. Therefore, we can extract a linearly proportional relationship
between metaphors and events, but is currently on a case-by-case basis.

Effects of varying the data window, I'. Inconsistencies in publication times,
metaphor usage and events affect the temporal relationship between metaphors
and events. Our results up to this point have focused on clustering using a data
window of size, I' = 365. We assume that applying a Hamming window of length
I" over the data helps to disperse signal energy symmetrically in time to smooth
variations in blog publications around relevant events. However, in larger data
windows, we expect a decrease in the number of clusters, and certain metaphors
may exhibit more similar behaviors over different temporal windows.

If the metaphors had similar temporal characteristics at every windowing
parameter, I', we would expect to see the clusters merging as the window length
increases. However, the network in Figure 3 shows a different path of cluster
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formation. Each edge weight corresponds to the number of same sources in each
node (cluster). Initially, there are many small clusters containing few sources.
As the window length increases, many of these smaller clusters are absorbed as
would be expected. These are identified by the downward arrow showing similar
temporal trends. There are also a number of crossings between clusters, and often
these crossings contain groups of 10 metaphors. As the window approaches the
length of the time-series (4096 time steps), the clusters converge to two nodes
with one containing most of the sources. Although there is a trajectory of thick
edges connecting the windows of increasing size, the cross-overs indicate the
possibility of different temporal similarities between source-target concept pairs,
and the possibility of no “characteristic” time window for analysis of events.

12+ — edge (# common sources)
@ cluster (size)

10+

source concepts
converge

# clusters

e e e @\ \
CAa" O NS N o 2 S N 7 /’Z*"\
@

Sl Tt Sen St T

o N B~ O
T

0 2 4 6 8 10 12

log, (Wwindow length)

Fig. 3: The path of source concept clusters for TAXATION in the Mexico dataset
reveals different cluster configurations, and the “right” time-scale is less obvious.

4 Conclusions

This is the first large scale analysis of metaphors in Latin American blogs for
event detection. We discuss qualitative similarities of cluster formation when
grouped according to correlation, but source concepts will vary when aggregated
by country. Using a co-clustering approach, we identify times of interest and show
an example of a linear proportional relationship of metaphor usage regarding
taxation around a period of time when Mexico enacted a tobacco tax. However,
when generalizing the approach to multiple scales, the clusters do not necessarily
show a characteristic time-scale. This indicates that different relationships could
be realized over different data windows. Future work will consist of a two-pronged
approach. First, we aim to better understand what the different window lengths
may come to represent. Second, aggregating heterogeneous blogs is a non-trivial
process. To refine our approach, we aim to better understand the uncertainty of
blog temporal behavior to better estimate prior probabilities of publication style
and metaphor usage parameters in this diverse data source.
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