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Abstract

Event forecasting in Twitter is an important and challeng-
ing problem. Most existing approaches focus on forecasting
temporal events (such as elections and sports) and do not
consider spatial features and their underlying correlations.
In this paper, we propose a generative model for spatiotem-
poral event forecasting in Twitter. Our model characterizes
the underlying development of future events by jointly mod-
eling the structural contexts and spatiotemporal burstiness.
An effective inference algorithm is developed to train the
model parameters. Utilizing the trained model, the align-
ment likelihood of tweet sequences is calculated by dynamic
programming. Extensive experimental evaluations on two
different domains demonstrated the effectiveness of our pro-
posed approach.

1 Introduction

Microblogs like Twitter and Weibo are experiencing
a rapid increase as real-time “sensors” for society [8].
Hundreds of millions of users collectively post millions
of tweets every hour, discussing a variety of content
ranging from everyday feelings to comments about so-
cial events. Compared to traditional media, Twitter
has the following significant characteristics: 1) Time-
liness of messages: Unlike traditional media that take
hours or days to publish, tweets can be posted instantly
utilizing portable mobile devices; 2) Ubiquity of social
sensors: Tweets reflect the public’s mood and trends,
which could be the determinants of future social events;
and 3) Awailability of geo-information: Twitter users
provide rich location information in profiles, texts, and
geotags. Recent research has revealed the power of
Twitter for event forecasting [19, 21]; Twitter and other
social media have been recognized for playing a key role
in events such as the “Arab Spring” and the Mexican
presidential election protests [15, 21]. Figure 1 depicts
activities on Twitter that causally preceded the Mex-
ico City protests. Both the content and spatiotemporal
burstiness of the protest-related tweets reveal the es-
calation of societal discontent pertaining to this contro-
versial election, from complaining through planning and
advertising, to the final protest event. However, exist-
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ing event forecasting models in Twitter generally focus
on temporal events whose geo-locations are not avail-
able or irrelevant to the prediction task (e.g., elections
[19] and sports [14]). Comparatively little attention has
been paid to forecasting spatiotemporal events.

A spatiotemporal event is mainly relevant to the
tweets posted within a certain geographical neighbor-
hood. Thus, the forecasting of spatiotemporal events
requires a consideration of spatial features and their cor-
relations in addition to the temporal dimension. This
poses the following three challenges: 1) Capturing spa-
tiotemporal dependencies. A spatial event may influence
not only the location and time, but also its geographi-
cal and temporal neighborhood. The influence strength
and pattern may vary in different development stages for
different events; 2) Modeling mized type observations.
An event involves the temporal evolution of spatially
distributed tweets and their semantics. Joint considera-
tion of these heterogeneous and multi-dimensional data
is crucial; and 3) Utilizing prior geographical knowledge.
Spatiotemporal events in crucial domains usually have
rich historical records. Different geo-locations may fea-
ture their inherent and distinct event frequencies that
can be integrated into a predictive model to improve its
forecasting accuracy. For example, the historical crime
rates in different cities can help forecast the probability
of future crime events.

This paper proposes a spatiotemporal event fore-
casting model that effectively addresses the above-
mentioned issues. The proposed model generatively
characterizes the evolutionary development of events,
as well as the relationships between the tweet obser-
vations inside and outside the event venue. To uncover
the underlying event development mechanics, the model
jointly considers the structural semantics and spatial-
temporal burstiness patterns in Twitter streams. Uti-
lizing the geographical prior allows spatial burstiness
distributions to be learned for corresponding locations.
Applying a Gaussian-inverse Wishart prior distribution
facilitates event forecasting for unknown locations. The
main contributions of this paper are:

e A novel generative model for spatial event
forecasting. For spatial event forecasting in Twit-
ter, we propose an enhanced hidden Markov model
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Figure 1: Twitter predicts a presidential election protest.
(HMM) that characterizes the transitional process
of event development by jointly considering the
time-evolving context and space-time burstiness of
Twitter streams.

e An effective algorithm for model parameter
inference. The model inference is formalized as
the maximization of a posterior that is analytically
tractable. This problem is effectively solved by our
proposed EM-based algorithm.

e A new sequence likelihood calculation
method. To handle the noisy nature of tweet con-
tent, words exclusive to a single event are identified
by a language model that is optimized by a dy-
namic programming algorithm to achieve accurate
sequence likelihood calculation.

o Extensive experimental performance evalua-
tions. The proposed method outperforms existing
methods by 38% and 67% on two different datasets.
Sensitivity analyses reveals the impact of the pa-
rameters on the new method’s performance.

The rest of this paper is organized as follows. Sec-
tion 2 reviews existing work. Section 3 describes the
proposed generative model and associated parameter
estimation details. Section 4 explains the event fore-
casting function of the proposed model. In Section 5,
extensive experiments to evaluate the performance of
the new model are conducted and analyzed; the work is
summarized and conclusions drawn in Section 6.

2 Related Work

Current researches into the analysis of Twitter-based
social events can be categorized into two main types:
1) event detection; and 2) event forecasting. These are
considered in turn below.

Event detection: A large body of work focuses on
the detection of ongoing events [2, 10, 17, 18, 22]. They
utilize tweets as real-time and ubiquitous social sensors
to promptly discover new events occurring. Methods

based on spatial bursts use a classifier to extract topic-
related tweets and then examine their spatial bursti-
ness, in applications such as detecting earthquakes [17]
and disease outbreaks [18]. Methods based on temporal
bursts detect the temporal patterns of Twitter streams
utilizing techniques such as wavelet analysis [22] or tem-
poral clustering [2]. Spatiotemporal methods aim to de-
tect bursts in both time and space [10]. However, these
event detection approaches can only uncover events af-
ter they have occurred and are unable to forecast fu-
ture events because they all focus on observations that
directly reflect currently occurring events, rather than
precursor indicators that reveal the causes or develop-
ment of future events.

Event forecasting: Most research in this area fo-
cuses on temporal events and ignores the underlying ge-
ographical information. A variety of applications have
been explored, including elections [13, 19], disease out-
breaks [1, 16], stock market movements [3, 4], politics
[11], box office ticket sales [3], the Olympic games [14],
crime [21], and traffic conditions [7]. These papers can
be categorized into four types based on the complexity
of models utilized: 1) Linear regression model. This
thread maps simple predictive features such as senti-
ment score or tweet volume to the occurrence of future
events [3, 4, 7, 13]; 2) Nonlinear models. This thread
incorporates more informative features such as seman-
tic topics by utilizing methods such as support vector
machines and logistic regression [16, 21]; 3) Time series-
based methods. This thread considers the temporal
correlation of relevant features such as tweet volume
by adopting approaches such as autoregressive model-
ing [1]; and 4) Domain-specific approaches. This thread
is designed to solve particular problems and may not
be applicable to other application domains. For ex-
ample, Pavlysehko [14] applied an association rule ap-
proach to discover the most frequently mentioned play-
ers and hence predict the results of sports tournaments,
while Marchetti-Bowick and Chambers [11] focused on
improving the performance of sentiment analysis related
to political events. As yet, there have been few reports
of work specifically on spatiotemporal event forecast-
ing. Gerber [6] proposed a predictor for spatiotemporal
events by utilizing historical event counts and topics,
but do not consider temporal evolution and dependen-
cies, while Wang et al. [20] developed a model to char-
acterize and predict spatio-temporal criminal incidents,
but their model requires the availability of demographic
information.

This paper proposes a spatiotemporal event fore-
casting method that characterizes the evolutionary pat-
tern of both spatial burstiness and structural contexts.
By modeling geographical priors effectively, our ap-



Table 1: Notations and descriptions

Notations  Descriptions
Zs,t Latent state in sequence s at time ¢.
v Category-switching variable of the nth word in
s,t,m .
sequence s at time t.
Xs,t,n Topic label of the nth word at time ¢ in sequence s.
Wi t,n The nth word in sequence s at time t.
r;:ft The posting ratio in sequence s’s location at time t.
pout The posting ratio outside the location of sequence s
st at time t.
N t,w The frequency of a word w in sequence s at time ¢.
v Bernoulli distribution that generates Yy ¢ n.
[ Topic distribution that generates X ¢ n-
HJB Distribution of words under the jth topic.
R Distribution of words exclusive to sequence s at
Os,t . .
time step t.
Mean of posting ratios of location [ under latent
Pk state k.
Sk Covariance of posting ratios of location [ under

latent state k.

proach can sufficiently leverage historical prior knowl-
edge and can be effectively applied to new locations.

3 Model

This section first elaborates upon the generative process
of the proposed model, before describing the procedure
to estimate its parameters.

3.1 Generative Process First, the spatiotemporal
event forecasting problem is formalized. Then, our
new generative model is described in detail, including
the space-time burstiness module and structural tweet
content module.

3.1.1 Problem Formulation The notations used in
the paper are introduced in Table 1. As demonstrated
in Figure 1, to accurately forecast spatiotemporal events
it is crucial to be able to characterize their underlying
development before the occurrence by utilizing relevant
tweet observations. An enhanced hidden Markov model
is proposed here to characterize the underlying develop-
ment of events.

Given a sequence of observations (i.e. symbols)
O, a standard HMM can be denoted as a quadruple
(H,Z,A,7), where Z is a set of K latent states. Hy(O;)
denotes the emission probability that a symbol O; is
generated by the kth latent state. A is a K x K
transition probability matrix, where A;, = p(Z;|Zy)is
the transitional probability of moving from the jth
latent state to the kth latent state and = is the initial
probability vector where 7y is the probability that the
initial state is k. Starting from an initial state k, the
HMM generates an observation O; according to the
emission probability Hy(O;), and then transitions to
a state j with the transitional probability A;;. The
training process for an HMM thus entails searching
for the set of parameters (H,Z, A, ) that best fit the

sequence of observations.

However, a standard HMM is limited to simple sym-
bol observations and will thus face several challenges in
our case as the observation does not consist of a sin-
gle symbol but rather all the domain-related tweets in
each time step. Further, a standard HMM can neither
characterize spatial burstiness nor handle structural and
noisy observations. Here, both the content and the spa-
tial burstiness of domain-related tweets are the obser-
vations, and the underlying stage in the development
of social events is characterized as the latent state. A
future event is predicted by inferring the underlying de-
velopment with tweet observations.

This problem therefore requires several important
enhancements to the standard HMM. First, instead of
a single symbol, each observation encompasses all the
domain-related tweets in each time step. Second, the
enhanced HMM treats the spatial burstiness of domain-
related tweets as multivariate “posting rates” in the
same geographical neighborhood. Third, to address the
noisy nature of tweet content, a language model is used
to filter out typos and identify proper names exclusive
to particular events. Fourth, the structural semantics
of the filtered tweets is modeled as a mixture of latent
topics. The generative process of the new model is
described in the following subsections.

More formally, denote D = {Dj;}icceT as a
collection of space-time-indexed Twitter data split into
different geographical locations £ and different time
intervals 7. A sequence of tweets is defined as s =
{Di}tercT, which contains all the tweets in location !
in the time period T'C T. S denotes the number of all
such sequences in the data D. Our model characterizes
the development of each event as a sequence of latent
states Z = {1,2,--- , K}, with tweet sequence s C D,
being the observations generated by the latent states.

3.1.2 Space-time burstiness modeling. Given a
tweet sequence s C Dy in location [, denote c{; as the
count of domain-related tweets inside location [ at time

t, and cgf;t as the count outside this location; Denote
" = | Dy | as the total tweet count inside the location

[ at time step ¢, and bgjf as that outside this location.

rit = ¢ /b and royt = ¢4t /b%4! are the inside ratio
and the outside ratio and are, respectively, the propor-
tions of the domain-related tweets inside and outside
the location [. Hence, the spatial burstiness pattern
surrounding the location [ is jointly characterized by
r;’@ and r‘s’fff. For example, spatial burstiness typically
occurs when the inside ratio is higher than the outside
one. To characterize the spatial burstiness in terms of

the inside and outside ratios, a bivariate Gaussian is



utilized:
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The advantages of a bivariate Gaussian are two fold.
First, its covariance matrix quantifies the different sig-
nificance of the inside and outside ratios in character-
izing the spatial burstiness. Second, the non-diagonal
elements of the covariance matrix can also capture the
relationship between the inside and outside ratios.

For the kth latent state, draw the mean of the inside
and outside ratios y; 5 from a Gaussian distribution:

page ~ N (gl pos X/ Bo)

where pg is the historical prior mean of the inside
and outside ratios and [y is the number of prior
measurements. Y, is the scale matrix following the
inverse Wishart distribution:

(3.2)

(3.3) Sk~ IW(SiklAg !, vo)

where Ay and v describe the prior scale matrix and the
degree of freedom, respectively.

3.1.3 Structural tweet content modeling. In
domain-related tweet content, a word is deemed to be-
long to one of two categories: 1) Specific words: These
are specific to a unique event, such as hashtags, hyper-
links, landmarks, and organization names; 2) Common
words: These words are commonly used by different
events, especially those that reflect the stage of devel-
opment. In the kth latent state, the probability that a
word belongs to either of the above two types is modeled
by a Bernoulli distribution:

(3.4) Ys1.n ~ Bern(Ys .n|¥k)

If a word Wy, in sequence s at time step ¢ belongs
to the first category, it is directly generated from
a language model 95“ which designates the words
exclusive to the current observation sequence s at
current time ¢:

(3.5) Wit ~ Mult(Wy |08,

If the word belongs to the second category, then it is
selected from one of the latent topics that are shared by
all such events.

(3.6) X ton ~ Mult(Xs ¢,n|Pr)

A latent topic j is modeled as a multinomial distribution

over words:
(3.7) Wit ~ Mult(Wy 1057

As shown in Figure 2, the generative process of the
proposed model is:
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Figure 2: The plate notation of the proposed model.

e For each sequence s at each time step t,
— Draw Zs,t ~ M’U/lti(Zs’t|Zs’t71, A)
e For each latent state k in each location [,

— Draw the mean of the spatial burstiness from a
normal distribution g & ~ N (1 k|10, Xi,k/Bo)

— Draw the regional variance from an inverse Wishart
distribution ¥ x ~ ZW(Z x|Ag*, o)

— For each sequence of tweets s

~ N 8 gk, k)

in  pout
* Draw 7, r0%

e For each word W, in time step ¢ in tweet sequence s,

— Draw Y; ., ~ Bern(Ysin|%s)
- Y., =0,draw Wy, , ~ Mult(Ws,t7n|9£t)
— else

* Draw a topic X, ¢ pn ~ Mult(Xs1n|Pr).
* Draw a word Wsy, ~ Mult(Ws,,|05,5 =
ngf,n)-

3.2 Parameter Estimation. Based on the gener-
ative process elaborated above, the proposed model
defines the joint probability of the generation of ob-
served variables, latent variables, and model parame-
ters. Specifically, the observed variables are the spatial
burstiness 7", r°%* and words W in the tweet content;
the latent variables are topic assignment X, category
assignment Y, and latent state assignment Z. The ge-
ographical prior is ©¢g = {ug, 80, Ao, }. Their joint



distribution is expressed as follows:
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where 0 = {GB,GR}. Thus, searching for the best
setting of the model parameters is equivalent to the
maximization of the logarithm of the joint distribution
in Equation 3.8. This problem can be solved using an
EM algorithm®.

4 Spatiotemporal Event Forecasting

After the learning of model parameters, the spatiotem-
poral event forecasting is formalized as a sequence classi-
fication problem in this section, and an effective method
for calculating the sequence likelihood is presented.

4.1 Sequence classification. Given a sequence of
tweets, it is first necessary to identify whether the
underlying development revealed by this sequence will
lead to an event or not. These two possibilities each has
a corresponding set of sequences and the two proposed
models are trained based on these sequences: one model
characterizes the development process leading to an
event, while the other one characterizes the process
that does not lead to an event. For the prediction,
an unknown sequence will be aligned with the model
in each class. This sequence will be classified into the
class corresponding to the higher alignment score.

Denote Cq as the model trained for the class cor-
responding to the situation: “future event” while Cy
is the model corresponding to “no event”. Denote e
as the cost of misclassifying the first class as the sec-
ond class while eg is the cost of for misclassifying the
second class as the first class. The spatiotemporal
event forecasting problem can be formalized as follows:
Given a newly-arriving sequence of tweets s in location
I, if p(Cils,l) > - p(Cals,l), then a future event is
deemed likely to happen; p(Cyls, 1) < e-p(Cs|s, 1), where
€ = ey /es is the cost ratio.

According to the Bayesian rule, we have p(C;ls, 1) =

p(s|Cy) - p(Ci|l)/p(s), i = 1,2, where p(C1]l) denotes
TDue to the space limitation, the full mathematical for-

mulation of the EM update equations are provided here:
https:www.dropbox.comsscxoqby4fpffa7csupplementary_material
s.pdf?dl=0

the prior probability that an event occurrs in location [;

p(Cs|l) =1 — p(C1|l) denotes the prior probability that

no event occurs in location I; p(s) is a constant and thus
can be omitted. If the historical record for location
[ is not available, the above Bayesian decision rule is
formalized as p(C;|s) = p(s|C;) - p(Ci)/p(s), i = 1,2,
where p(Cy) is the overall prior probability of event
occurrence in any location, while p(C2) = 1 — p(Cy)
denotes the prior probability that no event occurs.
Finally, the sequence likelihood p(s|C;) is calculated
based on the method described in the next section.

4.2 Calculation of sequence likelihood. In a
standard HMM, dynamic programming methods such
as the Viterbi algorithm [5] are typically utilized to cal-
culate the likelihood of the a newly-arriving sequence by
finding the most likely sequence of latent states. In our
model, however, the traditional Viterbi algorithm is not
applicable because our model needs to determine the op-
timal language models 8% = {6 t} T that represent the
words exclusive to this newly—armvmg sequence. The
calculation of sequence likelihood based on our model
involves identifying the most probable latent states and
the parameter # that maximize the probability p(s|C;):

(4.9) p(s|C;) = (2708 Inp(s, Z1,--, Zr|C;)
where nf = {nft}ftT is the number of words explained

by the language model 87 in sequence s at time step ¢.

B = {nSB{t }ftT J’-J is the number of the words explained
by different latent topics. By introducing the notation
w; such that w; = lnp(s, Z1,- -, Z;|C;), Equation 4.9
can be solved by recursively calculating the following
equation:

(4.10)
= 1 Z, C; 1 Zi|Z,— _
= g g PN O panp (i)
with the initial iteration: Wy =
max Inp(s1|Z1,C;) + Inp(Z;). The variables

0517”517”51
{Z}T can be solved via a standard max-sum algorithm.
Next we address the optimization problem:
max  Inp(s¢|Zs, C;). By referring to Equation 3.8

0§t’nft7ns ot

and omitting the constant term, the problem can be
formalized as the following maximization problem:

(4.11)
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where £ denotes the number of words in sequence s
at time step t, k = Z; is the current latent state in

sequence s and V is the size of the vocabulary. The
coupling between the variables nf st and (‘)f’t , brevents a

globally optimal solution to this problem so Lagrangian
multipliers are added to enforce the constraints. Setting
the derivative w.r.t. th’i to 0, we obtain:

R
nstz

QR

s,t,%

(4.12) +9=0

where 7 is the Lagragian multiplier for the first equality
constraint. By utilizing the first two equality constraints
in Equation 4.11, we can derive:

nS,t,i

4.13 oF

st —

Substituting Equation 4.13 into Equation 4.11, we get
(4.14)

g, s g+ 35l v
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Here, the objective function in Equation 4.14 is con-
vex with respect to ngt and nsBi Therefore, the global
solution can be found by using a traditional numerical
optimization method, such as the interior point method
[12]. After nff, and nS '} are optimized, 6, can be calcu-
lated based on Equatlon 4.13. Finally, the maximization
problem in Equation 4.9 is solved and thus the sequence
likelihood can be calculated.

5 Experimental Evaluation

This section presents an experimental evaluation of the
effectiveness and efficiency of the proposed approach
based on comprehensive experiments on Twitter data
from two different countries to forecast civil unrest
events such as protests and strikes in Mexico, and flu
outbreaks in the United States. All the experiments
were conducted on a computer with a 2.6 GHz Intel i7
CPU and 16 GB RAM.

5.1 Experiment Design. This subsection presents
the configuration of the datasets, the gold standard
report for these event labels (as shown in Table 2), data
processing, comparison methods, parameter settings,
and performance metrics.

Datasets: For the analysis of civil unrest events
forecasting, we collected 10 percent of raw Twitter data

in Mexico through Datasift’s Twitter collection engine
from Jan 1, 2013 to Jun 1, 2013. The data from Jan
1, 2013 to Feb 28, 2013 was used as training, and the
remaining was used for testing. For the analysis of
flu forecasting, we collected tweets containing at least
one of 124 predefined flu-related keywords (e.g., “cold”,
“fever”, and “cough”) during the period from Jan 1,
2011 to Dec 31, 2013 in the United States. The data
from Jan 1, 2011 to Jan 1, 2013 was used for training,
and the rest was used for testing.

Gold Standard Report of Event Labels: The civil
unrest forecasting results were validated against a la-
beled set called Gold Standard Report (GSR) that was
exclusively provided by MITRE (see [15] for more de-
tails). The GSR was organized by manually harvesting
civil unrest events reports from the 10 most significant
news outlets? in Mexico and the world, as ranked by
International Media and Newspapers®. There were to-
tally 726 events during Jan 1, 2013 to Jun 1, 2013. An
example of a labeled GSR event is given by the tuple:
(CITY = “Hermosillo”, STATE = “Sonora”, COUN-
TRY = “Mexico”, DATE = “2013-01-20”). The fore-
casting results of flu outbreaks were validated against
the flu statistics reported by the Centers for Disease
Control and Prevention (CDC). CDC publishes weekly
influenza-like illness (ILI) activity level within each state
in the United States using the proportion of the outpa-
tient visits to healthcare providers for ILI. There are 4
ILI activity levels: minimal, low, moderate, and high,
where the level “high” corresponds to salient flu out-
break and is considered for forecasting. There were in
total 102 events during Jan 1, 2011 to Dec 31, 2013.
A example of CDC flu outbreak event is: (STATE =
“Michigan”, COUNTRY = “United States”, WEEK =
“01-06-2013 to 01-12-2013”).

Data Preprocessing: For the first data set,
three labelers collectively labeled 20,906 tweets in both
English and Spanish during Jun, 2012 to Feb, 2013.
After two had labeled all the tweets into positive (i.e.,
relevant to civil unrest) or negative, all the tweets
where they disagreed were sent to the third labeler
for final determination. Consequentially, the tweets
were labeled into 6,793 positive and 14,113 negative,
and the results used to train a linear SVM classifier.
For the second data set, we utilized the labeled set in
[9], and used these to train a linear SVM to identify
tweets relevant to the flu. Both SVMs were generated

2They are La Jornada, Reforma, Milenio, the New York Times,
the Guardian, the Wall Street Journal, the Washington Post,
the International Herald Tribune, the Times of London, and
Infolatam.

3International Media and Newspapers website.
http://www.4imn.com/. Accessed on Oct 1, 2014

Available:



Table 2: Datasets and event labels

Dataset Time Period # Raw Tweets # Processed Tweets #Events
Civil unrest | 2013-01-01 - 2013-06-01 32,459,668 57,856 726
Flu 2011-01-01 - 2013-12-31 8,627,664,399 2,252,436 102

based on unigram features containing all the distinct
words with frequencies greater than 20 in the individual
datasets. The trained SVM classifiers extracted the
tweets deemed relevant to civil unrest and flu from the
respective datasets. The locations of the tweets were
extracted from the geotags (coordinates and places). All
the tweets without geotags were discarded.
Comparison Methods: Our proposed approach
was compared with four representative methods and one
baseline method. The Autoregressive exogenous model
(ARX) [1] assumes that for each separate location, the
count of future events is dependent on both the count of
historical event and the tweet volume. When forecast,
an output above “1” indicates that an event has oc-
curred; otherwise no event is deemed to have occurred.
The linear regression (LinReg) model [3, 4, 7, 13] as-
sumes that for each separate location there is a lin-
ear relationship between tweet observations and event
occurrences (“0” denotes nonoccurrence, “1” denotes
occurrence). The input feature here is the volume of
domain-related tweets. When forecasting, an output be-
low “0.5” indicates no event; an output over “0.5” indi-
cates that an event has occurred. In the Logistic regres-
sion (LogReg) model [21] event forecasting is treated as
a classification problem. The input features are the pro-
portions of latent topics extracted from the tweet texts
coming from a specific location based on latent dirich-
let allocation. The output is “0” if there is no event
and “17, if there is one. The Kernel density estimation-
based logistic regression (KDE LogReg) model [6] fore-
casts the event occurrence at a location by considering
the historical event numbers and the tweet semantics.
The set of input features is a combination of: 1) the
historical event numbers spatially smoothed by KDE;
and 2) the proportions of latent topics of tweet content.
Finally, the baseline method considers the probability
of historical event occurrence to be the probability of
future event occurrence. Note that this baseline is also
used as the prior in our proposed new approach.
Parameter Settings: FExcept for the baseline
method, which does not require parameters, all the
comparison methods were implemented based on the
algorithms presented in the original papers. We strictly
followed the strategies recommended by the authors
to select features and estimated the model parameters
via 10-fold cross-validation. The new method proposed
here has several prior parameters and three tunable
parameters. The four prior hyperparameters were set

as follows: The historical prior ratio mean pg was set
as the mean of the domain-related tweet ratios in all
the locations and in all the time steps; the prior scale
matrix Ay was set as an identity matrix; the number of
prior measurements 3y was set to be 1; and the degrees
of freedom v to the dimension of the vector p;. The
three tunable parameters are the misclassification cost
ratio €, the number of latent topics J and the number
of latent states K and these were set as 10, 5, and 4,
respectively, based on 10-fold cross-validation.

Performance Metrics: Three main performance
metrics are considered: precision, recall, and F1-score.
The reported forecasting alerts are structured as tuples
of (date, location), where “location” is defined at the
city level for civil unrest events, and state level for flu
outbreaks. A forecasting alert is matched to a true event
if both the date and the location attributes are matched;
otherwise, it is considered to be a false forecast. Note
that because the time granularity of CDC flu outbreak
labels is at week-level, it is considered as a match in time
if the forecast date of an alert falls within the week of a
true flu outbreak event.

5.2 Event Forecasting Results Table 3 presents
the comparison between our approach and the five
competing methods for the task of forecasting civil
unrest and flu outbreak events.

For the civil unrest dataset, our approach achieved
the best overall performance in precision, recall, and
F1-score, outperforming the five comparison methods
by 38% in Fl-score and 7% in precision. This is likely
because our approach considers the spatial burstiness as
well as the tweet content, which is crucial for the fore-
casting of civil unrest events. KDE Logistic Regression
achieved a Fl-score that was 21% higher than those of
ARX, LinReg, and LogReg due to its consideration of
spatial dependencies. The poor performances of ARX
and LinReg indicate that focusing solely on tweet vol-
ume is insufficient for the task of civil unrest event fore-
casting. Thus, the tweet content as well as the spatial
burstiness are important factors. The baseline method
achieved the third best performance, indicating that it
captured important historical event counts in different
locations.

Table 3 demonstrates that our approach also consis-
tently achieved the best performance in precision, recall,
and Fl-score, for the task of flu outbreak event fore-
casting. The Fl-score of our approach was 63% higher



Table 3: Event forecasting results for the civil unrest and flu datasets

Dataset | Metric | Baseline ~ ARX LR LDA-LR KDE-LDA-LR Proposed algorithm
precision 0.44  0.26 0.7 0.31 0.42 0.75
civil unrest data recall 0.59 0.43 0.18 0.7 0.69 0.7
fl-score 0.5 032  0.29 0.43 0.52 0.72
runtime per day (sec) 10 10®  0.001 0.005 0.005 0.32
precision 0.28 0.14 0.64 0.27 0.78 0.83
flu data recall 0.39 0.66 0.31 0.55 0.32 0.69
fl-score 0.33  0.23 041 0.36 0.46 0.75
runtime per day (sec) 10 0.001 0.01 0.02 0.03 2.1
than those of the five comparison methods. KDE Lo- 5.3 Sensitivity Analysis Figures 3 and 4 illustrate

gReg achieved the second highest Fl-score, suggesting
the importance of considering spatial burstiness. The
F1-score of the baseline was 34% lower than that in the
civil unrest dataset, probably because the civil unrest
events were clustered in several geographic regions, but
the flu outbreak events were scattered across states. As
a result, the use of prior information for event location
distribution is effective in the civil unrest dataset, but
noninformative in the flu data set. LinReg, on the other
hand, achieved a 41% higher Fl-score in the flu data set
than in the civil unrest data set, which indicates that the
tweet volume information plays an important role in this
scenario. This could also explain why the comparison
method LogReg, which only considers tweet semantics,
achieved a poorer performance than in the civil unrest
data set.

Our new approach and the five comparison methods
all forecast next day events at the daily level. The
running times of our approach were 0.32 seconds per
day on the civil unrest dataset, and 2.1 seconds per day
on the flu dataset. These were markedly longer than
the running time of the comparison methods for both
datasets, primarily because our approach considers the
characterization of temporal correlations among tweet
contents and the optimization of the language model
for event-specific words. However, the running times
achieved by our approach were only a maximum of
3 seconds longer than those of the five comparison
methods, and the resulting gain in forecasting accuracy
of next day events makes this eminently practical for
real-world applications.
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Figure 3: Sensitivity analysis on number of latent topics.

the impact of the number of latent states and the num-
ber of latent topics on the event forecasting perfor-
mance. By varying the number of latent topics from
3 to 10, the Fl-score on the civil unrest and the flu
data sets varies between 0.6 and 0.8. When the number
of latent states was raised from 2 to 10, the perturba-
tion in the Fl-scores remained between 0.7 to 0.8 for
both datasets. This indicates that the performance is
less sensitive to the number of latent states than the
latent topics in the given value interval of parameters.
For both parameters, the performance for low values is
relatively poor. For the number of latent topics, the
range from 4 to 7 achieved the best performance, while
for the number of latent states, the range from 4 to 9
corresponded to a good performance.
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Figure 4: Sensitivity analysis on number of latent states.

For both the civil unrest and flu datasets, the
precision-recall curves of the new approach and the
baseline method are shown in Figure 5(a) and Figure
5(b). To produce these curves, ¢, the cost ratio of false
positive to false negative was varied from 0.01 to 1 in
increments of 0.01, and from 1 to 100 in increments
of 1. For both civil unrest and flu forecasting, the
performance of our approach clearly outperformed the
baseline.

6 Conclusion

This paper presents a novel model for spatiotemporal
event forecasting in Twitter. The new generative ap-
proach uncovers the underlying development of events
by jointly considering the structural semantics and the
spatiotemporal burstiness of Twitter streams. Exten-



0.8 K,,, 0.8

RER

06 06

—o— Baseline
0.4 | — Proposed
——o— Baseline
021l o Proposed 02

0 0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

Precision Precision

(b) Flu dataset

Recall
?L
Recall

0.4

(a) Civil unrest dataset

Figure 5: Precision-recall curves on civil unrest and flu
data.

sive empirical testing demonstrated the effectiveness of
the new approach by comparing it with five represen-
tative methods. For future work, we plan to extend
our approach to other applications, such as forecasting
other disease outbreaks and local events such as road
congestion.
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