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ABSTRACT
The growth of the Web in recent years has resulted in the devel-
opment of various online platforms that provide healthcare infor-
mation services. These platforms contain an enormous amount of
information, which could be beneficial for a large number of peo-
ple. However, navigating through such knowledgebases to answer
specific queries of healthcare consumers is a challenging task. A
majority of such queries might be non-factoid in nature, and hence,
traditional keyword-based retrieval models do not work well for
such cases. Furthermore, in many scenarios, it might be desirable
to get a short answer that sufficiently answers the query, instead
of a long document with only a small amount of useful informa-
tion. In this paper, we propose a neural network model for ranking
documents for question answering in the healthcare domain. The
proposed model uses a deep attention mechanism at word, sen-
tence, and document levels, for efficient retrieval for both factoid
and non-factoid queries, on documents of varied lengths. Specifi-
cally, the word-level cross-attention allows the model to identify
words that might be most relevant for a query, and the hierarchical
attention at sentence and document levels allows it to do effective
retrieval on both long and short documents. We also construct a
new large-scale healthcare question-answering dataset, which we
use to evaluate our model. Experimental evaluation results against
several state-of-the-art baselines show that our model outperforms
the existing retrieval techniques.
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1 INTRODUCTION
With the growth of theWeb in recent years, a vast amount of health-
related information is now publicly available on the Internet. Many
people use online health information platforms such as WebMD1

and Patient2 to search for information regarding the symptoms,
diseases, or any other health-related information they are interested
in. In addition to consumers, often doctors and healthcare profes-
sionals need to look into knowledgebases that contain detailed
healthcare information about diseases, diagnosis, and procedures
[8, 31]. Despite the abundance of available information, it might be
difficult for healthcare consumers to navigate through these docu-
ments to get the required healthcare information. Hence, effective
retrieval techniques are required to allow consumers to efficiently
use such platforms. Since healthcare documents usually include
several details about the disease such as it’s symptoms, preventive
measures, and common treatments, they are usually more elaborate,
compared to other factual documents, which describe well-known
facts (e.g., population of a town, capital of a city, or any other en-
tity), and are very specific in nature. Hence, in such cases, it might
be desirable to provide the consumers with a short piece of text
that succinctly answers their queries. Furthermore, many questions
that users have about health-related topics are very abstract and
open-ended in nature, and hence traditional search methods do not
work well in such cases.

Prompted by the success of deep neural networks in language
modeling, researchers have proposed several techniques that apply
neural networks for effective information retrieval [9, 21] and ques-
tion answering [33, 38]. This has been facilitated primarily due to
the development of large training datasets such as TREC [35] and
SQuAD [25]. However, both these datasets are primarily composed
of factoid queries / questions, and the answers are generally short
in length. Hence, systems trained on such datasets cannot perform

1https://www.webmd.com/
2https://patient.info/
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What would happen if I didn’t take antithyroid
medicines?
It is usually advisable to treat an overactive
thyroid gland (hyperthyroidism). Untreated hy-
perthyroidism can cause significant problems
with your heart and other organs. It may also
increase your risk of complications should you
become pregnant. However, in many cases there
are other treatment options. That is, radioactive
iodine or surgery may be suitable options. See
the separate leaflet called Overactive Thyroid
Gland (Hyperthyroidism) for details of these
other treatment options .

Figure 1: An example of a healthcare question, and it’s corre-
sponding answer. The question and answer do not have any
overlapping words. The highlighted text corresponds to the
most relevant answer snippet from the document.

well in a setting where a large proportion of the queries are non-
factoid and open-ended, and the documents are relatively longer
in length. Figure 1 shows an example of a typical question that a
consumer would have regarding antithyroid medicines, and it’s
corresponding answer paragraph, selected from the website Patient.
This problem and the domain provides some unique challenges
which require us to build a more comprehensive retrieval system.
• Minimal overlap betweenquestion and answerwords:There
is minimal or no word overlap between the question and answer
text. As there are no matching terms, traditional keyword-based
search mechanisms will not work for answering such questions.

• Length of question and answer: The question is longer than
a typical search engine query. The answer is also typically longer
than a sentence. Although, for illustration purposes, we show
a short paragraph, in many cases, the answer, as well as the
document containing it, might be even longer. Hence, neural
semantic matching algorithms will not be effective in such cases,
as they are ideally designed for short sentences. Therefore, an
effective retrieval system would require a mechanism to deal
with documents of varied lengths.

• Non-factoid nature: The question is very open-ended in na-
ture, and does not ask for any specific factual details. As such, a
majority of the machine comprehension models are trained on
datasets like SQuAD, which are comprised of factoid QA pairs.
Such systems do not work well in a setting where the desired
answer is more elaborate.
To overcome these problems, we propose HAR, a Hierarchical

Attention Retrieval model for retrieving documents for healthcare
related queries. The proposed model uses a cross-attention mecha-
nism between the query and document words to discover the most
important words that are required to sufficiently answer the query.
It then uses a hierarchical inner attention, first over different words
in a sentence, and then over different sentences in a document, to
successively select the document features that might be most rele-
vant for answering the query. Finally, it computes a similarity score
of a document with the query, that could be used to rank different

documents in the corpus, given a query. The use of hierarchical
attention also enables it to find the most important sentences and
words, that could be important to answer a query, without the need
of using an explicit machine comprehension module. To evaluate
the performance of our model, we construct a large scale health-
care question answering dataset, using knowledge articles collected
from the popular health services website Patient. Although we use
this model in the healthcare domain, where the questions are usu-
ally non-factoid in nature, and the documents are longer due to the
presence of detailed description about different medical procedures,
our model is more generic, and can be used in any domain where
the questions are open-ended, and the documents are longer.

The rest of this paper is organized as follows: Section 2 gives an
overview of the existing techniques related to our work. In Section
3, we describe our proposed neural retrieval model called HAR, and
provide the details about its architecture and the training procedure,
including the optimization for the HAR model. The details about
the data collection and annotation have been described in Section 4.
In Section 5, we give details about our experimental evaluation, and
the metrics and baseline techniques used in the evaluation process.
Finally, Section 6 concludes the paper, with possible directions for
future research.

2 RELATEDWORK
2.1 Document Ranking
Document retrieval and ranking is a classical problem in the infor-
mation retrieval community, which has attracted significant interest
from researchers for many years. Early methods in informational
retrieval were largely based on keyword-based query-document
matching [27, 29, 30]. With the advancement of machine learning
algorithms, better retrieval mechanisms have been proposed. Logis-
tic Inference [7] used logistic regression probabilities to determine
the relevance between queries and documents. In [14], the authors
used Support Vector Machine (SVM) based approach for retrieval,
which allows the retrieval system to be trained using the search en-
gine click logs. Other traditional techniques in information retrieval
include boosting-based methods [6, 41]. TF-IDF based similarity
[26] and Okapi BM25 [28] are the most popularly used term-based
techniques for document search and ranking. However, such tech-
niques usually do not perform well, when the documents are longer
[18], or have minimal exact word overlap with the query.

2.2 Neural Information Retrieval
With the success of deep neural networks in learning feature rep-
resentation of text data, several neural ranking architectures have
been proposed for text document search. Deep Structured Semantic
Model (DSSM) [13] uses a simple feed-forward network to learn
the semantic representation of queries and documents. It then com-
putes the similarity between their semantic representations using
cosine similarity. Convolutional Deep Structured Semantic Model
(CDSSM) [34] uses convolutional layers on word trigram features,
while the model proposed in [22] uses the last state outputs of
LSTM encoders as the query and document features. Both these
models then use cosine similarity between query and document
representations, to compute their relevance. In [12], the authors

https://patient.info/


propose convolutional neural network models for semantic match-
ing of documents. The Architecture-I (ARC-I) model proposed in
this work also uses a convolutional architecture to create document-
level representation of query and document, and then uses a feed-
forward network to compute their relevance. The InferSent Ranker
[11] proposed recently also uses a feed forward network to com-
pute the relevance between query and documents, by summing
up their sentence embeddings. However, all these methods use the
document-level semantic representation of queries and documents,
which is basically a pooled representation of the words in the docu-
ment. However, in majority of the cases in document retrieval, it is
observed that the relevant text for a query is very short piece of text
from the document. Hence, matching the pooled representation
of the entire document with that of the query does not give very
good results, as the representation also contains features from other
irrelevant parts of the document.

To overcome the problems of document-level semantic-matching
based IR models, several interaction-based IR models have been pro-
posed recently. In [9], the authors propose Deep Relevance Match-
ing Model (DRMM), that uses word count based interaction fea-
tures between query and document words, while the Architecture-II
(ARC-II) proposed in [12] uses convolution operation to compute
the interaction features. These features are then fed to a deep feed-
forward network for computing the relevance score. The models
proposed in [4, 40] use kernel pooling on interaction features to
compute similarity scores, while MatchPyramid [23] uses the dot
product between query and document word vectors as their inter-
action features, followed by convolutional layers to compute the
relevance score. Other methods that use word-level interaction fea-
tures are attention-based Neural MatchingModel (aNMM) [42], that
uses attention over word embeddings, and [36], that uses cosine
or bilinear operation over Bi-LSTM features, to compute the inter-
action features. The Duet model proposed in [21] combines both
word-level interaction features, as well as document-level semantic
features, in a deep CNN architecture, to compute the relevance. One
common limitation of all these models is that they do not utilize
the inherent paragraph and sentence level hierarchy in documents,
and hence, they do not perform well in case of longer documents.
By using a powerful cross attention mechanism between query
and document words, our model can effectively determine the most
relevant document words for a query. It then uses hierarchical inner
attention over these features, which enables it to effectively deal
with long documents. This is especially helpful in cases where the
relevant information in the document is a very small piece of text.

2.3 Information Retrieval for Healthcare
Early works in the domain of information retrieval for medicine
and healthcare used tradition search methods such as TF-IDF [19]
and BM25 [17]. MedQA [45] uses hierarchical clustering along with
TF-IDF for answering definitional questions asked by physicians.
Th question-answering system proposed in [5] aimed at helping
clinicians to search for treatments for any disease. However, their
system is tailored to answer one specific type of questions, and
cannot be used to answer open-ended questions. As discussed in
[15], physicians also often need to use such systems, and they
have limited time to browse through every returned document.

Hence, medical retrieval needs to be accurate, and should precisely
serve the requirements of the users. Retrieval in this domain is
complex, attributed to the non-factoid nature of queries, and longer
documents. Hence, traditional IR techniques or semantic matching
algorithms do not work well on such datasets.

3 THE PROPOSED MODEL
In this section, we introduce our proposed Hierarchical Attention
Retrieval (HAR) model, which uses deep attention mechanism for
effective retrieval. The detailed architecture of our model is shown
in Fig. 2. HAR is a novel neural network model that uses two power-
ful attention mechanisms to overcome the shortcomings of existing
document retrieval models. Given a query q, the model computes
a relevance score ri with each candidate document di in the docu-
ment knowledgebase D. The different components of our model
are described in detail below.

3.1 Word Embeddings
The input layer in our model is an embedding lookup function
which converts the query and documentwords into fixedK-dimensional
word vectors using a lookup matrix E ∈ RV×K of V pre-trained
word embeddings such as GloVe [24] orWord2Vec [20]. Let {wq

t }
m
t=1

be the words in q. Let l be the number of sentences in document d ,
and {wid

t }nt=1 be the words in sentence i in d . This layer converts
each of the words in q and d into the word vectors {eqt }

m
t=1 and

{eidt }nt=1, respectively. Here,m and n are the number of words in
query and each of the document sentences, respectively.

3.2 Encoder
We use two bidirectional RNN (Bi-RNN) [32] encoders to encode
the inter-document temporal dependencies within query and docu-
ments words, respectively. This layer consists of two RNN layers
in different directions, whose output is concatenated to get the
H -dimensional contextual representation of each word. We choose
GRU [2] over vanilla-RNN or LSTM [10] because of its high perfor-
mance and computational efficiency. Since we split the documents
into short sentences, GRU performs equally well as LSTM, because
the encoder does not need to deal with very long sequences.

3.2.1 Query Encoder. The query encoder contains a simple Bi-GRU
layer, which takes the query word embeddings {eqt }

m
t=1 as the input,

and outputs the contextual representationU q = {u
q
t }

m
t=1 ∈ Rm×H .

u
q
t = BiGRUQ (u

q
t−1, e

q
t ) (1)

3.2.2 Document Encoder. Since documents are usually longer than
queries, we encode each sentence in the document separately, using
a sentence-level Bi-GRU encoder. Given a sentence i , this layer
takes the sentence word embeddings {eidt }nt=1 as the input, and
returns the contextual word embeddings U id = {uidt }nt=1 ∈ Rn×H .
After encoding each of the l sentences in the document through
this encoder, the new document representation is {U 1d , ..,U ld } ∈

Rl×n×H .

uidt = BiGRUD (u
id
t−1, e

id
t ) (2)



Figure 2: Architecture of the proposed HAR model.

3.3 Cross Attention between Query and
Document

This layer is used to fuse the information from query words to the
document words. It computes the relevance of each query word
with respect to each word in the document. As we use a hierarchi-
cal modeling for documents, this layer can compute the attended
embeddings of each word in sentence i in d with each word in the
query q. We use the cross attention mechanism proposed in [39, 44],
as this method has been proven to show superior performance
in state-of-the-art reading comprehension systems. The attention
layer computes the relevance between each pair of query and doc-
ument words, using their contextual embeddings generated by the
respective encoders. To calculate the relevance of query words with
respect to document words, and vice-versa, we use bi-directional at-
tention mechanism [33], which is composed of document-to-query
attention D2Q and query-to-document attentionQ2D. This is done
by first computing a similarity matrix S ∈ Rn×m , which is then

normalized over each row and column, using a normalization opera-
tion such as softmax. This generates normalized similarity matrices
SD2Q ∈ Rn×m and SQ2D ∈ Rn×m , respectively. Finally, the atten-
tion matrices AD2Q ∈ Rn×H and AQ2D ∈ Rn×H can be computed
as described below.

Let sxy ∈ R be an element of the similarity matrix S from row
x and column y. GivenU id ∈ {U 1d , ..,U ld } andU q as inputs, the
final output V id = {vidt }nt=1 ∈ {V 1d , ..,V ld } of the cross attention
layer can be computed as follows:

sxy = w
T
c · [uidx ;uqy ;uidx ⊙ u

q
y ] (3)

SD2Q = softmaxrow(S) (4)

SQ2D = softmaxcol(S) (5)



AD2Q = SD2Q ·U q (6)

AQ2D = SD2Q · SQ2D
T
·U id (7)

V id = [U id ;AD2Q ;U id ⊙ AD2Q ;U id ⊙ AQ2D ] ∈ R
n×4H (8)

In the above equations, ; is the concatenation operation, ⊙ is
element-wise multiplication, · is matrix multiplication, and wc ∈

R3H is a trainable weight vector.

3.4 Query Inner Attention
To encode variable length queries into a fixed size embedding, we
use the self attention mechanism proposed in [16]. The importance
of different words varies from document to document, and is de-
pendent on the context in which they are used. This layer allows
the model to give higher priority to more important words while
creating a pooled representation of the query. This ensures that
the query representation contains features from more significant
words. Let A be the dimension of the pooled representation. Given
query features U q = {u

q
t }

m
t=1 as the input, this layer generates a

pooled representation of zq ∈ RH as follows:

c
q
t = w

T
q (tanh(Wqu

q
t )) (9)

α
q
t =

exp(cqt )∑m
j=1 exp(c

q
j )

(10)

zq =
m∑
t=1

α
q
t u

q
t (11)

3.5 Document Hierarchical Inner Attention
Since documents are longer in length, it is not necessary that the
entire document is relevant to a query. In fact, in most cases, it is
observed that part of the document that is relevant to a query is
just a few sentences. Even inside each sentence, different words
might have varying relevance to the query. Furthermore, because
of the varied lengths of documents, a mechanism is required to get
a fixed-dimensional representation of the document. Hence, we use
a two-level hierarchical inner attention (as proposed in [43]), to get
the document embedding.

3.5.1 Level-1: Attention over words in a sentence. The first level in
our hierarchical attention encodes each sentence independently
from other sentences at word-level, resulting in a fixed-dimensional
representation of each sentence. This layer computes the impor-
tance of each word within the sentence, and then creates a pooled
representation of each sentence weighted by the attention weights.
For each sentence i in the document d , this layer takes the output
vectors V id = {vidt }nt=1 ∈ Rn×4H from the cross-attention layer as
the input, and returns a sentence vector x id ∈ R4H .

cidt = w
T
d1(tanh(Wd1v

id
t )) (12)

α idt =
exp(cidt )∑n
j=1 exp(c

id
j )

(13)

x id =
n∑
t=1

α idt vidt (14)

3.5.2 Level-2: Attention over sentences in a document. To ensure
that the sentences more relevant to the query are given higher
importance while computing the similarity score, we use a second
inner attention, to compute the document representation. This layer
takes the sentence embeddings {xdi }

l
i=1 as the input, and returns a

document vector yd ∈ R4H as the output.

bdi = w
T
d2(tanh(Wd2x

id )) (15)

βdi =
exp(bdi )∑l
j=1 exp(b

d
j )

(16)

yd =
l∑
j=1

βdj x
jd (17)

3.6 Score Computation
The final layer in our model computes the score between the query
representation zq and document representationyd . Since the dimen-
sion of yd is 4 times the dimension of zq , we first pass yd through
a feed-forward layer to compute yd ∈ RH . After this, we compute
the similarity vector p ∈ RH by performing element-wise multi-
plication of zq and yd . Finally, we pass p through a feed-forward
network to compute the final relevance score r ∈ R.

yd = wT
d3y

d + bd3 (18)

p = zq ⊙ yd (19)

r = wT
f p + bf (20)

3.7 Optimization
3.7.1 Negative sampling. Many retrieval datasets, such as the ones
created using user click-logs, only have the query-document pairs,
which serve as the positive data for the model. However, for the
model to have sufficient discriminative power to give a score to
every document proportional to their relevance with the query,
the model also needs negative query-document pairs during the
training process. Hence, we do negative sampling to generate nega-
tive data samples of query-document pairs for our model. For each
query, the negative samples are composed of the following:
• Irrelevant negative samples: For the model to have a sufficient
discriminative power that is needed to distinguish documents at
a high level, we sample negative documents that have very low
relevance to the query.

• Partially relevant negative samples: We define partially relevant
negative documents as those that might have some relevance to
the query, either due to some overlapping words, or because they
are from the same topic, but do not contain the correct answer
for the query. As suggested in [37], having such samples in the
training dataset gives a higher discriminative power to the model,



as compared to a model trained with randomly sampled negative
pairs.

3.7.2 Loss function. We use pairwise maximum margin loss [14]
as the objective function to be minimized. Given a query q, posi-
tive document dpos , and k negatively sampled documents {dneд1 , ..,
d
neд
k }, the loss is given by:

L =

k∑
i=1

max(0,M − score(q,dpos ) + score(q,d
neд
i )) (21)

Here,M is the margin, by which we want the score of positive
query-document pair to exceed that of a negative query-document
pair.

4 HEALTHQA DATASET
We will now introduce the dataset created in this work to train and
evaluate the proposed HAR model. We call this dataset HealthQA.
It consists of question and document pairs from the healthcare
domain. The details of this dataset are described below:

4.1 Knowledge Articles
To create HealthQA dataset, we collected healthcare articles from
the popular health-services website Patient. We scraped all the
articles from the Health Topics section of Patient. The website con-
tains articles from a diverse set of healthcare domains such as child
health, mental health, sexual health, details about treatments and
medications, and several other healthcare domains. The articles on
this website are much more detailed, as compared to other health-
care knowledgebases like MedlinePlus3. In total, we collected 1,235
health articles, with each article having an average of 6 sections.
As the sections themselves are very long in these articles, we use
each section as one document.

Figure 3 shows the distribution of percentage of documents with
respect to the length of the documents (number of words). We can
see that the proportion of documents with less than 50 words is
very less ( 5%). The dataset contains a large number of documents
with 100-200 words, and a high proportion of documents containing
more than 200 words.

4.2 Question-Answer Pair Generation
To create healthcare-related questions, we employed human work-
ers from diverse age groups, and from different countries. For the
dataset to have a diverse set of questions and answers that different
people might have about healthcare, we hired six annotators, con-
sisting of a combination of freelancers, graduate and undergraduate
students. To ensure high quality of the dataset, and low error rates,
we ensured that all the annotators had good English skills. For each
document, workers were instructed to create 1 to 3 questions that
can be asked using the information given in the document. They
were encouraged to use simple language in the queries, so that
the questions follow the style of those asked by a common person,
without any domain expertise in healthcare. All the generated ques-
tions also underwent an additional round of cross validation by the
authors, and any query-document pairs with errors or insufficient
context were either corrected or discarded.
3https://medlineplus.gov/
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Figure 3: Percentage of documents vs. number of words.

It was found that many articles on Patient have several subti-
tles, roughly one subtitle per paragraph, and in most cases, these
subtitles could be rephrased into valid questions. Some of the titles
have incomplete context, which can be made into a valid question
by rephrasing them. Hence, workers were also allowed to use the
subtitles as questions, by rephrasing them into valid questions.

Figure 4 shows the percentage of different types of questions
in our dataset. The questions with the type “How" and “Why" are
mostly non-factoid in nature. Such questions are open-ended, and
require detailed answers. Although the questions with the type
“What", that are generally factoid, have a large proportion in our
dataset, after manual analysis, we found that a large proportion of
such questions are also non-factoid. Examples of such questions
include “What is the outlook of gaming disorder?".

Table 1: Statistics of the HealthQA dataset.

Number of articles 1,235
Number of documents (article sections) 7,355
Number of questions 7,517
Average length of questions (in words) 8.04
Average length of documents (in words) 233.4
Average number of sentences in documents 13.54
Average length of sentences (in words) 17.24

5 EXPERIMENTAL RESULTS
5.1 Evaluation Metrics
We compare the performance of HAR with various baseline tech-
niques using the following evaluation metrics:
• Recall@K: Recall@K for a query is defined as the ratio of the
number of relevant documents in top-K retrieved documents,
with respect to the total number of relevant documents for that
query. This is averaged over all the queries in the dataset. Since, in
our case, each query has only one relevant document, Recall@K
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Figure 4: Percentage of questions by type.

denotes the percentage of queries whose correct document was
present in the top-K retrieved documents.

Recall@K =
1

Qtest

Qtest∑
i=1

# relevant documents in top-K for query i
# total relevant documents for query i

(22)
• Mean Reciprocal Rank (MRR): The reciprocal rank is defined
as the inverse of the rank of the first correct document dpos for
a given query. MRR is the mean of the reciprocal rank for all
the queries in the test set. Since we have only one correct docu-
ment for every query, MRR is well suited for our evaluation. As
compared to Recall@K, MRR also takes into account the ranking
order in the evaluation.

MRR =
1

Qtest

Qtest∑
i=1

1
rank(dpos ) of query i

(23)

5.2 Baseline Methods
For performance comparison, we use the following state-of-the-art
retrieval models as the baselines:
• TF-IDF: This is the standard baseline for retrieval tasks, that
uses TF-IDF representation for both the query and document,
and cosine similarity as the similarity function.

• CDSSM [34]: It is an extension of DSSM, that uses a CNN-based
model on letter trigrams from query and document as input
features, and then computes the cosine similarity to calculate the
relevance between query and document representation.

• ARC-II [12]: This model first computes the interaction feature
vector between query and document using CNN layers. It then
computes the score for the query-document interaction vector
using feed-forward network.

• MV-LSTM [36]: It is a neural semantic matching model that was
proposed to find semantic similarity between a pair of sentences.
The model uses the word embeddings obtained by passing the

sentences through a Bi-LSTM, and then computes an interaction
vector using cosine similarity, or a bilinear operation. It finally
passes the interaction vector through a feed-forward network
to compute the similarity score. In our implementation, we use
cosine similarity to compute the interaction vector.

• DRMM [9]: It is a state-of-the-art neural ranking model that
uses cosine similarity between query and document word vectors
to compute their similarity, and then computes a histogram-like
interaction vector by binning the cosine similarity scores into
pre-defined intervals. It then passes these features through a
feed-forward network to compute the scores.

• KNRM [40]: It is a recently proposed neural ranking model that
first computes cosine similarity between each query word with
each of the document words. It then performs kernel pooling,
followed by a feed-forward network to compute the relevance
score.

• aNMM [42]: This model first computes an interaction matrix by
computing the cosine similarity between each of the query and
document words. Similar to DRMM, this model also performs bin-
ning to compute a fixed-dimensional interaction vector. However,
instead of using the counts of word-pairs that fall into a bin as its
features, this model uses the total sum of the similarity between
those word pairs as the bin features. It also uses an attention
mechanism over the query word vectors, which is then combined
with the interaction vector to compute the final relevance scores.

• Duet [21]: It is a recently proposed hybrid neural matching
model that uses the word-level interaction, and document-level
similarity, in a deep CNN architecture, to compute similarity
between two documents.

• MatchPyramid [23]: This model computes pair-wise dot prod-
uct between query and document word vectors to compute an
interaction matrix. It then passes this matrix through CNN layers
with dynamic pooling to compute the similarity score.

5.3 Implementation Details
We implemented our model in Keras [3], with TensorFlow [1] as
the backend. The model was trained using Adadelta optimizer [46],
with an initial learning rate of 2.0. We used one Bi-GRU layer (one
forward and one backward), and each GRU layer had an output di-
mension of 150 units. The maximum number of words in query, and
each document sentence was set to 15, and sentences greater than
15 words were split into multiple sentences. The maximum number
of sentences in each document was set to 20. All the attention layers
had a dimension of 300. We used a feed-forward network with 3
layers to compute the final score from the similarity vector. Addi-
tionally, we used dropout of 0.2 after each layer. For each query, we
had one positive document, 3 partially relevant negative documents,
and 6 irrelevant negative documents. For all the neural baselines,
we used an open-source implementation MatchZoo4. The TF-IDF
baseline was implemented using the scikit-learn5 package.

We used GloVe [24] pre-trained word vectors with 300 dimen-
sions. Since healthcare documents contain some medical words
which cannot be found in GloVe, we used randomly initialized em-
beddings for such out-of-vocabulary words. We experimented with

4https://github.com/NTMC-Community/MatchZoo
5http://scikit-learn.org/stable/index.html



training GloVe word vectors on our document corpus, but it was
found that the original pre-trained GloVe outperformed our medi-
cal word embeddings. We hypothesize that it was due to the fact
that our corpus contained far lesser documents than those used in
the original GloVe. Also, it is observed that people usually do not
use very complex medical words in their queries, and hence, most
of the queries were composed of words that were present in the
pre-trained GloVe.

The dataset was split into three parts: train, validation, and test.
The number of queries in each split were 5,274, 1,109, and 1,134
respectively.

5.4 Results
In this section, we present the results obtained in the experimental
evaluation of the proposed HAR model.

5.4.1 Quantitative comparison against state-of-the-art models. Ta-
ble 2 shows the performance of HAR against the baseline retrieval
models on the HealthQA dataset. For computing Recall@K, we set
K as 1, 3, and 5. As we can see, the results for HAR are consistently
better than all other baselines, across all the metrics, which can be
attributed to its strong performance.
• Effect of long documents on model performance: We can
observe from Table 2 that TF-IDF has very low performance on
our dataset. With the exception of ARC-II, the performance of
TF-IDF is consistently lower than all the other models. This can
be attributed to the non-factoid nature of our dataset, as well as
the long length of documents in the corpus. Hence, a keyword-
based method cannot perform well on such dataset, since its
performance largely depends on the word overlap between the
query and the document. In such cases, embedding-based meth-
ods yield better performance in general, as they can correlate
queries and documents based on their semantic representation.

• Document-representation based semantic similaritymeth-
ods: One key observation from our results is that neural models
that match querywith documents solely based on their document-
level representation do not work well for retrieval problems.
CDSSM computes the representation of query and document sep-
arately, and then computes the similarity between their vector
representations. Although using semantic representations can
help in dealing with the problems that arise where the queries
do not have matching words with the documents, this concept
only works in problems such as sentence or paraphrase matching,
where the length of both the documents being matched is similar.
In case of retrieval, queries are typically much shorter compared
to the documents. Moreover, the actual part in the document that
is relevant to the query is only a few words or sentences. Hence,
the vector representation of the document contains features from
other parts of the documents that are irrelevant to the query.
This leads to the poor performance of such models for retrieval
tasks.

• Effect of word interactions: With the exception of ARC-II,
other baselines such as MV-LSTM, DRMM, KNRM, aNMM, Duet,
and MatchPyramid use some form of embedding-based pair-wise
keyword interaction in the feature representation of the query-
document pair. This results in their better performance compared
to other baselines. Using word-level interaction features based

on their vector representation allows the models to deal with the
problems faced by traditional word matching methods such as
TF-IDF. However, by computing interaction in the early stages
of the model, these models do not have any mechanism to incor-
porate the underlying structure of the query and document in
the interaction feature generation or scoring process. This leads
to their poor performance in a setting where the documents are
longer in length.

By using a cross attention mechanism between the query and doc-
ument, HAR is able to model the interaction features between the
query and document words, while retaining the overall semantic
meaning of the document sentences. The self attention mechanism
then facilitates focussing on sentences and words in the document
that are most relevant to the query. This mechanism helps HAR
to achieve the highest performance compared to all other baseline
methods. Most importantly, HAR achieves a considerably highMRR
and Recall@1 against all other methods. This implies that, in most
of the cases, our model is able to rank the correct document with
the highest score, demonstrating a higher reliability of HAR.

In Figure 5, we show the performance of HAR and other baseline
methods on each of the question types given in Figure 4. Although
questions of the type “what" are relatively easier to answer (as
they contain many factoid questions), our model outperforms other
baselines on these questions. We can also see that HAR gives high
performance on question types “how" and “why", which are non-
factoid in nature, and difficult for a retrieval system. The perfor-
mance of HAR is consistently higher than the baselines across all
other question categories as well.

5.4.2 Qualitative results. For qualitative evaluation of the perfor-
mance of HAR, we show an example of a question, and the retrieved
document, obtained by MatchPyramid and HAR, in Figure 6. We
compare with MatchPyramid, since it is the strongest baseline
among all the other methods. The question shown here is about
“the effect of wisdom tooth removal on brushing". Although the docu-
ment returned by MatchPyramid is relevant to the topic, which is
wisdom teeth removal, it is not the one that can correctly answer
the query. MatchPyramid computes interaction features at an early
stage in the model. It does not retain the original query and docu-
ment, and computes scores solely based on the interaction features.
Due to this, the main intent of the question can sometimes be lost,
as shown in the example here. By using a powerful attention mech-
anism, HAR has the ability to discriminate between two similar
documents, based on the intent of the query. Hence, HAR is able to
retrieve the correct document for the question.

5.4.3 Using HAR for answer extraction. As mentioned earlier, an
added advantage of using the hierarchical attention mechanism
is that it allows the model to discover the most probable answer
snippet from the long document. This can be done by comparing
the attention weights of different sentences in level-1 of hierarchical
inner attention over documents. Since sentences with high attention
weights have more contribution towards generating the document
representation, they are likely to be more relevant to the query, as
compared to sentences with low attention weights.

In Figure 7, we illustrate how the attention weights can be used
to extract the most probable answer from the document. We show



Table 2: Comparison of HAR model with other baseline models on HealthQA dataset.

Model name MRR Recall@1 Recall@3 Recall@5
TF-IDF 60.597 36.576 81.740 96.909
CDSSM 64.461 44.274 81.335 93.418
ARC-II 50.366 29.847 61.858 78.539
MV-LSTM 75.145 58.882 90.262 97.385
DRMM 74.082 57.078 90.081 99.008
KNRM 70.965 54.914 84.040 94.139
aNMM 74.717 58.251 90.352 98.287
Duet 69.659 53.291 84.310 93.868
MatchPyramid 81.816 69.432 93.688 98.918
HAR 87.877 78.900 96.844 99.639
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Figure 5: Performance of HAR and baseline methods on dif-
ferent types of questions.

one question, and it’s corresponding highest-ranked document. The
self-attention weights over the query words are highlighted in blue,
while the self-attention weights at sentence level (level-1) of the
document hierarchical attention are shown in red.

The question shown in Figure 7 is about Alopecia Areata, which
is a condition that leads to hair loss in many people, mainly because
the immune system of a person starts attacking the hair follicles.
The question asks about the diagnosis procedure for this condition,
demonstrated by the use of the word test. Since diagnosis is the
main intent of this question, the feature representation uses highest

Figure 6: An example of a question and its answer retrieved
by MatchPyramid (left) and HAR (right).

attention weight for the word test, followed by other words that
are useful in the question. The document here has the highest
attention weight for the first sentence, that contains the answer
to this question. Other highlighted sentences in the document are
those which can provide additional information supporting the
answer for this question.

Figure 7: An example of a question and its answer docu-
mentwith highlightings based on the attentionweights. The
attention weights for the question are obtained from the
query self attention, and those for document are obtained
from level-2 self attention.



5.5 Performance Analysis
5.5.1 Effect of attention mechanism. To quantitatively evaluate
the effect of various components used in our HAR on the model
performance, we compare the performance of HAR against its two
variants. These are described below:
• HAR without cross-attention: To evaluate the effect of using
cross-attention mechanism on model performance, we evaluate
the performance of a variant of HAR that does not use cross-
attention between query and document words. This model uses
an inner attention over query words, and a hierarchical inner
attention over document words and sentences. By removing the
cross attention, the model is not able to use the interaction fea-
tures between query and document word vectors in the scoring
process. We refer to this model as HAR-WCA.

• HAR without cross and hierarchical attention: This is an
even simpler version of HAR that neither uses cross-attention
between query and document words, nor the hierarchical inner
attention in the document. This model uses similar encoder as
HAR for query and document, and then uses only one level of
inner attention to get the query and document representations.
It then computes the scores between these vectors similar to
the scoring process used in HAR. It does not incorporate the
underlying document structure in the scoring process due to
the removal of hierarchical attention. We refer to this model as
HAR-simple.

Model name MRR Recall@1 Recall@3 Recall@5
HAR-simple 82.139 69.883 94.770 99.008
HAR-WCA 83.667 72.047 95.942 99.369
HAR 87.877 78.900 96.844 99.639

Table 3: Performance comparison of HAR and its variants.

Table 3 shows the performance comparison of HAR with two of
its variants. The performance of both HAR-WCA and HAR-simple is
worse than the full model. We believe that since HAR-simple uses
a single long encoder for documents, it is not able to embed the
contextual dependencies in the encoded embeddings. Also, it does
not use cross-attention, thereby ignoring the keyword-interaction
features. The performance of HAR-WCA is slightly better than that
of HAR-simple. Since each sentence sequence is much smaller than
the full document, the encoded representation is able to embed the
context of the sentence in each word.

5.5.2 Hyperparameter sensitivity and model convergence. As men-
tioned earlier, by splitting the documents into short sentences and
using the hierarchical attention mechanism, HAR does not need
to deal with long sequences. This allows the model to be achieve
high performance using computationally efficient GRU, which can
effectively model short sequences. We also find that by using GRU,
the model is able to converge quickly, as compared to a model that
uses LSTM. We also evaluated the performance of HAR by varying
different parameters of our model, such as the number of GRU
hidden units and the number of feed-forward layers. We find that
these parameters only have a marginal impact (∼1% MAP reduc-
tion) on the performance of our model. In Figure 8, we show the

convergence of HAR and other baselines over training epochs. We
show the MRR of different models on test queries, as the number
of training epochs increase. We can see that HAR converges faster
as compared to other baselines, demonstrating a better learning
ability of our model.

Figure 8: MRR convergence with training epochs.

6 CONCLUSION
In this paper, we proposed a novel deep neural network architecture
to rank documents for healthcare related queries. The model uses a
combination of powerful attention mechanisms to develop a robust
retrieval system. This attention mechanism also enables the model
to discover highly probable answer snippets from the documents,
without the need for using a computationally expensive machine
comprehension module. The model has been carefully designed by
considering the special characteristics of question-answering in
healthcare domain, such as the open-ended nature of queries, and
longer document length.

To evaluate the proposed HAR model, we constructed a novel
consumer-oriented healthcare question answering dataset, HealthQA.
This dataset is comprised of questions that consumers typically ask
about health-related topics. We evaluated our proposed model on
this dataset, against several state-of-the-art baseline techniques.
Our experimental results show that our model outperforms these
techniques by a wide margin. We also show how our model can be
used to extract the most probable answer snippets from the highly-
ranked documents. We hope that our proposed model will be useful
for both healthcare and information retrieval communities, to make
healthcare information more accessible to the people.
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