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Abstract. We discuss an adaptive resolution system for modeling regional air pollution based on the chemical transport model STEM. The grid adaptivity is implemented using the generic adaptive mesh refinement tool Paramesh, which enables the grid management operations while harnessing the power of parallel computers. The computational algorithm is based on a decomposition of the domain, with the solution in different subdomains being computed with different spatial resolutions. Various refinement criteria which adaptively control the fine grid placement are analyzed in order to maximize the solution accuracy while maintaining an acceptable computational cost. Numerical experiments in a large scale parallel setting (~0.5 billions variables) confirm that adaptive resolution, based on a well chosen refinement criterion, leads to the decrease in spatial error with an acceptable increase in computational time. Dynamic grid adaptivity for air quality models has not been intensively studied. We extend previous work and propose new research avenues. Advantages and shortcomings of the present approach are also discussed.
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1. Introduction

The chemical composition of the atmosphere is being significantly perturbed by anthropogenic emissions of trace gases and aerosols. Air pollution has important implications for urban and regional air quality, for human health, and for climate change. Comprehensive atmospheric chemical and transport models (CTMs) are used to study the fate of atmospheric chemical constituents associated with the gas and aerosol phases.

Inadequate grid resolution can be an important source of errors in CTMs. In air pollution simulations large spatial gradients of tracer concentrations result from the complex interactions between emissions, meteorological conditions, and nonlinear atmospheric chemistry.
Coarse grids artificially diffuse these large gradients, which in the presence of highly non-linear chemistry may affect considerably the predicted levels of pollutant concentrations.

Chock et al. (2002) studied the effects of grid resolution on model predictions of non-homogeneous atmospheric chemistry. They considered three different grid sizes, fine, medium and coarse. They concluded that increasing the grid size leads to a reduction of the suppression of ozone (O$_3$) in the presence of high nitrogen oxides (NO$_X$), and a reduction in the effectiveness of the NO$_X$ inhibition effect. In one of their scenarios, the nitrogen monoxide (NO) peak concentration decreases by 76% as the grid size increases from fine to coarse. Ozone loses nearly all the detail near the emission source in the coarse grid case.

A popular multi-resolution approach in air quality and meteorological modeling is static nesting of finer grids into coarser grids (Park et al., 2004; Wang et al., 2004). This approach requires apriori knowledge of where to place the high resolution sub-grids inside the modeling domain; however, it does not adjust to dynamic changes in the solution during simulation. In many practical situations, the modeler “knows” where higher resolution is needed, for example above industrial areas. However, changing meteorological fields (e.g., wind velocity) may prompt unsteady fine grid placement. Furthermore, there are situations in which sporadic events like biomass burning require dynamic resolution adjustment. Dynamic adaptive resolution for atmospheric chemistry and transport has not been intensively explored in the past.

In this paper we present an application of adaptive mesh refinement (AMR) to model regional air quality. The grid adapts dynamically during the simulation, changing the grid resolution at certain intervals (regridding frequency), with the purpose of controlling the numerical spatial discretization error. Adaptive refinement is (1) more computationally efficient than uniform refinement and (2) more flexible than static grid nesting, since with AMR the user does not have to specify in advance which areas need higher resolution; instead, a refinement criterion is defined and then used by the code to automatically adjust the grid.

In this study we use the generic AMR tool Paramesh (MacNeice and Olson, 2003) that allows to harness the power of parallel computers for regional air pollution simulations. Parallel computing is needed since, the higher the resolution, the more expensive the simulation becomes. In addition, there is overhead associated with the management of the non-uniform grid and with interpolating the solution between different grid levels. The generic tools allow different models to benefit from the AMR techniques without the huge overhead of implementing the
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grid management system. Moreover, the air quality model can benefit from subsequent improvements in the grid management system.

Atmospheric chemical and transport modeling in the AMR framework raises a number of challenging questions regarding the error control that defines the refinement criterion. In terms of effectiveness, the issues are which species should be considered for refinement and where to place the fine grids in order to obtain an accurate solution. In terms of efficiency, the questions are how often should the regridding operation take place and how much should one refine to gain a good accuracy–workload trade-off.

In this work we focus on the ozone concentration field. We extend the previous work on chemical and transport systems using an adaptive resolution and propose new research avenues. The main contributions of this paper are the following: We show that (I) high resolution grids need to be placed not only above sources, but also upwind of the regions of interest; (II) the refinement criterion should be based both on the species of interest and on their chemical precursors. Furthermore, in this work (IV) we propose different refinement criteria, (V) investigate the regridding frequency for maximum efficiency, and (VI) analyze parallelization approaches. The last contribution points to a large body of future research in high performance computing related to large scale simulations.

The paper is organized as follows. Section 2 gives an overview of previous work. A brief description of the static fixed mesh air pollution modeling application used in this paper is given in Section 3. The approach taken for adaptive mesh refinement is explained in Section 4. Numerical results are shown in Section 5, and Section 6 presents conclusions and future research directions.

2. Previous Work

Adaptive meshes have been used in the study of pollutant dispersion in both atmosphere (van Loon, 1996; Srivastava et al., 2001; Odman et al., 2002; Ghorai et al., 2000; SAIC, 2003) and water (Borthwick et al., 1998). In this section we discuss several atmospheric AMR applications.

The Ph.D. dissertation of van Loon (1996) is focused on numerical methods for smog prediction. The model developed, CWIROS, has 4 vertical layers and its horizontal domain covers all Europe. The author proposes a two dimensional structured AMR technique in the horizontal direction (named local uniform grid refinement). In CWIROS applications, the base grid horizontal resolution is about 60 $\times$ 60 Km with 4 levels of refinement and a fine grid resolution of
about 7.5 × 7.5 Km. The spatial error estimator uses the curvature of the concentration fields and takes into account different species and layers with an appropriate weight. The curvature is scaled by the maximum value of each component in the corresponding layer. The column is flagged for refinement if the error estimator is larger than a user prescribed tolerance. Van Loon concludes that only advection and emission processes can generate or move sharp spatial gradients, and only these two processes should be looked at for dynamically adjusting the grid. Consequently, regridding is done at each advection step. The solution is advanced in time at all grid levels. Numerical experiments indicate that in some instances grid refinement leads to a better agreement between the model and observations; while in other instances, the agreement is not improved significantly.

Srivastava et al. (2001) discuss a very interesting approach to grid adaptivity (DSAGA-PPM) for simulating reactive atmospheric pollutants. DSAGA-PPM uses horizontal (2D) adaptivity and employs a constant number of grid nodes. This keeps the total computational time for a simulation manageable. The solution procedure is based on cell-centered finite volume procedures for advancing the solution on a nonuniform structured grid. A weight function is defined by a linear combination of curvatures of different chemical species. Based on this weight function the grid is adapted, i.e., the nodes are repartitioned such that they are clustered in areas of high weight, where more resolution is needed. Next, the meteorological and emission fields are remapped onto the new grid locations, and the concentration fields are obtained on the new grid via solving an additional advection equation related to the movement of the grid. This procedure is repeated iteratively since the rearrangement of tracer mass changes the weight function, which may require further adaptation of the grid. Once all the data are mapped onto the new grid, a finite volume method (within operator splitting approach) is used to advance the solutions to the new time level.

Odman et al. (2002) use their adaptive grid approach to simulate ozone air quality in the Tennessee Valley region for the July 7-17, 1995 period. Meteorological data are mapped onto the refined grids from a very high resolution mesoscale model simulation. The air pollution model accounts for more than 9000 point sources in the domain. The curvature of the surface layer NO concentrations provides the criterion for adjusting the grid resolution. The initial grid has a 8 × 8 Km initial resolution, which is reduced to a few hundred meters around large point sources. Consequently the overall time step drops to less than one minute for maintaining a constant Courant number, which makes
the simulation less efficient. The simulated NO and O₃ fields show a high level of detail.

Ghorai et al. (2000) apply fully three-dimensional adaptive grid techniques to atmospheric dispersion problems. Their solution procedure uses a finite volume cell vertex approach on unstructured grids (tetrahedral elements). The adaptation procedure is based on refining and derefining element edges based on the values of mean solution and gradient along the specific edge. Edges that are cutting through large solution gradients are refined more. The authors present several experiments of pollutant dispersion from a single source in stable, neutral, and unstable boundary layers. They establish that the fully adaptive grid is able to represent the structures of a plume much more accurately than a statically nested grid with high resolution near the source. Also, their results show that adapting the vertical grid resolution dynamically results in a better resolution of the boundary layer plume values.

The SAIC Omega code (SAIC, 2003) is a multi-scale environment model with grid adaptivity capable of performing high resolution weather forecasting. Omega uses triangular prismatic elements with unstructured, triangular, adaptive horizontal resolution.

3. Regional Air Pollution Modeling

The core science application used in this paper is the state-of-the-art regional air quality model, Sulfur Transport Eulerian Model (STEM), (Carmichael, 2003; Carmichael et al., 2003). The original code uses a fixed grid, with all the data structures being multidimensional arrays to solve the mass-balance equations for concentrations of trace species in order to determine the fate of pollutants in the atmosphere (Sandu et al., 2005).

In STEM, the evolution of \( N_{\text{spec}} \) species is described by the following equations:

\[
\frac{\partial c_s}{\partial t} = \frac{1}{\rho} \nabla (\rho K \nabla c_s) + \frac{1}{\rho} f_s (c_s) + E_s, \quad t^0 \leq t \leq t^F, \quad 1 \leq s \leq N_{\text{spec}},
\]

\[
c_s(t^0, x) = c_s^0(x),
\]

\[
c_s(t, x) = c_s^\text{in}(t, x) \quad \text{for} \quad x \in \Gamma\text{in},
\]

\[
K \frac{\partial c_s}{\partial n} = 0 \quad \text{for} \quad x \in \Gamma\text{out},
\]

\[
K \frac{\partial c_s}{\partial n} = V_d^s c_s - q_s \quad \text{for} \quad x \in \Gamma\text{ground},
\]
on a 3-D domain, where the concentration \( c_s \) for species \( s \) is dictated by \( q_s \), the rate of surface emissions, \( E_s \) the rate of elevated emissions, and \( f_s \), the rate of chemical transformation for this species. Further, \( u \) denotes the wind field vector, \( K \) the turbulent diffusivity tensor, \( \rho \) the air density, \( c_{\text{in}} \) the Dirichlet boundary conditions, and \( V_{s_{\text{dep}}} \) the deposition velocity. The boundaries \( \Gamma_{\text{in, out, ground}} \) represent the inflow, outflow, and ground boundaries, respectively.

The equation is solved using an operator splitting approach. STEM uses linear finite difference discretization of the transport terms. Horizontal transport is solved using a directional \( x \) and \( y \) split approach with the third order one-dimensional upwind finite difference formula (Sandu et al., 2005). The diffusion terms are discretized using second order central differences. The advection inflow boundary uses a first order upwind scheme, which makes the order of whole scheme quadratic for the interior points. The vertical advection scheme is discretized by first order upwind finite difference and the diffusion term is discretized by the second order central scheme (Sandu et al., 2005). Atmospheric chemical kinetics results in stiff ODE equations that use a stable numerical integration that preserve linear invariants. The gas phase mechanism is SAPRC-99 (Carter, 2000) which considers 235 atmospheric reactions of volatile organic (VOCs) and nitrogen oxides (NO\(_X\)), in total of 93 species (88 variable and 5 constant), in urban and regional settings. The chemistry time integration is done by Ros-2 numerical integrator (Verwer et al., 1999), automatically generated by the software package KPP (Sandu et al., 2005; Damian et al., 2002).

4. The Adaptive Mesh Refinement Approach

Paramesh (MacNeice and Olson, 2003; MacNeice et al., 2000) is a parallel adaptive mesh refinement FORTRAN toolkit developed by P. MacNeice and K. Olson at the NASA Goddard Space Flight Center. Paramesh offers an infrastructure for adaptive mesh refinement on a 2D structured grid.

The adaptive resolution is based on a Schwarz-type domain decomposition, with a single Schwarz iteration. The domain is divided into blocks, with each block containing \( NXB \times NYB \) cells plus several levels of guard-cells along each boundary, as shown in Figure 1a. During one time step the guard-cells of each block are filled with values based on the values of the neighboring blocks. This involves copy operations (of solution values) if the two neighbors have the same refinement level, or an interpolation if the two neighbors have different refinement levels. With the guard-cells filled, the solution is computed independently
in each block. Note that multiple iterations could be performed: The new solution is used to fill in the guard-cells, and with these updated boundary values the block solution could be computed again.

Paramesh provides the possibility of refining and derefining parts of the grid as we describe in the next section. The block entities are self similar with fixed orientation, and thus, the same numerical methods can be applied on all blocks regardless of their position or refinement level. Paramesh manages data migration (from processor to processor) in order to maintain their relative locality (i.e., “neighboring” data are assigned on the same processor) and processor load balancing.

4.1. Grid Setting

We use a two-dimensional (horizontal) grid refinement approach. All the data within a column in the original STEM data structures (i.e., data associated with the same projected longitude and latitude and all altitude levels) are assigned to a mesh point (cell) in Paramesh, including geographical and meteorological data, and species concentrations.

The choice of having a 2D mesh instead of a 3D one is partly imposed by the vertical data dependency given in the radiation code. The solar radiation code provides photolysis reaction coefficients which are calculated top-bottom for each column. The dependency is due to the fact that each layer may absorb or reflect a variable amount of energy from the radiation spectrum. This is due to several factors: the species concentration (e.g., O₃, carbon monoxide (CO)), dust, cloud presence, or atmospheric water content. A full 3D approach leads to more complicated data dependencies and more communication among grid-cells situated on the same column yielding an all-to-all data dependency within each column. This approach can, potentially, make the parallel application almost sequential due to the radiation calculation which is in itself computationally expensive.

The domain is divided into blocks, each block contains 6 × 6 cells plus two guard-cells along each boundary (see Fig. 1.a). At the coarse level, each cell has a resolution of 80 × 80 Km and therefore each block covers 480 × 480 Km. For the TraceP test simulation over East Asia (described in Section 5.1), the computational domain is covered by 15 × 10 blocks; i.e., 90 × 60 cells. At the finest level (level 4) each cell has a resolution of 10 × 10 Km. Refining and derefining consist in dividing or merging blocks until the coarsest or finest level are reached. In two dimensions, a refined block is split into four blocks and thus, each refined cell covers one fourth of its initial surface (see Figure 1.b). The derefining operation merges four blocks into one coarser block.
Data on each point are linearly interpolated during each mesh refinement-derefinement operation. The criteria for block refinement and derefinement are explained the next section.

4.2. The Refinement and Derefinement Criteria

The estimation of the spatial error in a NXB × NYB horizontal block (at vertical level k) is done using the horizontal curvature of the concentration field $c$ at each point $(i, j, k)$ in space. The curvature error estimation is given at each node by

$$\text{err}_{i,j,k} = \left| c_{i+1,j,k} - 2c_{i,j,k} + c_{i-1,j,k} \right| + \left| c_{i,j+1,k} - 2c_{i,j,k} + c_{i,j-1,k} \right|,$$

and by taking the root mean square value normalized by the maximum concentration inside the block

$$\text{ERR}_k(c) = \begin{cases} 
\sqrt{\frac{1}{\text{NXB} \times \text{NYB}} \sum_{i,j} \text{err}_{i,j,k}^2} & \text{if } \max_{i,j} c_{i,j,k} \geq \text{Atol} \\
\max_{i,j} c_{i,j,k} & \text{if } \max_{i,j} c_{i,j,k} < \text{Atol} 
\end{cases}.$$ 

Note that the error is ignored if the concentration itself inside the block is small enough, below a user-prescribed level of significance. For each horizontal layer we have one such error estimate, and the total estimate in the column is taken to be the maximum among all layers

$$\text{ERR}(c) = \max_k \text{ERR}_k(c).$$
The block is flagged for refinement if

\[ ERR(c) \geq uptol \]

and is flagged for derefinement if

\[ ERR(c) \leq lowtol. \]

Another approaches of estimating the local errors can be based on the gradient magnitude

\[ err_{i,j,k} \approx |c_{i+1,j,k} - c_{i-1,j,k}| + |c_{i,j+1,k} - c_{i,j-1,k}|. \]

Other approaches can be based on the effective or analytical truncation errors. The effective error estimation quantifies the error by using the difference between the current discretization method and an inexpensive lower order method. The analytical truncation error can be approximated from the magnitude of leading error term (i.e., coefficient of the first error term in the Taylor series expansion) of the current discretization method employed by the application. In this work we only focus on the field curvature to approximate the errors.

The model calculates the concentrations of a large number of pollutants, and the refinement pattern depends on which concentrations are used for error estimation. We consider both single and multiple chemical species criteria, and we focus on O\(_3\) and some of its main chemical precursors: formaldehyde (HCHO) and NO\(_X\) (= NO and NO\(_2\)) compounds. The chemical species or their combination under consideration are: O\(_3\), NO\(_X\), and M, where M = NO\(_X\) and O\(_3\) and HCHO. For the multiple species criterion based on \(\ell\) chemical species, \(i = 1, \cdots, \ell\), the error is estimated using a weighted linear combination:

\[ ERR(c_1 \ldots c_\ell) = \sqrt{\frac{1}{\ell} \sum_{j=1}^{\ell} w_j ERR(c_j)^2}, \]

where \(w_j\) is the weight associated with the chemical species \(c_j\). For instance, for the M criterion we consider the above mentioned chemical species: \(w_1\)NO + \(w_2\)NO\(_2\) + \(w_3\)O\(_3\) + \(w_4\)HCHO, with \(w_1 = w_2 = 35\%\) and \(w_3 = w_4 = 15\%\), and for NO\(_X\) criterion we take \(w_1 = w_2 = 50\%\) and \(w_3 = w_4 = 0\%\).

Next, we show some sample grids as they get refined according to two of our criteria. In the experiments below we used \(uptol = 0.25\) and \(lowtol = 0.1\). The refined grid patterns at 0 GMT March 1\(^{st}\), 2001 over East Asia, TraceP conditions, are shown for errors evaluated using
Figure 2. The refined grids at 0 GMT of March 1\textsuperscript{st}, 2001 for East Asia during the TraceP campaign. Each block (shown) consists of 6 × 6 computational cells (not shown). The criterion is the curvature of (a) $M$ and (b) NO\textsubscript{X}, with up\textsubscript{tol} = 0.25 and low\textsubscript{tol} = 0.1 and with maximum refinement level of 4 (10 × 10 Km). In general these criteria refine the areas of high emissions, i.e., above industrial regions in China, Japan, and Korea.

Different concentration fields: $M$ (Figure 2.a) and NO\textsubscript{X} (Figure 2.b). We notice that both $M$ and NO\textsubscript{X} surface criteria refine the region of sharp transition between high concentrations near the continent and the clean area above the ocean, also both criteria refine the areas of high emissions; i.e., above industrial regions in China, Japan, and Korea.

The refinement criteria is applied at simulated hourly increments. Typically, we use one, three, and six hours as the refinement-derefinement (regridding) period.

4.3. Implementation Considerations

We now explain the interface between STEM and Paramesh in detail. This is typical for the way our air pollution model needs to be interfaced to a generic adaptive grid system. During the simulation, data available in STEM-specific data structures need to be copied into Paramesh data structures. The initial conditions consist of initial species concentrations and geographical information that is provided at coarse level at the beginning of the simulation. Meteorological fields, boundary conditions and surface emissions are updated every hour and we refer to these as periodical data. All data are given at the coarse level, except for the emission inventories which are provided at a fine resolution (10 × 10 Km).

The meteorological fields need to be interpolated to each block’s refinement level since they are provided at coarse level from an offline meteorological simulation and data assimilation. Surface emissions are averaged, if necessary, to each working block’s refinement level; they are not stored as Paramesh variables.
Figure 3. (a) Fine grid layout (only blocks are shown) for level 3 with the boundary restriction applied. (b) Mapping of adaptive level 4 grid blocks onto 32 processors based on Morton ordering. Each processor is marked with a different shade of grey.

Lateral boundary conditions are treated separately, just like the emission data and supplied to Paramesh during computation upon request. Experimentally, we noticed a loss in accuracy associated with block refinement near the physical boundary due to the fact that boundary data are coarse. Since high resolution lateral boundary conditions are not available, the blocks neighboring the physical boundary are kept at the coarse level. This restriction also affects the next inward layer of blocks that cannot be refined with more than one level than their neighboring blocks, and so on. This is of no concern since in our case little chemical activity involving pollutants takes place near the physical boundary. All the blocks affected by this restriction will be no more than two coarse blocks “distance” from the physical boundary. Figure 3.a shows the fine grid layout for level 3 (everything refined) with the boundary restriction applied.

We note that the influence of the lateral and top boundary conditions is felt throughout the domain for long simulations. In our case we keep the boundary mesh points resolution at the coarse level - this may generate errors that will accumulate and give unsatisfactory results for long runs. The uncertainties associated with artificial boundary conditions may override the advantages of adaptive resolution.

Another aspect related to our implementation is that the time integration is performed with the smallest step size appropriate for all the blocks; i.e., the step size chosen for the finest level of refinement is used even for the coarse regions which is typically not necessary. We are currently working to develop a more efficient approach for the time integration that will consider the refinement level for each block and apply a suitable timestep (Constantinescu and Sandu, 2007).
4.4. Parallelization Aspects

Paramesh maps the blocks onto processors using a space filling curve technique, Morton ordering, such that neighboring blocks are mapped onto the same processor. This approach reduces the amount of interprocessor communication needed to fill in the guard-cells at each iteration. The mapping process is handled by Paramesh and is transparent to the user. Figure 3.b shows the mapping of the STEM variables onto 32 processors for the grid adaptively refined to level 3.

The regridding process is handled by Paramesh at the user request. Each time the regridding is performed, blocks on each processor are refined or derefined according to a criterion and then migrated to other processors in order to balance the processor workload, if necessary.

It should be noted that the vertical coordinate is expressed in sigma-altitude coordinates and in this work the topography is interpolated. In general, a vertical interpolation of the concentration fields is needed for high resolution data since large local variations in topography have a large impact on the levels in the sigma-altitude coordinates.

Lateral boundary conditions and emission data are broadcast to all processors every simulated hour since the Paramesh version that has been used in our experiments does not provide support for managing boundary data. The communication cost and memory requirements are not significant relative to each processor’s workload. The alternative for broadcasting would be to implement a parallel data I/O management routine. This routine would monitor Paramesh block migration and distribute the boundary conditions and emission sources in sync with Paramesh block migration. Such an approach is not considered for this study.

5. Results

In this section we present the numerical results for the adaptive mesh refinement approach used in the atmospheric chemical and transport model STEM. We begin with a description of the experimental setting. In Sec. 5.2 we discuss several aspects related to refinement criteria. Then we investigate the benefit of using a dynamic mesh refinement approach as opposed to a static refinement (adaptive refinement done only at the beginning of the simulation window). The regridding frequency is also ascertained. In Sec. 5.5 we present some accuracy results for the selected refinement approaches and in Sec. 5.6 we analyze the parallel performance of our approach.
5.1. **Experimental Setting**

The test problem is a simulation of air pollution in East Asia. The meteorological fields, boundary values, and emission rates correspond to the NASA TRAnsport and Chemical Evolution over the Pacific (TraceP) field experiment scenarios (Carmichael et al., 2003) starting at 0 GMT of March 1\textsuperscript{st}, 2001. The simulated region covers 7200 \times 4800 Km. The meteorological fields are given by the dynamic meteorological model RAMS (Pilke et al., 1992). The initial fields and boundary conditions correspond to TraceP data campaign. The tests use 4 levels of refinement from the (STEM) nominal horizontal resolution of 80 \times 80 Km (level 1) down to 10 \times 10 Km (level 4). At the coarse level there are 15 \times 10 blocks containing 6 \times 6 cells, at level 4 there are 5058 working blocks which amount to 182,088 mesh points. Each mesh point holds a column of 18 layers of STEM variables, 2340 in total per Paramesh mesh point; these include meteorological, topographical data, and species concentration corresponding to a specific column. The number of variables for the fine simulation totals to about 0.45 billions. Each layer in a column holds 102 chemical species concentration out of which all are transported (advection + diffusion) and 93 are considered in the chemical reactions. The emissions inventory consists of yearly averaged estimates. The hourly emission rates are weighted based on a daily estimated distribution. Stronger emission rates during day-time and early evening hours and weaker during early morning hours.

The simulations have been performed on System X computer cluster which is one of the fastest academic supercomputer in the world at 12.5 TFlops. System X has 1100 node Apple XServe G5 dual processor, 4 Gb of RAM per node. The interconnect consists of InfiniBand switches (primary) and Cisco 4506 Gigabit Ethernet (secondary).

The simulation timings varied with the cluster loading and for this work we used the total number of blocks as a measure of the total computational workload. For this purpose, the regridding and guard-cell filling overheads can be ignored since this application is very computationally intensive. The workload is similar for all blocks and the blocks are quasi-equally distributed on all processors, and thus, the total number of blocks can be a fair measure of the total workload. Our experiments use a range of processors spanning from 8 to 96 which take 16 to 36 hours of real time to simulate one week.

Accuracy is tested against a reference solution obtained by a refinement of the whole domain to level 4. The computational resources prohibit us to go any higher for these experiments. The simulations correspond to the period between 0 GMT of March 1\textsuperscript{st}, 2001 and 0 GMT of March 8\textsuperscript{th}, 2001.
5.2. REFINEMENT CRITERIA

In this section we discuss particular aspects of the refinement criteria. We begin our experiments with the criterion set on the O_3 curvature. Unfortunately, this approach did not bring significant improvement to the O_3 error estimates during our simulations as one would expect. This is most likely due to the numerical error propagation of poorly resolved ozone chemical precursors through the chemical process to the O_3 formation. The criterion set on O_3 solely will not be analyzed in the reminder of this paper.

High resolution emissions (e.g., NO, NO_2, HCHO) have a large impact on the O_3 field, and thus, they should be accounted for in order to accurately predict the actual O_3 concentration. The inclusion of the ozone chemical precursors (e.g., NO_X, HCHO) in the refinement criterion may give us a better accuracy for the ozone concentration field. The thresholds for the refinement-derefinement criterion (lowtol and upitol) also have a strong effect on the accuracy of the ozone concentration field. They control the amount of refinement for a given criterion. Moreover, they directly control the computational workload. For the rest of the paper we mainly focus on the combined species criterion M and NO_X. Both have been discussed in Section 4.2.

Intuitively, the M criterion considers both the O_3 precursors which are introduced in the domain mainly through emissions. High ozone concentration field may be present in regions that are downwind of the emission sources due to the advection processes. The NO_X criterion accounts only for two of the O_3 precursors.

5.3. GRID DYNAMICS - STATIC VS. DYNAMIC

In this section we discuss the differences between the static and dynamic grids. We begin by looking at the grid dynamics over time. Throughout this section, the reference (fine) resolution is limited to level 3.

A major factor in the grid layout based on one of our criteria is the diurnal cycle. During this cycle both the intensity of solar radiation received by each layer and the rate of surface emissions change. A secondary factor is generated by the transport mechanism (advection) that carries sharp gradients across the domain. The sharp gradients are associated with large discretization errors. The grid layout is affected by a combination of the two factors which lead to a grid dynamics that is relatively localized due to emissions and non-periodic due to advection and the meteorological fields. These assumptions are confirmed by our experiments. At least in theory, these facts favor the use of dynamic versus static grids.
Static and dynamic grids have both advantages and disadvantages. Static non-uniform grids involve less work with regridding but a larger overhead in workload in order to cover a similar surface that a dynamic grid would cover. In other words, the static grid might use a very refined mesh on a smooth solution that could be solved using a coarser grid with insignificant loss in accuracy. On the other hand, the dynamic grids may be more efficient in managing the workload but have the downside of extra overhead associated with the regridding operation.

A direct comparison between the two approaches is difficult to make because of factors that may not be quantifiable. First is the human factor, the person (in the case it is not done automatically) that positions the static grid may be more or less experienced, it should be noted that this factor can be completely avoided using dynamic grids. In the AMR approach the refinement criterion has a very important role as its parameters can highly influence the accuracy for a targeted set of species. Other factors might be the refinement-derefinement interpolation order or hidden chemical reactions that may count more than others toward some reference species. This aspect can also be included in the AMR framework through the refinement criterion. For illustration purposes, in Figures 4 and 5, we present the grid dynamics for the NO\textsubscript{x} refinement criterion with high refinement tolerances (i.e., small number of refined grids). In Figure 4 we show the grid dynamics during 24 hours, for every six hours. Note that the grid has noticeably changed during one day over the center of the domain which is the area of interest for us. Figure 5 represents the same simulation 24 hours apart. Specifically, Figures 4.a, 5.a, 5.b represent the grid at the same time on consecutive days.

As expected there is no emerging pattern. The grid changes at least every six hours (our saved data interval), is relatively localized, but atypical refined grids emerge in previously unrefined regions as well as fine grids are brought to a coarser level. We remark that in all our simulations the solution has a transient of about 2-3 days, which is also illustrated in Figures 4 – 5. As the simulation progresses, the solution becomes smoother and the error estimators allow the grid to be coarser. Moreover, the transient phase might be caused by the fact that initial data are not given at high resolution.

5.4. Regriding Interval

Paramesh is not equipped with a facile mechanism to accommodate for a buffer region as described in Berger and Oliger (1984) (i.e., refine a larger area surrounding the actual flagged region) in order to
Figure 4. Grid dynamics for $M$ refinement criterion. Each snapshot is taken 6 hours apart starting with 1st March 2001 - 6:00 GMT: (a) 00:00 GMT; (b) 06:00 GMT; (c) 12:00 GMT; (d) 18:00 GMT.

Figure 5. Grid dynamics for $M$ refinement criterion. Each snapshot is taken 24 hours apart starting with 2nd March 2001 - 0:00 GMT: (a) 2nd March 2001 - 0:00 GMT; (b) 3rd March 2001 - 0:00 GMT.
avoid frequent regridding. Even if the refined grid is relatively localized due to the diurnal cycles, the concentration fields may shift through advection; however, through the presence of NO\textsubscript{X} or HCHO, new O\textsubscript{3} is created during day-time above regions with high emission rates. Regriding frequency is analyzed next.

Ideally, without considering the interpolation errors and the computational overhead, we should refine every three minutes (STEM - time step length) or we may try to minimize the computational overhead due to regridding and refine every 24 hours. If the regriding operation takes place too often, a large overhead is incurred relative to the execution time. If regriding is performed too seldom, together with the fact that a refinement buffer region is not considered, the species distribution will have changed so much that the grid layout would be inadequate for reducing the numerical errors with the evolved solution.

In order to analyze the optimal regriding frequency and to assess the use of dynamic AMR versus the static approach, we choose the following scenarios: a static scenario that exceeds the computational workload associated with AMR regriding and dynamic AMR scenarios with regriding intervals of one, three, and six hours. The workload for the above mentioned scenarios is shown in Figure 6.a. The one hour refinement frequency is considered the reference. Refining more often would probably not be justified by the solution dynamics. The total number of blocks for the three hour refinement frequency scenario follows closely the one hour scenario.

Figure 6. Total block count evolution for one week: (a) Criterion NO\textsubscript{X} with a static grid and one, three, and six hours regriding interval, together with their mean values (approximation of their workload) and (b) three AMR scenarios with level 4 refinement.
We now show a comparison between an AMR static run and a dynamic AMR with the workload, expressed in the number of blocks, shown in Figure 6.a. The workload for both scenarios is similar in terms of the number of gridpoints and we consider the same refinement criterion, NOX. In Figure 7 we show the vertically averaged O₃ errors after two simulated days for the coarse, static and the one and six hour regridding interval dynamic AMR scenarios. In this case, static and dynamic refinement seem to have similar performance in terms of accuracy. Although, the AMR approaches show a slight advantage.

Larger improvements are expected for finer grids as the versatility of the AMR approach can be better exploited and high resolution data (e.g., emissions in our case) will have a broader impact on the accuracy of the simulation. We note that emission rates have a diurnal cycle and a weekday-weekend variation; moreover, sporadic events like biomass burning (e.g., forest fires) or volcano eruptions require dynamic grid adjustments for effective solution resolution. Furthermore, the pollution episode changes due to the influence of the meteorological fields.

Based on the workload results and on the fact that we capture both diurnal and nocturnal cycles with good accuracy, for the rest of the paper, we consider the three hour refinement interval for all AMR simulations. This interval seems to provide a good trade-off between efficiency and accuracy.

5.5. Accuracy Improvement

Here we analyze the performance of our AMR approach. For numerical exemplification we consider three AMR scenarios based on the $M$ criterion with different refinement-deresolution tolerances: a heavy load – AMR-H, a medium load – AMR-M, and a light load simulation – AMR-L. The tolerances for each scenario are given in Table I.

The number of blocks is used as an approximation to the computational effort. The actual number of blocks we measure during the simulations presented in this section are shown in Figure 6.b. Note that the coarse (level 1) has 150 blocks and the reference level 4 has 5058 blocks. We perform a one week AMR simulation with a regridding frequency of three hours. Our reference solution is at level 4 ($10 \times 10$ Km per gridpoint). The criterion used in our tests is $M$. The four species provide the error control mechanism for the adaptive refinement criterion in order to improve the accuracy of the ozone concentration field.

In Figure 8 we present the coarse and AMR O₃ and NO vertically averaged relative errors after one simulated week. The AMR performs
Figure 7. Vertically averaged O$_3$ errors (in percent) after two simulated days for (a) the coarse resolution, (b) static grid (refined at the beginning of the simulation), and dynamic AMR with (c) one hour and (d) six hours regridding interval using the error control based on NO and NO$_2$ fields curvature. The reference (fine) level is 3.

Table I. Refinement and derefinement tolerances for three selected AMR scenarios using the multiple species refinement criterion on $M$ based on their field curvature.

<table>
<thead>
<tr>
<th>Simulation type</th>
<th>lowtol</th>
<th>upitol</th>
<th>Time [s]</th>
<th>Average gridpoints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine</td>
<td>-</td>
<td>-</td>
<td>429,299</td>
<td>36 × 5058</td>
</tr>
<tr>
<td>AMR-H</td>
<td>0.075</td>
<td>0.350</td>
<td>126,697</td>
<td>36 × 2548</td>
</tr>
<tr>
<td>AMR-M</td>
<td>0.100</td>
<td>0.350</td>
<td>85,020</td>
<td>36 × 1990</td>
</tr>
<tr>
<td>AMR-L</td>
<td>0.200</td>
<td>0.450</td>
<td>20,526</td>
<td>36 × 532</td>
</tr>
<tr>
<td>Coarse</td>
<td>-</td>
<td>-</td>
<td>4,150</td>
<td>36 × 150</td>
</tr>
</tbody>
</table>
better than the coarse simulation especially above areas of intense activity above China, Korea, and Japan where the grid is predominantly refined. Note that the error levels are elevated on the Western part of the domain. This also corresponds to the downwind direction. This downwind error points at the emission sources errors in the China, Korea, and Japan that get amplified by the chemistry and transported by the advection.

The error levels for $O_3$ and NO after one week of simulation are shown in Figure 8 for the two AMR results compared to the coarse simulation. AMR-H has a very high accuracy performance for both species, while AMR-L has not performed so well. This suggests that
insufficient refinement does not bring any significant gains in terms of accuracy. The meshpoint dynamics over the one week period is shown in Figure 6.b. As we have expected, the system finds itself in a relative steady state - fine grids may move but the overall number of meshpoints is kept relatively constant, decreasing slowly as the solution becomes more and more smooth. We note that different criterion tolerances may lead to different fine grid distribution over long simulations.

In Figures 9 – 11 we present the O₃, NO, and HCHO predicted concentration evolution over one week at ground level for Beijing, Seoul, Shanghai, and Tokyo using the coarse, AMR-M (i.e., medium load scenario), and fine simulations. The concentration fields are sampled every six hours. Figure 9 shows the O₃ expected concentration over the four cities. We notice a good prediction for AMR after the first two days when the transient phase is over. The NO (Fig. 10) and HCHO (Fig. 11) concentration fields have the same pattern as for O₃. The effect of using high resolution emissions is visible in the HCHO evolution which shows spurious peaks for the coarse scenario; however, the AMR solution is not corrupted. This translates directly in the fact that higher emissions lead to a finer grid and thus, better overall accuracy.

AMR-H has a almost perfect fit with the reference (fine) solution and AMR-L with the coarse solution.

5.6. PARALLEL IMPLEMENTATION PERFORMANCE AND TIMING

In this section we investigate the efficiency of our approach. We start by looking at the timing results for the AMR scenarios discussed in the previous section. We continue to analyze the parallel performance for a simplified case.

Table I shows the wallclock for several scenarios: Fine, Coarse, and three AMR runs, for one simulated week. The application tuning for specific processor workload is a problem in itself, especially for parallel implementations due to the difficulty in managing the amount of refinement that each processor does. Scenario AMR-H is close to a quarter of the total fine wallclock and close to our expectations in terms of accuracy as shown in the previous section. AMR-L is very competitive in terms of timing but the accuracy of the simulation is degraded. In our experiments we noticed that accuracy is tightly linked to the number of meshpoints that are concentrated in the higher estimated error areas.

For the parallel performance tests we consider the timing results for one simulated hour at the finest refinement level on 16, 32, 64, and 96 processors. These results are presented in Table II.
Figure 9. Simulated O\textsubscript{3} concentration during one week at ground level at: Beijing, Seoul, Shanghai, Tokyo. The refinement criterion is $M$ (AMR-M).

wise, for 16 processes we have few processors exchanging large amounts of data while for 96 processes there are many processors exchanging a small amount of data. Note that we have a super scalar speedup for 32 processors (2 proc./node); this is probably due to the cumulative effect of good data locality and cache efficient data size.

Considering the fact that the workload remains constant, the speedup is relatively good especially when using one processor per node. As expected, the computational intensive part of our application shows an insignificant improvement when we switch from one to two processors per node. On the other hand, the communication intensive part which consists in guard-cell filling shows a large improvement when switching from two to one processors per node. The reason for that is probably a less congested communication pattern, at least on the secondary interconnect level.
Figure 10. Simulated NO concentration during one week at ground level at: Beijing, Seoul, Shanghai, Tokyo. The refinement criterion is $M$ (AMR-M).

Table II. The wallclock for one hour of simulated time on the finest refinement level (4) when using one or two processors per node. The ideal timing is shown in parenthesis.

<table>
<thead>
<tr>
<th>No. of Procs.</th>
<th>Time [s] 1 proc/node (ideal)</th>
<th>Time [s] 2 proc/node (ideal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>2163 (-)</td>
<td>2739 (-)</td>
</tr>
<tr>
<td>32</td>
<td>1125 (1081)</td>
<td>1270 (1369)</td>
</tr>
<tr>
<td>64</td>
<td>841 (540)</td>
<td>1206 (684)</td>
</tr>
<tr>
<td>96</td>
<td>502 (270)</td>
<td>816 (342)</td>
</tr>
</tbody>
</table>
6. Conclusions and Future Directions

In this paper we present an application of adaptive mesh refinement approach to regional air quality modeling. Insufficient grid resolution is known to cause considerable loss of accuracy. Adaptive mesh refinement can correct this by estimating numerical errors and automatically placing additional resolution where needed. Dynamic AMR for chemical and transport models has not been intensively explored in the past. In this manuscript we extend the previous work and propose new research avenues.

The adaptive mesh management is implemented using the generic tool Paramesh. This allows transparent use of grid operations like refinement and data interpolation, and allows for immediate parallelization of the system. The adaptivity criteria include the curvature of the NO\textsubscript{x}, HCHO, and of the O\textsubscript{3} concentration fields. Based on user imposed error tolerance levels, one can vary the workload and runtime to obtain better accuracy for some species. Experimentally,
the criterion set on O$_3$ errors performed poorest with respect to O$_3$ accuracy, and hence, we ruled out O$_3$ alone as a refinement criterion. Our numerical and theoretical results point to a criterion based both on O$_3$ and its chemical precursors, especially NO$_X$ and HCHO. The multiple (weighted) species criterion yields the best results. In this work we consider only the field curvature for the error estimation. We plan to investigate criteria based on other error estimation approaches like gradient or numerical truncation error in future studies.

Numerical tests are performed for an air pollution simulation in East Asia in March 2001. The data correspond to NASA’s TraceP experiment. All numerical tests show an increased accuracy with mesh refinement, as expected. The computational workload is also increased, but remains considerably smaller than the workload needed by a complete refinement of all the domain.

In this paper we consider 2D (horizontal) adaptivity for the 3D air pollution simulations. Full 3D adaptivity was shown to be advantageous in local air pollution modeling by Ghorai et al. (2000), but has not been extensively studied for regional-to-global models. Full 3D adaptivity is possible but more complicated. For example, the radiation code computes the radiation levels at multiple wavelengths based on the concentrations of different species along each column, and based on the location of the column and time of day. The photolysis rates at each level are then computed based on these radiation levels. If different refinement levels are used at different heights along the same vertical column then these computations become more involved. One possible approach is to compute the column concentrations and photolysis rates at the coarsest level, then interpolate them to the corresponding fine levels.

In our scenarios a transient phase that seems to be unavoidable. This phase is characterized by a very fine grid at the beginning of the simulation (first two days). The fine grid gradually converges to a steady state in terms of the number of gridpoints. This transient phase is probably due to the fact that the initial data have a coarse resolution. Special care should be taken about the refinement tolerances, since in the beginning of the simulation the grid may be refined more than it should with respect to the whole simulation time. The main restriction in this field of study is the computational resources, so if one would like to keep using constant resources the transient might cause some problems. A restart approach could be taken: One could restart the application after the transient has ended. Alternatively, an application wide refinement approach needs to ensure that the total workload is under control throughout the simulation interval.
A regridding period of three hours is a good trade-off between accuracy and regridding overhead. Moreover, our experiments show that a three hours regridding interval leads to a similar number of meshpoints as for a one hour refinement interval and also accounts for the diurnal cycle with good accuracy.

The dominant errors are located downwind of the emission sources. A possible cause is the effect of errors in regions with high emission rates that are amplified by the chemical processes and advected by transport equations. This aspect would suggest a refined grid (increased resolution) upwind of the area of “interest”. This fact favors the use of dynamic AMR since meteorologic fields change with time and the upwind direction changes as well.

In this paper the same time step is used for all meshpoints regardless of their resolution (refinement level). In terms of efficiency, a lot of CPU time is lost for the time integration of coarser blocks with the time step length suited for the finest resolution. This will be avoided by implementing a multi-level time integration which is currently under study (Constantinescu and Sandu, 2007).

Another aspect that could improve the efficiency of our application is the use of parallel input/output. For now, we let the master process read all the initial and periodical data and distribute it among the slaves. When using a small number of processors does not have a large impact on efficiency, but does not scale well to a large number of processors.

In our current setting the meteorological data consists of RAMS produced fields that were analyzed through data assimilation. These fields were produced at a fixed resolution. They correspond to the coarsest resolution of the adaptive mesh. The fields are interpolated down to the computational resolution. A better approach would be to have the fields calculated and assimilated at the finest resolution, and then averaged to obtain the corresponding fields at coarser resolutions. Yet another approach would be to compute the meteorological fields with the same spatial and temporal resolution as the air quality model; this implies that the air quality model and the meteorological model run in coupled mode and use the same (adaptive) grid. This tight coupling ensures consistency, and allows the grid to be adapted based both on meteorological variables and tracer concentrations; but in the same time, it makes it difficult to assimilate the meteorological observations independently. Computing the meteorology on a distributed system could in fact save computational time, as reading the same large amount of data from a file and distributing it periodically tends to be expensive and is a bottleneck for the computational algorithm.
We note that the dynamic adaptive mesh refinement approach can be extended to global air quality models. In this case, the absence of boundary conditions is advantageous for the AMR framework conveying more freedom for fine grid placement. The automatic grid adaptivity in time can (automatically) integrate any sporadic event in an online fashion. The advantages are evident in operational or critical systems.
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