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ABSTRACT

Immersive virtual environments (VESpvepotential in many applicatioareasbut mostsuccessful VE
systems exhibit little interactivity. This ilargely due to alack of consideration ounderstanding of 3D
interaction tasksand techniquesThis work proposes the systematic study of design, evaluation, and
application of VE interaction techniques. Desadevaluationare based on formal task analysis and
categorization of techniquegsing multiple performancemeasures. This methodology will bested by
applying the results to a complex VE application allowing users to modifylébign of a space while
immersed within it.

1 INTRODUCTION

Virtual Environments (VES) offer a new human-computer interaction paradigm in whichanserslonger

simply external observers of images on a compstaeenbut are active participantwith a computer-
generatedthree-dimensionalvirtual world. Proposed and developing applicationsinclude design,
visualization, education,and both training and clinical uses in medicine. Howevedespite the rapid
advances in the technology of displays, graphics processmBacking systemsandthe advances in the
realism and speed of computer graphics, there are still very few immersive VE applications in common use
outside the research laboratory. This state of affairs is at least gaettpthe lack of usabland effective
interaction techniques (ITs) and user interface (Ul) constructs for immersive VEs.

Therefore, inthis work, weare designing effective and efficient new interactiontechniques forVEs.
However, we danot want todesign haphazardlyather, ITswill be designed inthe context of d&ormal
framework based on task analysisand techniquecategorization. In addition, ware quantifying the
performance of interaction techniques through experimental evaluation. Finally, we apply the results of the
evaluation to real-world applications to verify its effectiveness.

How can we begin to analyze interactitmthniques (ITs) formmersive virtual environmentskhere are a
multitude of tasks which one mightionceivably want to perforrwithin a VE, and most of them are
application-specific. However, we caeducethe space ofthe problem by recognizing thittereare a few
basic interaction “building blocks” that most complex VE interactiamescomposedf. Such armapproach
is similar to that proposed by Foley for interaction in a 2D graphical user interface (Foley, 1979).

If, then, we can identify these universal taslsderstandhem, and evaluate techniques fohem, we will
have come a long wapwards understandindpe usabilityandinteractionrequirements formmersive VE
applications. It is our claim in this work that most VE interactions fall ithi@e task categories:
viewpoint motion contrgkelectionandmanipulation

Viewpoint motion control, or travetefers to atask in which the user interactivebositionsandorients

her viewpoint within the environment. Since head tracking generally takes care of viewpoint orientation, we
are mainly concerned with viewpoint translation: moving from place to place in the virtual world. Selection

is a task which involves the picking of one or more virtual objects for some purpose. Maniprafion

to the positioningand orienting of virtual objects. Selectioand manipulation tasksare often paired
together, although selection may be used for other purposes (e.g. denoting a virtual object whose color is to



be changed). A fourth interaction task, system control, encompasses other conimaatius user gives to
accomplish work within the application (e.g. delete the selected object, save the current location, load a new
model), but at a low level, system control tasks can be characterized as selection and/or manipulation tasks.

For each of these universal interacttasks thereare many proposednteractiontechniquesFor example,
one could accomplish a selectioechnique in a very indireavay, by choosing an entry from a list of
selectable objects. Alternately, one could usdrect technique, wher¢he user moves hi@racked)virtual
hand so that it touches the virtual object to be sele&ach ofthese interactiotechniqueshasadvantages
and disadvantages, and the choice of a certain technique may depend on many parameters.

In general, interaction techniques for immersive VEs have been designed and developed in an ad hoc fashion,
usually because a new application had unusual requirements or constraifdecéiodhe development of a

new technique. With few exceptions, ITs were not designed with regard to any explicit design framework, or
evaluated quantitatively against other techniques. Currently, then, we have a large collection 0¥Hs for

but we have no in-depth understanding of their characteristics or analysis of their relative performance.

The goals of this research, then, are four-fold:

1. To develop formal characterizations of the universal interaction task®rmal categorizations or
taxonomies of interaction techniques for those tasks,

2. to use these characterizations to design novel techniques for each of the universal interaction tasks,

3. to developand utilize quantitative experimental analyses for the purpose of comparing the
performance of interaction techniques for the universal tasks, and

4. to show the validity of the formal frameworks and evaluations by applying experimental results to
a real-world VE application which involves all of the universal interaction tasks.

2 METHODOLOGY

We wish to perform our design and evaluation of interaction techniques for immersive virtual environments
in a principled, systematic fashiofsee e.g. Price, Baecker, andSmall, 1993, Plaisant, Carr, and
Shneiderman, 1995). Formal frameworks provide us not only with a greater understandingdvatitages

and disadvantages of curretéchniquesput also with better opportunities toreate robust and well-
performing new techniques, based on the knowledge gained through evaluation. Thixisfoesearchwill

follow several important design and evaluation concepts, elucidated in the following sections.

2.1 Taxonomization and Categorization

The first step increating a formaframework for desigrand evaluation is to establish @xonomyof
interaction techniques for each of the universal interaction ta$lkese taxonomiebreak upthe tasksnto
separable components, each of which represents a decision that must be made by the degégheiquiea
Some of these componeraee relateddirectly to the task itself, while others may only be important as
extensions of the metaphor on which the techniqugased. Inthis sense, a taxonomy is tpeoduct of a
careful task analysis.

Let us consider a simple example. Suppose the interaction task is to change the color of a virtual object (of
course, this task could also bensidered as eombination of universal interaction tasks: select an object,
select a color, and give the “change color” command). A taxonomthifortaskwould include several task
components. Selecting an object whose color is to change, choosing theaodlwplying the color are
components which are directly task-related. On the dthed, wemight alsoinclude components such as

the color model used or the feedbagiken to the user, whictvould not beapplicable forthis task in the
physical world, but which are important considerations for an IT.

The taxonomies we establish for the universal tasks need to be cooraptete,andgeneral. Any IT that
can be conceived for the task shofitdwithin the taxonomy,andshould not contain components that are
not addressed by the taxonomy. Thus, the components will necessarily be abstract. The taxonalsty will
include severapossiblechoices foreach ofthe components, but we do noécessarily expedhat each



possible choice will be included. For example, in the object coloring task, a taxonomy might list touching
the virtual object, giving a voiceommand, or choosing an item in a menuchseices for thecolor
application component. However, this does not preclude a technique which applies the color lotheome
means, such as pointing at the object.

One way to verify the generality of the taxonomiesaongate isthrough the process ahtegorization If
existing techniques fothe task fit well into the taxonomy, wean bemore sure ofits correctness and
completeness. Categorization akgrves as aaid to evaluation of techniqueg:itting techniquesinto a
taxonomy makes explicit their fundamental differences, and we can determine the effect of choicesdn a
fine-grained manner. Returning to our example, we might perform an experiment comparingiffesst
techniques for coloring virtual objects. Without categorization, the only conclusiorsulgdraw would

be thatcertain techniquesrere better than others. Using categorization, howevermight find that the
choice of object selectiotechniquesadlittle effect on performanceand that color application was the
most important component in determining overall task time.

2.2 Guided Design

Taxonomizationand categorizationare good ways to understandhe low-level makeup of ITsand to
formalize the differencesbetweenthem, butoncethey are in place, theycan also beused inthe design
process. Weanthink of a taxonomy not only ascharacterizationbut also as aesign space. lther
words, a taxonomy informs @uidesthe design of newTs for thetask, ratherthan relying on audden
burst of insight.

Since a taxonomy breaks the task down into separable components, we can considearageidé designs
quite quickly, simply by trying different combinations of choicesdach ofthe componentsThere is no
guarantee that a given combination will make sense as a complete interaction tedhiidgoe,systematic
nature of the taxonomy makes it easy to generate designs and to reject inappropriate combinations.

Categorization may also lead to new design ideas. Placing existing techniques into amiesgiiows us
to see the “holes” that are left behind — combinations of components that have hetyaittempted. One
or more of the holes may contain a novel, usédfghnique forthe task athand. This process can be
extremely useful when the number of componentsnsll enoughand the choices foreach of the
componentsare clearenough to allow a graphical representation of diesign space, athis makes the
untried designs quite clear (Card, Mackinlay, and Robertson, 1990).

2.3 Performance Measures

The overall goal ofthis research is tmbtain information about humaperformance incommon VE
interaction tasks — but what is performance? As computer scientists, we tend to focus almost exclusively on
speed, or time for task completion. Speed is easy to measure, is a quantitative deterranthtiasmost

always the primary consideration when evaluating a new processor design, peripheral, or algorithm. Clearly,
efficiency isimportant in the evaluation of ITs as well, but feel thereare also many otheresponse
variables to be considered.

Another performance measuteat might be important iaccuracywhich is similar tospeed inthat it is
simple to measure and is quantitative. But in human-computer interaction, we also \wamsider more
abstractperformancevalues, such agase ofuse, ease oflearning, and user comfort. For virtual
environments in particular, presence might be a valuable measure. The choice of interetmionecould
conceivably affect all of these, and they should not be discounted.

We should remembehat thereason wewish to find goodITs is so that our applications will bmore
usable, and that VE applications have many different requirements. In many applications, sppeedracyl
arenot the mainconcernsandthereforethese should not always be the omgsponse variables in our
evaluations.

Also, more than any other computipgradigm,virtual environments involve the user — his senses and
body — in the task. Thus, it is essential that we focusismn-centric performanaeeasures. If an ITfoes
not make good use of the skills of the human being, or if it causes fatigue or discomfort, it withvide



overall usability despiteits performance inother areas. Irthis work, then, we willevaluatebased on
multiple performance measures that cover a wide range of application and user requirements.

2.4 Testbed Evaluation

To evaluate ITs, weould performany of a number of possible evaluati@ehniques, includingisability
studies, cognitive walkthroughs, or formal experiments. These experimental matittather evaluation
tools can be quitauseful for gaining annitial understanding ointeraction tasksand techniquesand for
measuring the performance of various techniques in specific interaction scenarios. Howevare fene
problems associated with using these types of tests alone.

First, while results from informal evaluatiosan beenlightening, they do not involve arguantitative
information about theerformance ofnteraction techniquedVithout statistical analysis, kefeatures or
problems in a techniqgue may not be sdeerformancemay also belependent orthe application oother
implementation issues when usability studies are performed.

On the otheihand, formal experimentatiamsually focuses verytightly on specific technigueomponents
and aspects of the interaction task. An experiment may give us the informatidectmague X performs
better thartechnique Y insituation Z, but it is oftewlifficult to generalize to anore meaningful result.
Techniques are not tested fully on all relevant aspects of an interactiomridgjenerallyonly one or two
performance measures are used.

Finally, in most cases, traditional evaluation takes place only once and cannot truly be recreatgiuister.
when new techniqueare proposed, it is difficult to compartheir performanceagainst those thatave
already been tested.

Therefore, wepropose the use déstbed evaluatioras the final stage in our analysis of interaction
techniques for universal VE interaction tasks. This method addresses thedissussedibove through the
creation of testbeds — environmeatwdtasks that involve all of the important aspects ¢dsk, that test
each component of a technique, that consider outside influences (factors other than the inteshctipe)
on performance, and that have multiple performance measures.

As an example, consider a proviggpund forautomobiles. In thispecial environmentars are tested in
cornering, brakingaccelerationand other tasks,over multiple types of terrainand in various weather
conditions. Task completion time is not the onberformance variableconsidered.Rather, many
guantitative and qualitative results are tabulated, such as accuracy, distance, passenger comfdfeedind the
of the steering.

The VEPAB project (Lampton &tl, 1994) was oneesearcteffort aimed at producing a testbfmt VES,
including techniques foviewpoint motion control. lincludedseveral travektasks thatcould be used to
compare techniques. Howevéhjs testbedwas not based on &ormal understanding othe tasks or
techniques involved.

In this work, we will create a series of testbeds for the universal VE interaction tasks of viewptor

control, selection and manipulation, and system control. Together, these testbeds make up VR-SUITE - the
Virtual Reality Standard User Interaction Testbed Environment. The testbeds will allowanalyae many
different ITs in a wide range dfituations,andwith multiple performancemeasuresTestbedswill also be

based orthe formalizedtask andtechnique framework discussedrlier, sothat the results will benore
generalizable. Finally, the environmeiisdtasks will bestandardized, sthat newtechniques can be run
through theappropriate testbedjiven scoresand comparedvith other techniquesthat were previously

tested.

3 COMMON INTERACTION TASKS
3.1 Viewpoint Motion Control

Our first studies (Bowman, Koller, and Hodges, 198@Jje aimed atinalysisandevaluation oftechniques
for the most ubiquitous VE interaction: travel. A trateghniquesimply refers tothe mechanisnused to
move one’s viewpoint between different locations in a virtual environment. Travel is part lafgae task



of navigation, whichincludesboth theactual movemenandthe decision process involved in determining
the desired direction and target of travel (wayfinding).

Our analysis of this tasklentified threebasic components that must ineluded inany traveltechnique:
direction/target selectiofthe means by which the user indicaties direction of motion or theendpoint of

the motion), velocity/accelerationselection (the means by which the uséndicates the speed and
acceleration othe motion),andconditions ofinput (the means by which the user begins, continues, and
ends the motion). These three compon@ntside the organizational structure for a preliminary taxonomy
of travel techniques (Figure 1).

— Gaze-directed steering

— Pointing/gesture steering (including props)
Direction/Target
Selection ] . . Lists (e.g. menus)
— Discrete selection-_gpvironmental/direct
targets (objects in the
virtual world)

— 2D pointing
[ Constant velocity/acceleration

— Gesture-based (including props)
Discrete (1 of N)
Continuous range
— User/environment scaling

Velocity/Acceleration _|
Selection — Explicit selection—l:

— Automatic/adaptive

— Constant travel/no input

Input Conditions — Continuous input

— Start and stop inputs

— Automatic start or stop

Figure 1. Preliminary taxonomy of immersive VE travel techniques

Our researclalso identified aset ofqquality factors or performancemetrics, by which wecould evaluate

travel techniques. These include quantitative measurels asspeed andccuracy,HCI concernssuch as

ease of use and ease of learnigngd more subjective metrics such as spagi@breness, presena@nd user
comfort. Our evaluation philosophy was to compare technique components from the taxonomy on the basis
of these quality factors, withoueference toany specific applications. Ithis way, applicatiordevelopers

could specifydesiredlevels of performancefor any or all of the quality factorsand choosetechnique
components that had been shown to fit those requirements.

We performed three initial experiments based on this philosophy. The first two experiments conpgaéred a

of very common direction selection techniques: gaze-directed steering (theaksein thedesireddirection

of travel) and pointing (the usempoints hishand inthe desireddirection of travel)(Mine, 1995). The
evaluation wagerformed onthe basis ofspeed andaccuracy. We foundhat there was no significant
differencebetweenthe techniques for @imple, straight-line motion with a visibl&rget destination, but

that the pointingtechnique performedignificantly better (p < 0.025) in eelative motion task (that is,

travel where the target is not explicit, but instead is defined relative to the pasit@nientation of some
object in the environment). This task gets atHhbart ofthe differencebetweenthe twotechniquesgaze-
directed steering forces the user to look in the direction of motion while pointing allows the user to look in
one direction and move in another.



The third experimentomparedvarious velocity and acceleration techniques othe basis of spatial
awareness. We hypothesized that users would be more @wess oftheir surrounding environmeafter

travel depending orthe speedsandaccelerationshey had experienceduring motion. Wefound that users

were significantly moredisoriented (p <0.01) after the use of a “jumpingtechnique (wheraisers are
instantly transported to the target destination) than after using any of 3 other continuous motion techniques.

Our initial investigations led us to realize that performance differences could be influenceglid®y \ariety

of factors otherthan the interactioiechnique. In oufatest work, wedescribe arexpandedevaluation
framework, whichexplicitly includes outside factors ithe model of performance. Outside factarelude

task characteristicge.qg. distance tatravel, number of turns in the path), environmetmracteristicge.g.
number of obstacles, level of visual detail), system characteristics (e.g. rendering style, frarandraisgr
characteristics(e.g. length ofreach, experiencavith VE technology). We alsgerformed afourth
experiment incorporatinthis expandedramework. Init, we comparedhree directiorselectiontechniques

on the amount of cognitivivad they placed onthe user. Our findings support the use of éméarged
framework: technique was not a significant factor, but the dimensionality of the environment (1-, 2-, or 3-
dimensional paths were used) was significant (p < 0.01).

Based ontheseexperiencesand observations of VE travel techniques, wae currently in the process of
reworking the taxonomwnddesigning tasksindenvironments that will be part of a viewpoinmtotion
control testbed.

3.2 Selection and Manipulation

We havealso begun an initial investigation into interacttenhniques foselectionand manipulation of

virtual objects. Selectiomefers to the act of specifying or choosing an object for some purpose.
Manipulation is the task of setting the positiand orientation(andpossibly othercharacteristicsuch as

shape) of a selected object. Manipulation requires a selection technique, but the opposite is not always true.
Selection techniques can be used alone for tasks such as choosing a menu item or deleting an object.

The most obvious and common set of techniques for these interactions is the real-world metagteordf
manipulation. The user selects an object by “touching” it with his viliaatl,and manipulates itdirectly

by moving hishand.This is intuitive andcognitively simple, but has limited practicality. Many virtual
objectsare too large to allow easy placement while close enough to touch the obfdsb, it is
inappropriate to force the user to move withinm'’s reach of arpbject to manipulaté, especially if the
application requires multiple manipulations and efficient performance. Therefore, we are mainly interested in
techniques that allow selection and manipulation at a distance.

To begin tounderstandhe tasks involve@ndthe set of published techniques, wenducted arinformal

user study comparing severaltbe ITs(BowmanandHodges,1997). Two basicategories of techniques

were representeday-castingand arm-extension. In a ray-castingchnique (Mine, 1995), a light ray
emanates from the user’s virtual hand. To select an object, the user intersects the objectligith rdye

and performs a “grab” action (usually by pressing a button).c&héhen manipulate the object using the

light ray. Arm-extension techniques (e.g. Poupyrev et al, 1996) allow the ussactofarawaybjects by

providing a means to make the virtual arm longer than the user’s physicallasitan be accomplished

by various mapping strategies, button presses, etc. The user then selects and manipulates the object as with
the in-hand metaphor: touch the object with the virtual hand and manipulate it with hand movements.

We foundthat none of theested techniqueprovided optimal usability or usefulness, bistead all
involved tradeoffs. In general, ray-casting techniqgpems/ed best for object selectiout arm-extension
techniques allowednore precise and expressive objectmanipulation. Based onthis observation, we
developedthe HOMER (Hand-centeredObject Manipulation Extending Ray-castinggchnique, which
combines the two metaphors seamlessly to abase ofselectionand manipulation for objects at any
distance. The user selects an object by intersecting arlightith it, andwhen the selection ismade, the
user’s virtual hand extends so that it touches the selected object. The object can then be matiipotigted
with the virtual hand, until it is released, at which point the virtual hand returns to its normal position.

We are currently in the beginning stages of the developmenfoofnalizedevaluationframework for these
tasks similar to the one for the travel interactilmscribedabove. We havédentified initial sets oftask



components,technique categoriegperformancemetrics, and outside factors whichcould influence
performance. Apreliminary implementation of #estbed forselectionand manipulation has alsteen
developed. Each trial (see Figure 2) requires the user to selemdritezobject from a group of objects and
place itwithin atransparent target. We vary the size of dibgect, density of the grouplistance to the
object, size of the target, distance to the target, and number of degrees of freedom the user must control.

Figure 2. Example Trial Setup in the Selection/Manipulation Testbed.
4 APPLICATION

Our testbeds should produce important results regarding the performance of various ITs for travel, selection,
and manipulation.However, wemust keep in mindthat the ultimate goal of suaksearch is tgroduce

useful and usable VE systems feal-world applications.Therefore, we have beapplying the results of

our work to an interestingndcomplex VE applicationimmersive designOne of themost popular VE
applications is thearchitecturalwalkthrough (Brooks eél, 1992), which allowgeal-time viewing of an
architectural spacdaut no opportunities tonodify that space. In an immersidesignsystem, users can

create ormodify a 3-dimensional spacehile immersedwithin it. This is anextreme departure from
traditional design paradigmbut has the potential to tighten tldesign cycleand to allow designers
immediate and realistic feedback on the visual impact of their creations.

Figure 3. Physical (left) and virtual (right) views of the pen & tablet interaction metaphor



Our latestdesign application isuilt on top of the VR Gorilla Exhibit (Allison et al, 1997). this
application, we focused not on the conceptual stages of design, but instead on the detailed desigin-of
specific elementsUsing the systemdesigners can make changesthe design of a pre-existing zoo
exhibit, including the terrain, visitor viewpoints, and visual elements such as trees and rocks.

Two interaction metaphors are combined to allow these design changes to be made in araefiicsaitle
manner. First, travel, selectioand manipulationcan all be performeddirectly in the 3D environment.

Users can point in the direction they wish to mawelcanuse an arm-extensidechnique to grab objects

such as treeand move themaround.All of these interactionarewell constrained sdhat the user is not
overwhelmed. Secondhe taskscan bedone indirectly using a“pen & tablet” metaphor (Angus &
Sowizral, 1995). Here, the user holds a physical tablet and stylus, both of which are tracked (Figure 3, left).
In the VE, a 2D user interface is seen on the tahldace,andthe styluscan be used tpress buttons or

drag icons on this interface (Figure 3, right). This application neesntlyused bystudents in a class on
environmental design, whiound it easy to learmand use, and who produced anumber ofunique and
practical designs after only a brief session with the system.
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