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Motivation 1

Motivation 2 Results
-SOTA text-classification model does not 
meet higher expectation.
-We aim to measure uncertain scores and 
give the most uncertain samples to human 
experts.

-Uncertainty Metric: Depending on the
winning score directly or indirectly.
-Winning score: Maximum probability in a
semantic vector (softmax vector).

Proposed Method-MSD

Conclusions
-Reduce overconfidence in training samples 

-Overconfidence: Sample Uncertainty for each
training sample is same due to one-hot labels.
-The negative correlation between the winning
score and sample uncertainty cannot be
guaranteed.

-Comprehensively estimate uncertainty
 Data Uncertainty
 Epistemic: Lack of knowledge
 Aleatoric: Noisy data
 Model Uncertainty
 Parametric: Different feasible parameters
 Structure: Different feasible designs

-Mix-up: Different winning scores
 Reduce aleatoric Uncertainty & Overconfidence
-Self-ensembling: Less feasible parameters
 Reduce Parametric Uncertainty
-Distinctive score: A testing sample’s
distance to a training set’s distribution
 Estimate Epistemic Uncertainty

• We propose a novel model, MSD, for more
accurate uncertainty score estimation of text
classification by boosting the correlation
between winning scores and sample
uncertainty and considering three kinds of
uncertainty simultaneously.

• The MSD is effective in three common
DNN including CNN, RNN and transformer.


	Slide Number 1

