ABSTRACT

Technologies pertaining to analyzing content extracted from web pages by a static crawler to determine whether respective web pages are members of a malware distribution network (MDN) are described. A set of features is learned based upon output of a dynamic crawler over known landing pages of a particular MDN, wherein the set of features are indicative of membership in the MDN. Using such set of features, additional members of the MDN (not subjected to crawling by a dynamic crawler) are identified.
<table>
<thead>
<tr>
<th>LANDING PAGE</th>
<th>REDIRECTION URLS</th>
<th>EXPLOIT URL</th>
<th>IPS</th>
<th>FILE HASH</th>
<th>DRIVE BY SUCCESSFUL?</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.foo.com/">www.foo.com/</a></td>
<td><a href="http://www.a.com/redirect.js">www.a.com/redirect.js</a></td>
<td><a href="http://www.evilk.com/malware.exe">www.evilk.com/malware.exe</a></td>
<td>IP5</td>
<td>0E1AD565456AD7D06C7B...74R</td>
<td>TRUE</td>
</tr>
<tr>
<td></td>
<td><a href="http://www.c.com/hack.js">www.c.com/hack.js</a></td>
<td><a href="http://www.evilk.com">www.evilk.com</a> (192.168.0.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="http://www.evilk.com">www.evilk.com</a> (192.168.0.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="http://www.evilk.com">www.evilk.com</a> (192.168.0.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="http://www.evilk.com">www.evilk.com</a> (192.220.74.179)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
600

602 START

604 RECEIVE DATA EXTRACTED FROM A WEB PAGE BY A STATIC CRAWLER

606 ASSIGN A LABEL TO THE WEB PAGE AS BELONGING TO A MALWARE DISTRIBUTION NETWORK BASED UPON THE DATA EXTRACTED FROM THE WEB PAGE BY THE STATIC CRAWLER

608 EXECUTE DYNAMIC CRAWLER OVER THE WEB PAGE

610 MALICIOUS?

612 REMOVE LABEL FROM THE WEB PAGE

NO

YES

614 REMOVE WEB PAGE FROM SEARCH ENGINE INDEX

616 END

FIG. 6
START

RECEIVE A FIRST PLURALITY OF WEB PAGES IDENTIFIED AS BEING MALICIOUS BASED UPON OUTPUT OF A DYNAMIC CRAWLER

RECEIVE A SECOND PLURALITY OF WEB PAGES IDENTIFIED AS BEING NON-MALICIOUS

RECEIVE STRINGS FROM THE FIRST PLURALITY OF WEB PAGES AND THE SECOND PLURALITY OF WEB PAGES EXTRACTED THEREFROM BY A STATIC CRAWLER

COMPUTE SIMILARITY BETWEEN STRINGS

CLUSTER STRINGS BASED UPON COMPUTED SIMILARITY

IDENTIFY CLUSTERS THAT ARE INDICATIVE OF WEB PAGES BELONGING TO MDN

END

FIG. 7
IDENTIFYING WEB PAGES IN MALWARE DISTRIBUTION NETWORKS

BACKGROUND

[0001] The reach and scale of the Internet has fostered a parasitic industry of those who seek to illegally and/or unethically profit. A common strategy to profit illegally is to infect computers of users with malicious code (malware) that can be employed to obtain passwords, transmit spam, retrieve contact lists, participate in a botnet, etc. An author of malware, to successfully infect a machine (and thus to successfully profit) needs the following: malicious code that is intended to execute on a computing device, a manner to cause the malicious code to execute on the computing device, and an introduction to a user upon whose computing device the malicious code is to execute. Authors of malware often find that obtaining introductions to users and causing malicious code to execute on their respective machines is a much greater challenge than the actual construction of the malicious code. An exemplary approach distributors of malware have employed is social engineering, which is the process of using false pretenses to lure a user into installing malicious code on a machine of the user. In this approach, the introduction to the user is often obtained through spam.

[0002] Another exemplary approach to cause malicious code to execute on a computing device of a user is the exploitation of unpatched vulnerabilities in an application resident on a computing device. A drive-by download is one particular example of this approach, where the application with unpatched vulnerabilities that are desirablely exploited is a web browser. For instance, a vulnerability of a web browser can allow malicious code to execute on the machine of a user without knowledge or consent of the user (e.g., without the user confirming that the malicious code is to be downloaded). In this approach, when a user causes a vulnerable browser (one with unpatched vulnerabilities) to visit a malicious web page, a computing device upon which the browser is executing is infected with malicious code. For example, an author of malware can set up a web site that hosts malicious content, waiting for users with vulnerable browsers to visit the web site. It can be ascertained that a number of computing devices that can be infected is directly related to the amount of traffic of web site(s) set up by the malware author.

[0003] A more common approach undertaken by malicious attackers is to infect an unknown (innocent) web site with code that directs a browser, when loading a web page from the web site, to load malware from some other site (e.g., through a series of redirects). From the perspective of the attacker, a particularly attractive aspect of this approach is that traffic of the innocent site can be piggybacked. Thus, the introduction of the attacker to the user is provided by web traffic that a site is already attracting. Typically, rather than defacing performance of the innocent site, the attacker generally injects a malicious script that is employed to (eventually) redirect the vulnerable browser of the user to a server hosting a malicious payload. Accordingly, a computing device of the user that possesses the targeted vulnerabilities will become infected with the malicious payload. The initial web page loaded by the browser is referred to as the landing page, and the site with the malicious payload is called the exploit server.

[0004] Ottimes, the path from the landing page to the exploit server will include numerous redirects. In an example, if the attacker succeeds in infecting the web server at foo.com, the attacker can direct all traffic to load the malicious content from bar.com. This can be done indirectly, such that a page at foo.com points to a.com, which points to b.com, which points to c.com, and so on, until the traffic reaches bar.com. Many times there will be many landing pages that share a small collection of exploit servers. The landing pages may also share some nodes in their redirection paths to the exploit servers. The collection of landing pages, exploit servers, and redirect servers is known as a malware distribution network (MDN).

[0005] Providers of web browsers generally attempt to quickly identify and patch vulnerabilities. Often times, however, end users are not quick to update browsers on computing devices of the end users with appropriate patches. Search engines also attempt to identify web pages associated with malicious content, such that users of a respective search engine do not have their machines become infected, and subsequently quit using the search engine. The architecture of an MDN, however, makes the task of identifying infected landing pages, redirect servers, and exploit servers very difficult. This is at least partially because static crawlers, used by search engines to build their respective indexes, retrieve contents of web pages and do not execute any scripts that are coded into the web pages. The failure to execute scripts is due to the incredibly large number of web pages that search engines attempt to index; on the order of billions of web pages per day. Therefore, malicious actions performed by scripts on a landing page are largely invisible to static crawlers employed by search engines.

SUMMARY

[0006] The following is a brief summary of subject matter that is described in greater detail herein. This summary is not intended to be limiting as to the scope of the claims.

[0007] Described herein are various technologies pertaining to identifying web pages that belong to a malware distribution network (MDN). An MDN comprises an exploit server that includes malicious computer-executable code that is desirably installed and executed on a computing device of an end user. The computing device may be a conventional desktop computing device, a laptop computing device, an ultrabook, a tablet computing device (sometimes referred to as a slate computing device), a portable telephone, a dedicated reading device, a portable media player, or some other suitable computing device. In an exemplary embodiment, an attacker obtains access to the computing device of the user by way of a computer-executable application with unpatched vulnerabilities. In an exemplary embodiment, such application can be a web browser, although the claims are not so limited. For instance, in other embodiments, the application may be a computer-executable application that retrieves and aggregates web content for presentment to the user. The MDN also includes at least one redirect server that re-directs the application that accesses the landing page to the exploit server.

[0008] A web page can be identified as a landing page that belongs to the MDN based upon content from the web page extracted therefrom by a static crawler. The static crawler, in an exemplary embodiment, extracts content from web pages but fails to execute scripts therein. For example, search engines typically use static crawlers in connection with building their respective search engine indexes.

[0009] In a pre-processing step, a dynamic crawler can be executed over a relatively small number of web pages (compared to the number of web pages over which the static
The dynamic crawler can analyze content of web pages, follow links in web pages, as well as execute scripts in web pages. Since the dynamic crawler executes scripts and follows all links, output of the dynamic crawler can be employed to identify at least one landing page, redirect server, and exploit server of a particular MDN. For instance, traces output by the dynamic crawler can be analyzed, and traces identified as corresponding to a malicious attack that lead to a common exploit server can be labeled as being included in a particular MDN.

[0010] Subsequent to the output of the dynamic crawler identifying landing pages, redirect server(s), and exploit server(s), content of the landing pages as extracted by the static crawler can be retrieved (e.g., from a cache of a search engine or from the static crawler directly). Based upon such content, features (e.g., strings or clusters of strings) that are common across the landing pages can be identified. Subsequently, web pages belonging to other MDNs or innocent web pages can be analyzed together with the identified landing pages to ascertain which of the features of the landing pages belonging to the particular MDN are most reflective of the MDN. The result of such analysis can be a set of features extractable by the static crawler that, if present in a web page, are highly indicative of the web page being a landing page of the MDN.

[0011] Thus, once the aforementioned set of features have been learned, content extracted from a web page by the static crawler can be analyzed to ascertain if such content includes the learned set of features. In an exemplary embodiment, a rules-based approach can be employed, wherein if the webpage includes a threshold number or percentage of features in the set of features, the webpage can be labeled as belonging to the MDN (e.g., a landing page of the MDN). In another exemplary embodiment, the learned set of features (together with other learned sets of features for other MDNs) can be employed to train a classifier that is configured to label web pages as belonging to one of a plurality of potential MDNs or benign based upon content of the web page extracted by the static crawler. In either approach, after the web page has been labeled as belonging to the MDN, the web page can be provided to or the dynamic crawler, which can execute over the web page to confirm that the web page is a landing page for the MDN. If it is found that the web page belongs to the MDN, the web page can be removed from subsequent search engine results pages and/or removed entirely from a search engine index.

[0012] Other aspects will be appreciated upon reading and understanding the attached figures and description.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0013] FIG. 1 is a functional block diagram of an exemplary system that facilitates identifying a web page as being a landing page of a malware distribution network (MDN).

[0014] FIG. 2 is a functional block diagram of an exemplary system that facilitates analyzing output of a dynamic crawler to identify landing pages, redirect servers, and exploit servers belonging to MDNs.

[0015] FIG. 3 is a table that illustrates exemplary output of a dynamic crawler.

[0016] FIG. 4 is a functional block diagram of an exemplary system that facilitates learning features that, if present in content of a web page extracted by a static crawler, indicate that the web page is a landing page of a particular MDN.

[0017] FIG. 5 is a table that illustrates exemplary features that, if existent in content of a web page extracted by a static crawler, indicate that the web page is a landing page of a particular MDN.

[0018] FIG. 6 is a flow diagram that illustrates an exemplary methodology for determining that a web page belongs to a MDN.

[0019] FIG. 7 is a flow diagram that illustrates an exemplary methodology for identifying features that correspond to web pages that belong to a MDN.

[0020] FIG. 8 is an exemplary computing device.

**DETAILED DESCRIPTION**

[0021] Various technologies pertaining to identifying web pages as being landing pages of malware distribution networks (MDNs) based upon content extracted from such web pages by a static crawler will now be described with reference to the drawings, where like reference numerals represent like elements throughout. In addition, several functional block diagrams of exemplary systems are illustrated and described herein for purposes of explanation; however, it is to be understood that functionality that is described as being carried out by certain system components may be performed by multiple components. Similarly, for instance, a component may be configured to perform functionality that is described as being carried out by multiple components. Additionally, as used herein, the term “exemplary” is intended to mean serving as an illustration or example of something, and is not intended to indicate a preference.

[0022] As used herein, the terms “component” and “system” are intended to encompass computer-readable data storage that is configured with computer-executable instructions that cause certain functionality to be performed when executed by a processor. The computer-executable instructions may include a routine, a function, or the like. It is also to be understood that a component or system may be localized on a single device or distributed across several devices.

[0023] With reference now to FIG. 1, an exemplary system 100 that facilitates assigning a label to a web page that indicates that the web page is a landing page in a particular malware distribution network (MDN) is illustrated. As the term is used herein, a MDN is a collection of landing pages, exploit servers, and redirect servers that are collectively configured to infect end-user computing devices with malicious code. The term malware server, as used herein, is intended to encompass an exploit server and/or a redirect server. Generally, an attacker (an individual or script associated with the MDN) will inject malicious code into a web page, wherein the web page may be designed by the attacker or may be an innocent web page that is resident upon a computing device with a security vulnerability. To avoid detection, typically the malicious code injected in the web page is not a malicious payload, but is rather a pointer to another site or computing device, which may include a pointer to yet another site or computing device, etc., which eventually directs a web browser that loads the web page to the malicious payload. The malicious payload is then installed on the computing device of the user by way of a vulnerability in the web browser.

[0024] The system 100 is configured to utilize content extracted from web pages by a static crawler to determine whether respective web pages are landing pages of the particular MDN. Generally, with respect to MDNs, multi-hop redirection often exists in more sophisticated drive-by-download attacks, where redirect servers utilized in the process of
installing malicious code on a computing device of an end-user examine various conditions (e.g., browser type, version, plug-ins, etc.) to determine to which exploit server the web browser should be directed. For instance, a first redirection path may be followed by users who employ a first type of web browser, while a second redirection path may be taken by users who employ a second type of web browser. When the user causes the web browser to load the web page, the web page will trigger the first hop of redirection. As noted above, for compromised web pages, redirection is often caused by maliciously injected content.

[0025] The system 100 is configured to analyze content extracted from web pages by a static crawler to determine whether the respective web pages belong to the particular MDN. Static crawlers are computer-executable programs utilized by search engines to retrieve content, wherein such content is employed in connection with generating and maintaining respective search engine indexes. Generally, a static crawler executes continuously, visiting new web pages as such web pages are located (e.g. by traversing links) and revisiting known existing pages on a schedule that can be determined by the changefulness and rank of the web pages. In operation, the static crawler retrieves content of a web page for analysis, where some (but oftentimes not all) links identified in the content are added to the list of web pages to be subsequently crawled. The static crawler fails to fetch embedded images, execute any scripts in a web page, or otherwise attempt to render the web page as would be undertaken if the page were loaded by a web browser.

[0026] The system 100 comprises a receiver component 102 that receives content of a web page extracted by the static crawler. In an exemplary embodiment, the receiver component 102 can receive the content of the web page extracted by the static crawler from a search engine cache. In another exemplary embodiment, the receiver component 102 can receive the content immediately subsequent to the static crawler extracting the content from the web page.

[0027] The system 100 further comprises a detector component 104 that receives the content of the web page extracted by the static crawler and outputs an indication that the web page belongs to the particular MDN based at least in part upon features in the content of the web page extracted by the static crawler and a set of features learned to correspond to the particular MDN in a pre-processing stage, which will be described below. Briefly, the set of features learned to correspond to the particular MDN is learned through analysis of output of a dynamic crawler over web pages that are landing pages in the MDN. Generally, a dynamic crawler examines web pages more thoroughly when compared to examination of web pages undertaken by the static crawler. Dynamic crawlers typically visit web pages posing as a vulnerable browser, and execute computer-executable instructions, such as scripts, that are resident on the web pages. If a computer-executable instruction involves fetching other links, the other links are followed by the dynamic crawler. Furthermore, dynamic crawlers can be configured to use different vulnerable browsers and operating systems components to trigger potential malicious reactions. If, when analyzing a web page, the dynamic crawler detects an attempt to exploit a known vulnerability of the web browser being mimicked by the dynamic crawler, the web page will be flagged as being potentially malicious.

[0028] In an exemplary embodiment, the detector component 104 can be configured with a regular expression that is employed in connection with searching for features in web page content extracted from the static crawler that have been learned to correspond to a particular MDN. The regular expression can be a portion of computer-executable code that executes relatively rapidly when ascertaining if a web page is a landing page of the particular MDN. In another exemplary embodiment, the detector component 104 can comprise a classifier that is configured to classify a web page as being a landing page of one or more MDNs, or alternatively, an innocent page. In either approach, the detector component 104 determines that the web page is a landing page of the MDN based upon features learned to be indicative of landing pages of the particular MDN that can be extracted from web pages by the static crawler.

[0029] The system 100 may optionally include a remover component 106 that, for instance, can remove a web page labeled as being a landing page in the MDN by the detector component 104 from a search engine results page (SERP). In an exemplary embodiment, the remover component 106 can be utilized to remove search results retrieved by the search engine prior to the search results being provided to the user, and can remove web pages labeled as being landing pages in MDNs from such results. In another exemplary embodiment, the remover component 106 may be configured to remove landing pages identified by the detector component 104 from the search engine index, such that the search engine is unable to include such landing pages in search results.

[0030] In an exemplary embodiment, the system 100 may be comprised by the static crawler or execute concurrently with the static crawler, such that landing pages of MDNs can be identified as the static crawler is extracting content from such landing pages.

[0031] While system 100 has been described in connection with web pages and web browsers, it is to be understood that the technologies described herein are not limited to web pages and web browsers. In an exemplary embodiment, the system 100 can be configured to analyze advertisements that are injected into web pages. For example, an attacker may insert malicious code into an advertisement that is loaded by a web browser subsequent to an advertisement network injecting the advertisement into the web page. The malicious content in the advertisement may cause the web browser to receive a malicious payload in the manner described above (e.g., the malicious code in the advertisement directs the browser to an exploit server by way of some redirect path), and cause the malicious payload to be installed on the computing device of a user. In such case, the system 100 may be employable by an advertisement network that wishes to protect end-users from a malicious attacker.

[0032] In another exemplary embodiment, the system 100 can be employed to prevent an application that retrieves content from the web from installing malicious code on a computing device of a user of such application. For instance, applications have been configured for installation on portable telephones, tablet computing devices, and personal computing devices that retrieve web content, such as applications configured to retrieve and display weather conditions, financial information, news applications, etc. The system 100 may be installed on the computing device of a user and updated with the features learned to correspond to the MDN. As the application executes on the computing device of the user, the system 100 can be configured to extract content that is retrieved by such application to ensure that the application is not being employed as a portal to the computing device of the
user for installation of a malicious payload. In such an embodiment, the system 100 can prevent the application from loading the malicious content. Still further, the system 100 may be a portion of an anti-virus package that can be installed on the computing device of the user, wherein the anti-virus package receives the above-described learned features.

[0033] Now referring to FIG. 2, an exemplary system 200 that facilitates employing a dynamic crawler to identify MDNs is illustrated. The system 200 comprises a dynamic crawler 202 that can crawl a plurality of web pages 204-208. The dynamic crawler 202 accesses the web pages 204-208 over a network 210, such as the Internet. As noted above, the dynamic crawler 202 can visit the web pages 204-208 posing as a vulnerable browser, and can execute scripts in the web pages 204-208. The dynamic crawler 202, since it is relatively slow (particularly compared to a static crawler), may only crawl a relatively small subset of web pages available on the network 210. The dynamic crawler 202 is configured to output a trace for each of the web pages 204-208 crawled by the dynamic crawler 202.

[0034] Referring briefly to FIG. 3, an exemplary output trace 300 of the dynamic crawler 202 is illustrated, wherein the output trace 300 is for a web page found to be a landing page of a particular MDN. As can be ascertained by reviewing the output trace 300, the dynamic crawler 202 was redirected to multiple different sites until reaching an exploit server (www.evil.com), where a malicious payload (malware.exe) was identified by the dynamic crawler 202.

[0035] Returning to FIG. 2, the system 200 further comprises an MDN labeler component 212 that receives outputs of the dynamic crawler 202 for the respective web pages 204-208, and, for each web page, ascertain whether a respective web page is a landing page of a MDN. Additionally, the MDN labeler component 212 can receive a set of labeled “innocent”, or benign, web pages, which can be employed to assist in differentiating between MDN landing pages and benign pages. For example, the output of the dynamic crawler 202 for the web page 204 can indicate that the web page 204 directed the dynamic crawler 202 to a certain exploit server. The MDN labeler component 212 can, in an exemplary embodiment, label a group of web pages as belonging to a particular MDN if each of such web pages (through a variety of redirect servers) eventually directs the dynamic crawler 202 to a particular exploit server. It is to be understood that MDNs, however, may have complex structures and can comprise numerous landing pages, redirect servers, and exploit servers. In order to prevent relatively easy blacklisting, MDNs often use fast flux techniques, whereby an MDN can cause IP addresses and host names to alter frequently. Accordingly, the MDN labeler component 212 can develop a host-IP cluster (HIC) to identify related exploit servers and redirect servers of an MDN in the output of the dynamic crawler 202 for the web pages 204-208. In view of the above, it is to be understood that the MDN labeler component 212 can output data, for each analyzed web page belonging to an MDN, an identity of the web page, the identity of the MDN to which the web page belongs, and a label that indicates that the web page is a landing page in the identified MDN. Therefore, the MDN labeler component 212 will output groups of web pages that belong to multiple different MDNs.

[0036] With reference now to FIG. 4, an exemplary system 400 that facilitates learning a set of features that can be extracted by the static web crawler from web pages is illustrated, wherein the set of features, if included in a web page, is indicative of the web page being a landing page in a particular MDN. The system 400 includes a data store 402, which may include a static crawler cache 404. The static crawler cache 404 can include content extracted from a plurality of web pages by a static crawler.

[0037] The system 400 further comprises a string extractor component 406 that receives data output by the MDN labeler component 212; namely, identities of the web pages belonging to the MDN as well as identities of the labeled benign pages. The string extractor component 406 may then extract strings from the static crawler cache 404 found in such web pages (both the identified landing pages and the benign web pages). In an exemplary embodiment, the string extractor component 406 can extract strings from content of the web pages in the static crawler cache 404 that potentially cause malicious redirection, such as HTML elements, <script>, <iframe>, <form>, <frame>, <object>, <embed>, and the like. The string extractor component 406, therefore, can extract numerous strings per page, many of which will be non-malicious (innocent). Further, in an exemplary embodiment, the string extractor component 406 can extract strings from all content of a web page, including content in advertisements included in an iframe, for instance, of the web page. Initially, each extracted string can be considered as a potential feature that is indicative of a web page belonging to the MDN. The result of the string extraction from the static crawler cache 404 is a feature space that includes many times more features (e.g., strings) than landing pages from which the strings were extracted. Furthermore, the string extractor component 406 can cause a binary vector to be generated for each landing page, wherein the vector is indexed by the HIC of the MDN, and wherein the vector, for each extracted string, indicates whether the landing page includes a respective string. Such vector is relatively sparse (e.g., most strings appear on only a small number of the landing pages of the MDN identified by the MDN labeler component 212).

[0038] The system 400 may also optionally comprise a clusterer component 408 that can cluster strings extracted from the static crawler cache 404 based upon similarity therebetween. Clustering of strings may be desirably employed, as using strings alone as features to determine that a web page is a landing page in a particular MDN may be suboptimal. For instance, in certain MDNs, malicious content can vary slightly from landing page to landing page. Accordingly, although injected content may be similar, using exact matching may be ineffective in connection with identifying features that are indicative of a web page belonging to the MDN when such features are individual strings.

[0039] The clusterer component 408 can cluster strings of the landing pages of the MDN extracted by the string extractor component 406 from the static crawler cache 404 based upon similarity therebetween. For instance, even though an MDN may use polymorphism, causing polymorphic content to be in different forms, the main body of the code and code logic remain the same. The clusterer component 408, for each string, can transform the respective string into a set of trigrams. The clusterer component 408 can then define the Jaccard distance between two strings as follows:

\[
D_{ij} = 1 - \frac{\text{Intersection}(S_{ij1}, S_{ij2})}{\text{Union}(S_{ij1}, S_{ij2})}
\]
where $S_{k}$ is the set of trigrams generated from the kth string. Accordingly, if a first string includes trigrams a, b, c, and d, and a second string includes b, d, e, g, and g, the distance between such strings would be

$$1 - \frac{2}{7} = 0.71.$$  

Using this Jaccard distance measure, minor polymorphic variations are found to be relatively close to one another. The clusterer component 408 can cluster strings into groups using such measure, wherein the clusterer component 408 may utilize any suitable clustering algorithm. In an exemplary embodiment, the clustering algorithm employed by the clusterer component 408 can refrain from requiring a preselected number of clusters or set a limit on a number of strings that are to be included in a cluster. Employing the clusterer component 408 as described above can reduce a total number of candidate features from the very large number of strings to a much smaller number of string clusters.

[0040] Turning briefly to FIG. 5, exemplary features 500 extracted from landing pages of an MDN is illustrated. Specifically, the exemplary features 500 include three features, wherein each feature in the three features comprises multiple, but non-identical strings. For example, the feature with ID number 634 comprises three strings, which are similar, but non-identical. The three strings can be clustered into the feature by the clusterer component 408.

[0041] Returning to FIG. 4, the system 400 further comprises a feature selector component 410 that selects features (strings) output by the string extractor component 406 or features (string clusters) output by the clusterer component 408 as features that are indicative of a web page being a landing page in a particular MDN. The features selected by the feature selector component 410 are ideally highly representative of features of landing pages of the particular MDN, but not indicative of non-malicious web pages or landing pages of other MDNs. Typically, in MDNs, landing pages have little in common other than their membership in the same MDN. Accordingly, strings that are common or even similar between landing pages of an MDN are good candidates to have been written by an author corresponding to the MDN rather than authors of the landing pages. In other words, strings that appear on landing pages of one MDN, but seldom (or never) on landing pages of other MDNs (or in innocent pages) are good features to characterize the particular MDN.

[0042] The feature selector component 410 is tasked with selecting such “good” features. In an exemplary embodiment, the feature selector component 410 can employ a feature selection algorithm based upon the mutual information between the i-th MDN and the k-th feature. Thus, the feature selector component 410 can receive the features from the string extractor component 406 for the landing pages of the MDN as well as features for landing pages of other MDNs and/or features of innocent web pages. Pursuant to an example, A (resp. C) can be defined as the number of landing pages not in the i-th MDN that contain (resp. do not contain) the k-th feature. B (resp. D), can be defined as the number of landing pages in the i-th MDN that do not contain (resp. do contain) the k-th feature. A maximum likelihood estimate of the information provided about membership in the i-th MDN by the k-th feature is, therefore, as follows:

$$r_{i,k} = \frac{D}{N} \log \frac{N - D}{(A+B)(C+D)} + \frac{B}{N} \log \frac{N - B}{(A+B)(D)} + \frac{C}{N} \log \frac{N - C}{(C+D)(A)} + \frac{A}{N} \log \frac{N - A}{(A+C)(B+D)}$$

where \(A = (A+B)\), \(B = (A+C)\), \(C = (B+D)\), \(D = (C+D)\), and \(N = (A+B+C+D)\).

[0043] A set of potential features can be ranked by the feature selector component 410 for each MDN according to the maximum likelihood estimate score set forth above, and some top threshold number of features (e.g., 5) can be selected for a particular MDN which best discriminate between features belonging to the particular MDN and all other MDNs and benign webpages under consideration. Such a technique employed by the feature selector component 410 effectively selects malicious code but also excludes benign injected code, such as normal third-party tracking code. As normal web tracking code frequently appears in benign web pages, their ranking scores would be lowered in the feature selection process.

[0044] While the features selected by way of the system 400 have been described above as being employed in connection with a static crawler to determine whether a web page is a landing page in an MDN, it is to be understood that such features can be employed in other applications. For instance, these features can be employed as a signature or portion of a signature in an antivirus application.

[0045] Returning to FIG. 1, in an exemplary embodiment, the detector component 104 can utilize this top threshold number of features to detect landing pages of the particular MDN based upon content extracted by the static crawler. Pursuant to an example, the receiver component 102 can receive content extracted by the static crawler for a certain web page, and the detector component 104 can compare the top threshold number of features, identified as described above, with the content of the web page extracted by the static crawler. If the content of the web page includes some threshold number of the features or percentage of the features, then the detector component 104 can label the web page as being a landing page of the MDN. Using such a rules-based approach can be undertaken relatively rapidly, such that web pages can be analyzed as the static crawler extracts content therefrom. In other embodiments, the detector component 104 can analyze contents of a static crawler cache periodically (e.g., once a day). Further, for example, the detector component 104 can include a computer-executable algorithm that comprises one or more regular expressions that are configured to quickly locate identified features.

[0046] In another exemplary embodiment, the detector component 104 can comprise a classifier that is learned based upon the features output by the feature selector component 410. When learning the classifier, numerous types of features can be analyzed, including the string clusters described above, individual strings in isolation, and regular expression features. Training of the classifier is undertaken through utilization of features identifies as belonging to MDNs as well as features belonging to benign web pages. Training of the classifier is discussed in greater detail below. Regular expressions can be generated utilizing an approach similar to that conventionally employed to capture spam URL's. With a set of expressions as input, a regular expression can be generated that match the
strings in the input set of strings. This may be able to capture more generic forms of links than the cluster string features.

[0047] After the MDN labeling and feature selection steps, labeled sparse binary data sets can be constructed for each of the three feature sets (string clusters, individual strings, regular expression features). An element in a data set is set to true if the web page associated with the row includes the label associated with the column (e.g. includes the string, an element of the string cluster, or matches the regular expression).

Separate classifiers can be trained for each feature set using multiclass logistic regression, neural networks, naïve Bayes, or any standard supervised classification algorithm. Each MDN is considered as one class, and all of the benign pages are considered as belonging to a single class. Once training is complete, the trained classifier of the detector component 104 can evaluate an unknown web page by calculating its feature vector and deciding to which class (e.g. particular MDN or benign set) it is most likely to belong.

[0048] With reference now to FIGS. 6-7, various exemplary methodologies are illustrated and described. While the methodologies are described as being a series of acts that are performed in a sequence, it is to be understood that the methodologies are not limited by the order of the sequence. For instance, some acts may occur in a different order than what is described herein. In addition, an act may occur concurrently with another act. Furthermore, in some instances, not all acts may be required to implement a methodology described herein.

[0049] Moreover, the acts described herein may be computer-executable instructions that can be implemented by one or more processors and/or stored on a computer-readable medium or media. The computer-executable instructions may include a routine, a sub-routine, programs, a thread of execution, and/or the like. Still further, results of acts of the methodologies may be stored in a computer-readable medium, displayed on a display device, and/or the like. The computer-readable medium may be any suitable computer-readable storage device, such as memory, hard drive, CD, DVD, flash drive, or the like. As used herein, the term “computer-readable medium” is not intended to encompass a propagated signal.

[0050] Turning now to FIG. 6, an exemplary methodology 600 that facilitates ascertaining that a web page is a landing page in an MDN is illustrated. The methodology 600 starts at 602, and at 604, data extracted from a web page by a static crawler is received. At 606, a label is assigned to the web page as belonging to a particular MDN based upon the data extracted from the web page by the static crawler. This label can be assigned through evaluation of a rule over the data extracted from the web page, where the rule is configured to search for certain features known to belong to the particular MDN. In another exemplary embodiment, a classifier can be executed upon data extracted from the web page, and the classifier can indicate whether or not the web page belongs to an MDN. As noted above, assigning of the label can comprise comparing features (strings or sets of strings) in the data extracted from the web page by the static crawler with a set of features learned to correspond to the particular MDN. Such features can be learned based upon output of a dynamic crawler with respect to known landing pages of the MDN.

Assigning the label to the web page also includes determining that the web page belongs to the MDN based at least in part upon the comparing. In other embodiments, rather than assigning the label through comparing features, the assigning of the label can be undertaken through utilization of a classifier that classifies the web page as belonging to the MDN from amongst a plurality of potential MDNs or innocent webpages.

[0051] As noted above, the acts 604 and 606 can be executed in the static crawler, such that the static crawler can automatically block web pages identified as being landing pages of an MDN from appearing on search engine results pages. In other embodiments, the acts 604 and 606 can be run periodically over output of a static crawler output (e.g. hourly, daily, etc.), and web pages can then be prevented from being included, for instance, in search engine results pages.

[0052] The methodology 600 may optionally include, at 608, executing the dynamic crawler over the web page subsequent to the assigning of the label to the web page as being a landing page of the MDN. This can be undertaken to confirm that the web page is a landing page of the MDN. Furthermore, the web page may belong to a particular domain name or host name. Optionally, the dynamic crawler can be executed over other web pages that belong to the domain name or host name, since such other web pages may be considered suspicious. In an exemplary embodiment, the dynamic crawler can be executed over each web page belonging to the domain name or host name to which the web page labeled as being a landing page for the MDN belongs. At 610, a determination is made regarding whether, based upon the execution of the dynamic crawler over the web page, the web page, in fact, belongs to the MDN. If it is determined that the web page is not malicious (is not a landing page in the MDN), then optionally, at 612, the label assigned at 606 can be removed from the web page. If, however, the web page is found to be malicious at 610, then at 614, for instance, the web page can be removed from the search engine index, such that the search engine is unable to provide the web page in a search results page. Moreover, the web page can be added to the set of labeled web pages (labeled as belonging to the particular MDN) for future processing (e.g., for feature identification). In an exemplary embodiment, the acts 610, 612, and 614 can be undertaken for each web page belonging to the domain name or host name to which the web page identified as the landing page of the MDN belongs. The methodology 600 complete to 616.

[0053] Now referring to FIG. 7, an exemplary methodology 700 that facilitates identifying features that are indicative of a web page belonging to a particular MDN is illustrated. The methodology 700 starts at 702, and at 704, a first plurality of web pages identified as being malicious based upon output of a dynamic crawler is received. Such first plurality of web pages, for example, may belong to a particular MDN.

[0054] At 706, a second plurality of webpages is received that are identified as being non-malicious (innocent) or as belonging to another MDN.

[0055] At 708, strings from the first plurality of web pages and the second plurality of web pages are received, wherein such strings are extracted therefrom by a static crawler. At 710, similarity scores are computed between pairs of strings extracted at 708. At 712, strings are clustered based at least in part upon the similarity scores computed at 710, and at 714, clusters that are highly indicative of web pages belonging to the MDN are identified. It is to be understood that, while the methodology 700 describes string clusters as being features that are used to ascertain whether a web page is a landing page in an MDN, other features are contemplated. Such other features include exact match strings, regular expressions, amongst others. Such features can be employed in isolation or
in any suitable combination in connection with identifying web pages that belong to an MDN. The methodology 700 completes the 716.

[0056] Now referring to FIG. 8, a high-level illustration of an exemplary computing device 800 that can be used in accordance with the systems and methodologies disclosed herein is illustrated. For instance, the computing device 800 may be used in a system that supports determining that a web page is a landing page of an MDN based upon content of the web page extracted therefrom by a static crawler. In another example, at least a portion of the computing device 800 may be used in a system that supports learning features that are indicative of membership in an MDN. The computing device 800 includes at least one processor 802 that executes instructions that are stored in a memory 804. The memory 804 may be or include RAM, ROM, EEPROM, Flash memory, or other suitable memory. The instructions may be, for instance, instructions for implementing functionality described as being carried out by one or more components discussed above or instructions for implementing one or more of the methods described above. The processor 802 may access the memory 804 by way of a system bus 806. In addition to storing executable instructions, the memory 804 may also store strings, clusters, regular expressions, web page content, etc.

[0057] The computing device 800 additionally includes a data store 808 that is accessible by the processor 802 by way of the system bus 806. The data store 808 may be or include any suitable computer-readable storage, including a hard disk, memory, etc. The data store 808 may include executable instructions, web page content, a static crawler cache, etc. The computing device 800 also includes an input interface 810 that allows external devices to communicate with the computing device 800. For instance, the input interface 810 may be used to receive instructions from an external computer device, from a user, etc. The computing device 800 also includes an output interface 812 that interfaces the computing device 800 with one or more external devices. For example, the computing device 800 may display text, images, etc. by way of the output interface 812.

[0058] Additionally, while illustrated as a single system, it is to be understood that the computing device 800 may be a distributed system. Thus, for instance, several devices may be in communication by way of a network connection and may collectively perform tasks described as being performed by the computing device 800.

[0059] It is noted that several examples have been provided for purposes of explanation. These examples are not to be construed as limiting the heretofore-appended claims. Additionally, it may be recognized that the examples provided herein may be permuted while still falling under the scope of the claims.

What is claimed is:

1. A method for determining that a web page belongs to a malware distribution network, the method comprising:
   - receiving data extracted from the web page by a static crawler, the static crawler failing to execute scripts of web pages crawled by the static crawler; and
   - assigning a label to the web page as belonging to the malware distribution network based upon the data extracted from the web page by the static crawler, the malware distribution network comprising a landing page; and
   - an exploit server that is configured to transmit malicious code to a computer responsive to a browser executing on the computer loading the landing page;
   - wherein the browser is redirected from the landing page to the exploit server responsive to the browser loading the landing page, and wherein the assigning of the label comprises:
     - comparing features from the data extracted from the web page with a set of features learned to correspond to the malware distribution network based upon crawling of the landing page by a dynamic crawler; and
     - determining that the web page belongs to the malware distribution network based at least in part upon the comparing.

2. The method of claim 1, wherein the static crawler is configured to perform acts of comparing and determining.

3. The method of claim 1, wherein the dynamic crawler is configured to execute at least one computer-executable instruction in the landing page.

4. The method of claim 1, further comprising:
   - subsequent to the assigning of the label to the web page, removing the web page from a search engine index.

5. The method of claim 1, further comprising:
   - subsequent to the assigning of the label to the web page, causing the dynamic crawler to crawl the web page; and
   - confirming that the web page belongs to the malware distribution network based at least in part upon the dynamic crawler crawling the web page.

6. The method of claim 1, wherein the comparing is undertaken through utilization of a regular expression.

7. The method of claim 1, further comprising:
   - receiving training data, the training data comprising a first plurality of web pages labeled as belonging to the malware distribution network and a second plurality of web pages labeled as being non-malicious; and
   - learning the set of features based at least in part upon the first plurality of web pages labeled as belonging to the malware distribution network and the second plurality of web pages labeled as being non-malicious.

8. The method of claim 7, further comprising receiving features from the first plurality of web pages and the second plurality of web pages from a cache of the static crawler, wherein the set of features is a portion of the features from the cache of the static crawler.

9. The method of claim 8, wherein the set of features comprise clusters of strings extracted from the cache of the static crawler.

10. The method of claim 1, wherein the assigning of the label is undertaken by a classifier.

11. A system comprising:
    - a receiver component that receives features of a web page extracted from the web page by a static crawler, the static crawler failing to execute scripts in web pages during crawling; and
    - a detector component that outputs an indication that the web page is a landing page of the malware distribution network based upon the features extracted from the web page and a set of features learned to correspond to the malware distribution network, the set of features learned through analysis of strings extracted from web pages known to be landing pages of the malware distribution network, wherein the web pages are known to be landing pages of the malware distribution network based at least in part upon output of a dynamic crawler that has previously crawled the web pages.

12. The system of claim 11, wherein the dynamic crawler executes scripts in the web pages.
13. The system of claim 11, further comprising a remover component that removes the web page from a search engine index based at least in part upon the indication.

14. The system of claim 11, wherein the detector component comprises a classifier that is trained based at least in part upon the set of features and is configured to determine that the web page belongs to the malware distribution network based at least in part upon the features of the web page.

15. The system of claim 11, wherein the detector component outputs the indication based at least in part upon a comparison of the features extracted from the web page and the set of features learned to correspond to the malware distribution network.

16. The system of claim 15, wherein the detector component comprises a computer-executable algorithm that executes at least one rule to perform the comparison.

17. The system of claim 11, wherein the features extracted from the web page comprise strings.

18. The system of claim 11 comprised by the static crawler, wherein the detector component outputs the indication immediately subsequent to the static crawler extracting the features from the web page.

19. The system of claim 11, wherein the web page is configured for provision to a mobile computing device.

20. A computer-readable medium comprising instructions that, when executed by a processor, cause the processor to perform acts comprising:

receiving a computer-executable algorithm that comprises a regular expression, the regular expression configured to locate a pattern in features of web pages extracted from the web pages by a static crawler, the pattern learned based upon analysis of features extracted from other web pages known to belong to a malware distribution network;

receiving content extracted from a web page by the static crawler, the content comprising a plurality of features, the pattern existing in the plurality of features;

executing the computer-executable algorithm over the content extracted from the web page, wherein the regular expression recognizes the pattern in the plurality of features of the web page; and

assigning a label to the web page as belonging to the malware distribution network responsive to the regular expression recognizing the pattern in the plurality of features of the web page.