Serf and Turf: Crowdturfing for Fun and Profit

Gang Wang', Christo Wilsont, Xiaohan Zhaot, Yibo Zhut, Manish Mohanlal’,
Haitao Zheng*' and Ben Y. Zhao!'
fComputer Science, UC Santa Barbara, Santa Barbara, CA, USA
Division of Web Science Technology, KAIST, Korea
{gangw, bowlin, xiaohanzhao, yibo, manish, htzheng, ravenben}@cs.ucsb.edu

ABSTRACT

Popular Internet services in recent years have shown thedrke
able things can be achieved by harnessing the power of theesias
using crowd-sourcing systems. However, crowd-sourcirsjesys
can also pose a real challenge to existing security meaharde-
ployed to protect Internet services. Many of these secteiti-
niques rely on the assumption that malicious activity isegated
automatically by automated programs. Thus they would perfo
poorly or be easily bypassed when attacks are generatedaby re
users working in a crowd-sourcing system. Through measeméen
we have found surprising evidence showing that not only di»-ma
cious crowd-sourcing systems exist, but they are rapidbyvarg

in both user base and total revenue. We describe in this jpagigf
nificant effort to study and understand thesewdturfingsystems
in today’s Internet. We use detailed crawls to extract dataathe
size and operational structure of these crowdturfing systeve
analyze details of campaigns offered and performed in thiéss,
and evaluate their end-to-end effectiveness by runningeadie-
nign campaigns of our own. Finally, we study and compare the
source of workers on crowdturfing sites in different cowegriOur
results suggest that campaigns on these systems are hitgdy e
tive at reaching users, and their continuing growth posemarete
threat to online communities both in the US and elsewhere.

Categories and Subject Descriptors

H.3.5 [Information Storage and Retrieval]: Online Information
Services-Web-based services; Xbinputer Applications]: So-
cial and Behavioral Sciences

General Terms
Measurement, Security, Economics

Keywords

Crowdturfing, Crowdsourcing, Spam, Sybils, Experimentati

1. INTRODUCTION

Popular Internet services in recent years have shown that re
markable things can be achieved by harnessing the powereof th
masses. By distributing tasks or questions to large nuntfdrs
ternet users, these “crowd-sourcing” systems have dongthigg
from answering user questions (Quora), to translating sooleat-
ing 3-D photo tours [29], and predicting the behavior of ktowar-
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kets and movie grosses. Online services like Amazon’s Mdchh
Turk, Rent-a-Coder (vWorker), Freelancer, and Innocentigve
created open platforms to connect people with jobs and werke
willing to perform them for various levels of compensation.

On the other hand, crowd-sourcing systems could pose auserio
challenge to a number of security mechanisms deployed to pro
tect Internet services against automated scripts. For jgleamlec-
tronic marketplaces want to prevent scripts from autongasinc-
tion bids [23], and online social networks (OSNs) want tcedet
and remove fake users (Sybils) that spread spam [32, 34kcbet
tion techniques include different types of CAPTCHAs, aslwsl
machine-learning that tries to detect abnormal user beh§i®],
e.g.near-instantaneous responses to messages or highly bsesty
events. Regardless of the specific technique used, theyonely
common assumption, that the malicious tasks in questionatan
be performed by real humans en masse. This is an assumpdion th
is easily broken by crowd-sourcing systems dedicated t@orgng
works to perform malicious tasks.

Through measurements, we have found surprising evidese sh
ing that not only do malicious crowd-sourcing systems exXist
they are rapidly growing in both user base and revenue genkra
Because of their similarity with both traditional crowdusocing
systems and astroturfing behavior, we refer to therorawdturf-
ing systems. More specifically, we define crowdturfing systems
as systems where customers initiate “campaigns,” and #isaynt
number of users obtain financial compensation in exchangsefe
forming simple “tasks” that go against accepted user pesici

In this paper, we describe a significant effort to study andkumn
stand crowdturfing systems in today’s Internet. We founaiig
icant evidence of these systems in a number of countriekjdnc
ing the US and India, but focus our study on two of the largest
crowdturfing systems with readily available data, both ofchtare
hosted in and targeted users in China. From anecdotal egden
we learn that these systems are well-known to young Inteisets
in China, and have persisted despite threats from law esrioeat
agencies to shut them down [5, 9, 20].

Our study results in four key findings on the operation aneleff
tiveness of crowdturfing systems. First, we used detailad/lsrto
extract data about the size and operational structure sétte@wd-
turfing systems. We use readily available data to quantifly tasks
and revenue flowing through these systems, and observehtss t
sites are growing exponentially in both metrics. Secondstudy
the types of tasks offered and performed in these sites,hwihic
clude mass account creation, and posting of specific comtent
OSNs, microblogs, blogs, and online forums. Tasks ofteruasks
to post advertisements and positive comments about weladirg
with an URL. We perform detailed analysis of tasks tryingterts
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Figure 1: Work and cash flow of a crowdturfing campaign.

information cascades on microblogging sites, and studyffee-
tiveness of cascades as a function of the microblog socglhgr

Third, we want to evaluate the end-to-end effectivenesswid-
turfing campaigns. To do so, we created accounts on one of our
target systems, and initiated a number of benign campaluats t
provide unsolicited advertisements for legitimate busses. By
bouncing clicks through our redirection server, we log oeses to
advertisements generated by our campaigns, allowing usdn-q
tify their effectiveness. Our data shows that crowdturfiragne
paigns can be cost-effective at soliciting real user respen Fi-
nally, we study and compare the source of workers on crowidtur
sites in different countries. We find that crowdturfing workeas-
ily cross national borders, and workers in less-developenhities
often get paid through global payment services for perfogiasks
affecting US-based networks. This suggests that the agntn
growth of crowdturfing systems poses a real threat to U.Sedba
online communities such as Facebook, Twitter, and Google+.

This study is the one of the first to examine the organizatiwh a
effectiveness of large-scale crowdturfing systems on therret.
These systems have already established roots in otherrsnt
and are responsible for producing fake social network atsathat
look indistinguishable from those of real users [34]. A rcgudy
shows that similar types of behavior are also on the riseerix8-
based Freelancer site [24]. Understanding the operatiadhesie
systems from both financial and technical angles is the fiegpt®
developing effective defenses to protect today’s onlirgadmet-
works and online communities.

2. CROWDTURFING OVERVIEW

In this section, we introduce the core concepts relatedadwar
turfing. We start by defining crowdturfing and the key players i
a crowdturfing campaign. Next, we present two different sype
systems that are used to effect crowdturfing campaigns omthe
ternet: distributedandcentralized Measurements of a distributed
crowdturfing system show that it is significantly less popuwlith
users than centralized systems. Thus we focus on undeirsgand
centralized crowdturfing systems in the remainder of ouepap

2.1 Introduction to Crowdturfing

The termcrowdturfingis a portmanteau of “crowd-sourcing”
and “astroturfing.” Astroturfing refers to information dissina-
tion campaigns that are sponsored by an organization, bubtar
fuscated so as to appear like spontaneous, decentralizads®g
roots” movements. Astroturfing campaigns often involveaging
legally grey, or even illegal, content, such as defamatargars,
false advertising, or suspect political messages. Althoasfro-
turfing predates the Internet, the ability to quickly mat@lilarge
groups via crowd-sourcing systems has drastically inecdke
power of astroturfing. We refer to this combined threatwmsvd-
turfing. Because of its use of real human users, crowdturfing poses
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Figure 2: Two different crowdturfing system structures.

an immediate threat to existing security measures thaegtrain-
line communities by targeting automated scripts and bots.
Crowdturfing campaigns on the Internet involve three kegract

1. Customers:Individuals or companies who initiate a crowd-
turfing campaign. The customer is responsible for paying for
the monetary costs, and are typically are either related to o
themselves the beneficiaries of the campaign.

. Agents: Intermediaries who take charge of campaign plan-
ning and management. The agent is responsible for finding,
managing, and distributing funds to workers to accomplish
the goals of the campaign.

. Workers: Internet users who answer calls by agents to per-
form specific tasks in exchange for a fee.

Each campaign is structured as a collectiortasks For ex-
ample, a campaign might entail generating positive semtirfar
a new restaurant. In this case, each task would be “post &sing
(fake) positive restaurant review online.” Workers who @bete
tasks generateubmissionghat include evidence of their work. The
customer/agent can then verify that the work was done to sagi
isfaction. In the case of the restaurant review campaigbomss+
sions are screenshots of or URLS pointing to the fake revites
ally, there is a one-to-one mapping between tasks and ssiomss
However, not all tasks may be completed, and submissionshmay
rejected due to lack of quality. In these cases, the numbsulof
missions will not match the number of tasks for a given cagpai

The process for a crowdturfing campaign is shown in Figure 1.
Initially, a customer brings the campaign to an agent and gam
to carry it out (1). The agent distributes individual tasksoag a
pool of workers (2), who complete the tasks and return suionis
back to the agent (3). The agent passes the submissionsddidek t
customer (4), who evaluates the work. If the customer isteadi
they inform the agent (5), who then pays the workers (6).

2.2 Crowdturfing Systems

Crowdturfing systemare instances of infrastructure used to con-
nect customers, agents, and workers to enable crowdturéimg c
paigns. These systems are generally created and maintayned
agents, and help to streamline the process of organizingersr
verifying their work, and distributing payments.

We have observed two different types of crowdturfing systems
in the wild: distributed and centralized. We now describe dif-
ferences between these two structures, highlighting ttesipec-
tive strengths and weaknesses. Crowdturfing systems ailarsion
crowd-sourcing systems like Amazon’s Mechanical Turkhvifite
exception that they accept tasks that are unethical oralllexnd
that they can utilize distributed infrastructures.

Distributed Architecture. Distributed crowdturfing systems
are organized around small instant message (IM) groupdingai
lists, or chat rooms hosted by grolgaders As illustrated in Fig-



ure 2a, leaders act as middlemen between agents and wakdrs,
organizes the workers.

The advantage of distributed crowdturfing systems is they th
are resistant to external threats, like law-enforcemendividual
forums and mailing lists are difficult to locate, and they bardis-
solved and reconstituted elsewhere at any time. Furthernsen-
sitive communications, such as payment transfers, oceyprivate
channels directly between leaders and workers, and thustae
observed by third parties.

However, there are two disadvantages to distributed systleat
limit their popularity. The first is lack of accountabilityDis-
tributed systems do not have robust reputation metricgiigaus-
tomers with little assurance that work will be performedsat-
torily, and workers with no guarantees of getting paid. Tae-s
ond disadvantage stems from the fragmented nature oftulistd
systems. Prospective workers must locate groups befoyectire
accept jobs, which acts as a barrier-of-entry for many uséws
test this, we located 14 crowdturfing groups in China hosted o
the popular Tencent QQ instant messaging network. Dedpée t
fact that these groups were well advertised on popular fertiney

on Chinese networks. Their popularity is explained by tlot flaat
China has both the world’s largest Internet population MBR5]

and a moderately low per-capita income$i3,200/year) [21]. Crowd-
turfing sites in China connect dodgy PR firms to a large onlses u
population willing to act as crowd-sourced labor, and hagerb
used to spread false rumors and advertising [4, 20, 5]. T3l
Jun” (water army), as it is commonly known, has emerged as a
force on the Chinese Internet that authorities are onlyriregg to
grapple with [9, 2].

This confluence of factors makes China an ideal place to study
crowdturfing. In this section, we measure and charactehizévio
largest crowdturfing websites in China: Zhubajie (ZBdubaj i e.
com) and Sandaha (SDKandaha. com). All data on these sites
are public, and we were able to gather all data on their ctenet
past tasks via periodic crawls of their campaign histories.

Zhubajie and Sandaha.  The first site we crawled is Zhubajie
(ZBJ), which is the largest crowd-sourcing website in Chida
shown in Table 1, ZBJ has been active for five years, and is well
established in the Chinese market. Customers post margyetiff
legitimate types of jobs to ZBJ, including requests for faeee

only hosted~2K total users. Over the course of several days of design and programming, as well as Mechanical Turk-stylerién

observation, each group only generated 28 messages pemday o

average, most of which was idle chatter. The conclusion we ca
draw from these measurements is that distributed crowdtusfys-
tems are not very successful at attracting workers. As wiestviw

in Section 3, centralized systems attract orders of mad@itnore
campaigns and workers.

Centralized Architecture. Centralized crowdturfing systems,
illustrated in Figure 2b, are instantiated as websites diractly
connect customers and workers. Much like Amazon’s Meclanic
Turk, customers post campaigns and offer rewards, whiléever
sign up to complete tasks and collect payments. Both custante
workers register bank information associated with the@oaats,
and all transactions are processed through the websitéraized
crowdturfing websites use reputation and punishment system
incentivize customer and workers to behave properly. Thaagy
role of the agent in centralized architectures is simply &ntain
the website, although they may also perform verificationuds-s
missions at the behest of customers.

The advantage of centralized crowdturfing systems is tlir s
plicity. There are a small number of these large, public webs
making them trivial to locate by customers and workers. @ént
ized software automates campaign management, paymernibalist
tion, and maintains per-worker reputation scores. Thestiffes
streamline centralized crowdturfing systems, and reducertain-
ties for all involved parties.

The disadvantage of centralized crowdturfing systems is the
susceptibility to scrutiny by third parties. Since theseélusites
allow anyone to sign up, they are easy targets for infiltratichich
may be problematic for crowdturfing sites that operate irallgg
grey-areas. On the other hand, this disadvantage madesibjpos
for us to crawl and analyze several large crowdturfing websit

3. CAMPAIGNS, TASKS, AND REVENUE

We begin our analysis of crowdturfing systems, by analyzieg t
volume of campaigns, tasks, users, and total revenue eddsy
the largest known systems. We first describe the represensys-
tems in our study along with our data gathering methodoldys.
then present detailed results addressing these questions.

3.1 Data Collection and General Statistics

While a number of crowdsurfing systems operate across thaiglo
Internet, the two largest and most representative systesrsoated

intelligence tasks.” However, there is a subsection of Z&lkd
“Internet Marketing” that is dedicated solely to crowdtodi ZBJ
also has an English-language version hosted in TeMatsrtar t .
com, but its crowdturfing subsection only has 3 campaigns te.dat
Unlike ZBJ, Sandaha (SDH) only provides crowdturfing sessjc
and is four years younger than ZBJ.

Crawling Methodology.  We crawled ZBJ and SDH in Septem-
ber, 2011 to gather data for this study. We crawled SDH inrits e
tirety, but only crawled the crowdturfing section of ZBJ. Baites
are structured similarly, starting with a main page thakdimo a
paginated list of campaigns, ordered reverse chronolthgi¢ach
campaign has its own page that gives pertinent informatitong
with links to another paginated list of completed submigsifsom
workers. All information on both sites is publicly availabland
neither site employs security measures to prevent crawling

Our crawler recorded details of all campaigns and submissio
on ZBJ and SDH. Campaigns are characterized by a description
start and end times, total number of tasks, total moneyahlailto
pay workers, whether the campaign is completed, and the eumb
of accepted and rejected submissions. It also includesisiéba
each submission entered by workers, including the worker-us
name and UID, a submission timestamp, one or more screenshot
and/or URLSs pointing to content generated by the worker zdited
marking the submission as either accepted or rejectedraftiw.

Both ZBJ and SDH make the complete history of campaigns
available on their sites, which enables the crawler to coltlata
dating back to each site’s inception. Table 1 lists the totathber
of campaigns on each site, as well as the percentage thatusere
able for our study. Data on some campaigns is incompleteulseca
the customer deleted them or made them private. Other datd co
be missing because either the campaign only provided piufiia-
mation €.g. no task count or price per task), or the campaign was
still ongoing at the time of our crawl. Incomplete campaignsy
account for 8% of the total on ZBJ and 12% on SDH, and thus have
little impact on our overall results. For clarity, we corivall cur-
rency values on ZBJ and SDH (Chinese Yuan) to US Dollars using
an exchange rate of 0.1543 to 1.

General Statistics.  Table 1 shows the high-level results from
our crawls. ZBJ is older and more well-established than SDH,
hence it has attracted more campaigns, workers, and moraey- C
paigns on both sites each include many individual tasks,taskl



Website Active Total Total Total Total Total Total Money Money for
Since Campaigns (%) Workers Tasks Submissions (%) Accepted (%)| Money for Workers ~ Website (%)
Zhubajie (ZBJ)| Nov. 2006 76K (92%) 169K  17.4M 6.3M (36%) 3.5M (56%)| $3.0M $2.4M $595K (20%)
Sandaha (SDH) March 2010| 3K (88%) 11K 1.1M 1.4M (130%) 751K (55%)| $161K $129K $32K (20%)
Table 1: General information for two large crowdturfing websites.
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Figure 3: Campaigns, dollars per month.  Figure 4: Tasks, submissions per camp. Figure 5: Submissions per worker.
count is almost three orders of magnitude greater than nuofbe Caggzig” Cg‘#]r;a?éns $/Camp.  $/Task '\é‘:gmﬁ
campaigns. The nL_me_er of sut_)mlssmns generated by wonkers i Account Reg.| 29,413 (39%) 571 3035 16%
response to tasks is highly variable: on ZBJ only 36% of tasks Forum Post | 17,753 (23%) $16 $0.27 19%
receive submissions, whereas on SDH 130% of tasks receive su | ZBJ | QQ Group | 12, 969 (17%) $15 $0.70 17%
missions i e. there is competition among workers to complete the M:CTOblog 4,061 (52/0) $12 $0.18 472/0
same tasks). Roughly 50% of all submissions are accepted. Blog Post | 3,067 (4 f) $12  $0.23 20%
i I than $4 million dollars have beenrgpe Forum Post 1,928 (5736) S48 20.19 0%
Most importantly, more _ _ pe QQGroup | 473 (14%) $48  $0.13  31%
on crowdturfing on ZBJ and SDH in the past five years. Both sites | spH Q&A 463 (14%) $47 $0.21 30%
take a 20% cut of campaign dollars as a fee, resulting in fsigni Blog Post 113 (3%) $49 $0.19 21%
icant profits for ZBJ, due to its high volume of campaigns. -Fur Microblog 93 (3%) $49  $0.27  42%

thermore, Figure 3 shows that the number of campaigns aal tot
money spent are growing exponentially. The younger SDH has a
growth trend that mirrors ZBJ, suggesting that it will reaainilar
levels of profitability within the next year. These trenddicate

the rising popularity of crowdsurfing systems, and foreshathe
potential impact these systems will have in the very neaméut

3.2 Campaigns, Tasks, and Workers

Figure 4 illustrates the high level breakdown of tasks ar@ su
missions on ZBJ and SDH. There are three lines correspording
each site: tasks per campaign, submissions per campaigracan
cepted submissions per campaign. Campaigns on ZBJ teng¢o ha
an order of magnitude fewer tasks than those on SDH. Although
both sites only accept50% of submissions, the overabundance

of submissions on SDH means that the number of accepted SUb'Worker Characteristics

missions closely tracks the required number of tasks, @sdpefor
campaigns with>100 tasks.

Campaign Types.  Crowdturfing campaigns on ZBJ and SDH
can be divided into several categories, with the five mosufaop
listed in Table 2. These five campaign types account for 888t of
campaigns on ZBJ, and 91% on SDH.

“Account registration” refers to the creation of user aguswon a
target website. Unlike what has been observed by prior wask [
these accounts are almost never used to automate the pafcess
spamming. Instead, customers request this service toebdlst
popularity of fledgling websites and online games, in ordenake
them appear well trafficked.

Four campaign types refer to spamming in specific contex@: Q
instant-message groups, forums, blogs, and microblegs Twit-
ter). Customers in China prefer to pay workers directly toege
ate content on popular websites, rather than purchasinguats
from workers and spamming through them. Note, that QQ and
forums represent a larger percentage of campaigns bedagise t
existence predates microblogs, which have only becomelg@opu

Table 2: The top five campaign types on ZBJ and SDH.

in China in the last year [25]. The last column of Table 2 shows
the average monthly growth in number of campaigns, and shows
that microblogs campaigns are growing faster than all a5
categories in both ZBJ and SDH. As the popularity of social ne
works and microblogs continues to grow, we expect to see more
campaigns targeting them.

Finally, “Q&A” involves posting and answering questions sm
cial Q&A sites like Quoraquor a. com). Workers are expected
to answer product-related questions in a biased manner,jnand
some cases post dummy questions that are immediately atwer
by other colluding workers.

We now focus our discussion on
the behavior of workers on crowdturfing websites. Figure@agh
that the total number of submissions per worker (includiothb
accepted and rejected submissions) varies across the mmrke
ulation, and even between ZBJ and SDH. Roughly 40% of SDH
workers only complete a single task, compared to 20% on ZBJ.
The average worker on both sites complete around 5-7 tasks ea

Figure 5 also reveals that a small percentage of extremelifipr
workers (especially on SDH) generate hundreds, even thdssa
of submissions. Figure 6 plots the percentage of submissiom
top workers ordered from most to least prolific. The disttiitu
is highly skewed in favor of these career crowdturfers, who a
responsible for generatirg75% of submissions.

We now examine the temporal aspects of worker behavior. Fig-
ure 7 plots the time difference between a campaign gettistedo
online, and the first submission from a worker. On SDH, 50% of
campaigns become active within 24 hours, whereas on ZBh (wit
its larger worker population) 75% of campaigns become aetithin
24 hours. However, some campaigns take significantly lotmer
ramp up: up to 15 days on ZBJ, and 30 days on SDH. As we discuss
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in Section 3.3, these slow moving campaigns have very speefi
quirements that cannot be met by the vast majority of workers

Figure 8 shows the correlation between time of day and number
of submissions on ZBJ and SDH. Most submissions happenglurin
the workday and in the evening. Slight drops around lunch and
dinner are also visible. This pattern confirms that subroissare
generated by human beings, and not automated bots.

3.3 Money

We now explore the monetary reward component of crowdturf-
ing systems. As is common on crowd-sourcing systems like Me-
chanical Turk, workers on ZBJ and SDH make a tiny fee for each
accepted submission. As shown in Figure 9, the vast majofity
workers on ZBJ and SDH earn $0.11 per submission, although
~20% of submissions command higher prices than this. Workers
must complete many submissions in order to earn substauayal
leading to the prolific submission habits of career crowfgtsrseen
in Figure 6. Note that this is a very different model from Iboa-
tasks systems like the recent Freelancer study [24].

The total amount of money earned by most workers on ZBJ and
SDH is very small. As illustrated in Figure 10, close to 70% of
workers earn less than $1 for their efforts. The remainini 20
workers earn between $1 and $100, making crowdturfing a poten
tially rewarding part-time job to supplement their corednme. For
a very small group of workers (0.4%), crowdturfing is a fithe
job, earning rewards in the $1,000 dollar range. Not suimgig,
the distribution of monetary rewards matches this distiiou As
seen in Figure 11, the top 5% of workers take home 80% of the
proceeds on ZBJ and SDH. Clearly, a hard-core contingena-of ¢
reer crowdturfers is taking the bulk of the reward money higkly
completing many submissions.

Task Pricing. The goal and budget of each crowdturfing cam-
paign affects the number and price of tasks in that campdigys.
ure 12 plots the correlation between the number of tasks ana c
paign, versus the price per submission the customer isngitid
pay. The vast majority of campaigns with 1K-10K tasks catl fo
generating numerous “tweets” on microblog sites. We examin
these tasks in more detail in Section 4.

Although the vast majority of campaigns call for many taskw
low price per submission, Figure 12 reveals that there is alsm

Total Money per Worker ($)

Figure 10: Money per worker.
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Figure 11: Money earned by top workers.

minority of well paying tasks. In many cases, these camaign
only include a single task that can earn an accepted sulumissi
>$100 dollars. We examined the 158 outlying tasks that earned
>$10 and determined that they include a large range of veangér
campaigns, some prominent examples include:

e Pyramid SchemesWorkers recruit their friends into a pyra-
mid scheme to receive a large payment.

e Commissioned SalesWorkers sell products in order to re-
ceive a percentage of the sales.

e Dating Sites: Workers crawl OSNs and clone the profiles of
attractive men and women onto a dating site.

e Power-Users: These tasks call for a single worker who owns
a powerful social network account, well-read blog, or works
for a news service to generate a story endorsing the customer

4. CROWDTURFING ON MICROBLOGS

In this section, we study the broader impact of crowdturfigg b
measuring the spread of crowdturf content on microbloggites.
We gather data from Sina Weibo, the most popular microbluggi
social network in China that has the same look and feel agéwit
We study Weibo for two reasons. First, as shown in Table 2, mi-
croblogging sites and Weibo in particular are very popudagéts
for crowdturfing campaigns. Second, the vast majority afiinfa-
tion on Weibo {.e. “tweets” and user profile information) is public,
making it an ideal target for measurement and analysis.

We begin by introducing Weibo and our data collection method
ology. Next, we examine properties of crowdturfing taskswaorck-
ers on Weibo. Finally, we gauge the success of campaignssacro
the social network by analyzing the spread of crowdturfingeot.

4.1 Weibo Background and Data Collection

Founded in August 2009, Sina Weibo is the most popular mi-
croblogging social network in China, with more than 250 ioil
users as of October 2011 [1]. Weibo has functionality ideadti
to Twitter: users generate 140 character “tweets,” whiah loa
replied to and “retweeted” by other users. Users may alsatere
directed relationships with other usersfojlowing them.

We focus our study of Weibo campaigns from ZBJ, because ZBJ
has the most microblogging campaigns by far. Of the 4,061 mi-
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Figure 15: Follow rates for Weibo users.

croblogging campaigns on ZBJ, 3,145 target Weibo. As shawn i
Figure 13, the number of Weibo campaigns on ZBJ mirrors Weibo
rapid growth in popularity in 2011.

The goal of crowdturfing campaigns on Weibo is to increase the
customer’s reach, and to spread their sponsored messagglhr
out the social network. These goals lead to three task tyipes:
per tweet,” “pay per retweet,” and “purchasing followersThe
most common task type is retweeting, in which the customstspo
a tweet and then pays workers to retweet it. Alternativelys-c
tomers may pay workers to generate their own tweets, ladén wi
specific keywords and URLS, or to have their accounts follog t
customer’s for future messages.

To increase the power of their campaigns, customers prefige-w
ers who use realistic, well-maintained Weibo accounts topete
tasks. Customers may not accept submissions from poortyuali
e.g.easily detected or banned, Sybil accounts. Converselkersr
who control popular accounts with many followers can earmemo
per task than worker accounts with average popularity.

Data Collection. Understanding the spread of crowdturfing
content on Weibo requires identifyirigformation cascadeflL9].
Each cascade is characterized byaaigin postthat initiates the
cascade, and retweets that further propagate the infamatlas-
cades form a directed tree with the origin post at the rootrdmd-
turfing cascadegshe origin post is always generated by a customer
or a worker, but retweets can be attributed to workers anchabr
Weibo users. Each campaign is a forest of cascade trees.

We crawled Weibo in early September, 2011 to gather datason th
spread of crowdturf content. The crawler was initially ssdith

Messages per Campaign

Figure 16: Messages per campaign.

Maximum Crowdturf Cascade Depth
Figure 17: Crowdturfing cascades.

Overall, our crawler collected 2,869 campaigns involvingg8D
customers. These campaigns received submissions fromthzore
12,000 Weibo accounts, and reached more than 463,000 ndwwo
users. Among these, 2% of worker accounts were inaccessible
and were presumably banned by Weibo for spamming. 0.08% of
the non-worker user accounts were inaccessible, and dbroes
accounts remained active. “Pay per tweet” campaigns fadia
25,000 cascades, while “pay per retweet” campaigns trége000
cascades. We ignore “purchase followers” campaigns, shme
do not generate crowdturfing cascades.

To get a baseline understanding of normal Weibo user acsepunt
we performed a snowball crawl of Weibo'’s social graph in ®eto
2011. The resultis profile data for 6 million “normal” Weibsars.

4.2 Weibo Account Analysis

We begin by examining and comparing the characteristics of
Weibo accounts controlled by workers and customers to thbse
normal Weibo users. As shown in Figure 14, the number of ac-
counts controlled by each worker follows the same trend &s su
missions per worker. This is intuitive: workers need mugtipc-
counts in order to make multiple submissions to a single eagmp
Hence, professional crowdturfers who generate many sgions
need to control a commensurate humber of accounts. In dbsolu
terms, we observe 14,151 accounts controlled by 5,364 ZBi&d-wo
ers. The top 1% of workers each contel00 accounts, but the
average worker controls onky6 accounts.

Comparison to Normal Accounts. ~ We now compare charac-
teristics of worker’s and customer’s accounts to normafsisé/e

URLs that matched campaigns already found on ZBJ, and usedfind that each account type tweets with the same frequencig Th

simple content analysis to determine if each worker subiorissas
an origin post or a retweet in order to differentiate betwgsy to
tweet” and “pay to retweet” tasks. In the latter case, theviea
fetched the origin post using information embedded in theeet.
Our crawler targets the mobile version of the Weibo site bsea

it lists all retweets of a given origin post on a single pagelud-
ing the full path of multi-hop retweets. The crawler recatdee
total number of tweets, followers, and users followed byhezser
involved in crowdturfing cascades. Unfortunately, Weibdyaii-
vulges the first 1K followers for each user, so we are unableliyp
reconstruct the social graph.

suggests that workers and customers are both careful netete o
whelm their followers with spam tweets.

Previous work on Sybil detection on OSNs showed fodow
rate is an effective metric for locating aberrant accounts [3A].
user’s follow rate is defined as the ratio of followers to sskil-
lowed. Sybils often attempt to gain followers by followingany
other users and hoping they reciprocate. Thus Sybils hdi@fo
rates<1, e.g.they follow more users than they have followers.

Figure 15 shows the follow rates for different Weibo account
types. Surprisingly, normal users have the lowest follotesa
Most worker accounts have follow rated, allowing them to eas-
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ily blend in. This may represent a conscious effort on the pfr Factors Impacting Campaign Success. We now take a look at

workers to make their Weibo accounts appear “normal” sottiegt factors that may affect the performance of crowdturfing aess.

will evade automatic Sybil detectors. Customers tend te Hak The high-level question we wish to answer is: are there fipeci

low rates>1. This makes sense, since customers tend to be com-ways to improve the probability that a campaign goeal?

mercial entities, and are thus net information dissemisatather The first factor we examine is the cost of the campaign. Fig-

than information consumers. ure 19 illustrates the number of messages generated by \G&ibvo
paigns versus their cost. The median line, around which tifle b

4.3 Information Dissemination on Weibo of campaigns are clustered, reveals a linear relationskiween

Much work has studied how to optimize information dissemina Money and messages. This result is intuitive: more moneg buy
tion on social networks. We analyze our data to evaluatee |~ MOre workers, who in turn generate more messages. Howeger, F
of success in crowdturfing cascades, and whether thereicefa ~ Ure 19 also reveals the presencevisdl campaigns, which we de-

that can predict the success of social crowdturfing campaign fine as campaigns that generate at least two times more nesssag
than their cost would predict. There are 723 viral campaggag-

Campaign Analysis. ~ We start by examining the number of  (ereq randomly throughout the upper portion of Figure 19isTh
messagegenerated by crowdturfing campaigns on Weibo. We de- ¢ ows that viral popularity is independent of campaign ketidg
fine a message as a single entry in a Weibo timeline. A twest fro We look at whether specific workers are better at generatiag v
a single user generatgsmessages, whergis their number of fol- - .3 mnaigns. We found that individual workers are not resiptas
lowers. The number of messages in a campaign is equaltothe nU ¢4, the success of viral campaigns. The only workers comsilst

ber of messages generated by the customer, workers, andany n jnyolved in viral campaigns are career crowdturfers, winate be
mal users who retweet the content. Total messages per a@mpai olved inall campaigns, viral or not.

represents an upper bound on thelience sizef that campaign. Surprisingly, a small number of customers exhibit a coesist
Since we have an incomplete view of the Weibo social graph, we gpjjity to start viral campaigns. Figure 20 plots the totafmber
cannot quantify the number of duplicate messages per user. of campaigns started by each customer vs. the number that wen

Figure 16 shows the CDF of messages generated by Weibo cam-;;ry) ‘for all customers who started at least 1 viral campaighe
paigns. S50% of campaigns generai@46K messages, and 8% a5t majority of customers initiate3 campaigns, which makes it
manage to breach the 1M-message milestone. As expectekh, Wor itticylt to claim correlation when one or more go viral. Hoxee,
ers are responsible for the vast majority of messageshere are  hq 20 customers (1.5%) in the highlighted region do irétasig-
very few retweets. Considering the low cost of these cammsaig  pjificant number of campaigns, and they go virdi0% of the time.
however, these raw numbers are nonetheless impressive. Since many of these customers do not actively participatbeit

Next, we want to examine the depth of crowdturfing cascades. 5, campaigns, this suggests that campaigns go viral bethaeis
Figure 17 plots the depth of cascades measured as the héight ocontent is of interest to Weibo users, perhaps because thaga
each information cascade tree. Pay-per-tweet campaigneeay lated to customers such as well-known actors or performers.
shallow,i.e. worker’s tweets are rarely retweeted by normal users.

In contrast, pay-per-retweet campaigns are more suct¢egsfn- 5. ACTIVE EXPERIMENTS

gaging normal users: 50% reach depth®, i.e. they include at )
least one retweet from a normal user. One possible exptanati
for the success of pay per retweet is that normal users mag pla - c ; !
greater trust in information that is retweeted from a populss- a number of benign advertising campaigns on different qiaté
tomer, rather than content authored by random worker a¢soun and subjects. By redirecting the click traffic througmneasure.-

Next, we examine the temporal dynamics of crowdturfing cam- ment servemunder our control_, we are able to analyz_e the clicks
paigns. Figure 18 shows the number of messages generated pepf Workers and of users receiving crowdturf content in réak.
hour after each campaign is initiated. The “all” line is aged We begin by describing our experimental setup before mowimg
across all campaigns, while the top- and bottom-25% linesgo to ourflndlngs,_and c_onclude with a discussion of practiessbns
on the largest and smallest campaigns (in terms of total agess. we learned during this process.

Most messages are generated during a campaigns’ first hokir (1 5.1 Experimental Setup

on average), which is bolstered by the high-degree of cumteom

(who tend to be super-nodes), and the quick responses adrcare Methodology.  Figure 21 depicts the procedure we use to collect
crowdturfers (see Figure 7). However, by the end of the fiast d  real-time data on crowdturfing clicks. The process beginsnhe

the message rate drops 461K per hour. There is a two order  post a new campaign to ZBJ that contains a brief descriptitimeo

of magnitude difference between the effectiveness of theaad tasks, along with a URL (“Task Info” in Figure 21) that workeran
bottom-25% campaigns, although they both follow the sarefffa click on to find details and to perform the tasks. The taskildeta
trend after day 1. page is hosted on our measurement server, and thus any worker

Our next step to understanding crowdsurfing systems ingave
look from the perspective of a paying customer on ZBJ. Wexitat
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Figure 21: Crowdturfing data collection.  Figure 22: Response time of ZBJ workers. Figure 23: Long campaign characteristics.

who wants to accept our tasks must first visit our server, her Each campaign type had additional, variable requiremefas.
we collect their informationi(e. IP, timestamp, etc). Referring  Maldives and Raffle campaigns, the price per task was set15680
workers to task details on external sites is a common pecic meaning 100 submissions would be accepted. However, tbe pri
ZBJ, and does not raise suspicion among workers. for iPhone4S tasks was doubled to $0.308 with an expectafion
Workers that accept our tasks are directed to post spam gesssa 50 submissions. iPhone 4S tasks were more challenging for tw
that advertise real online stores to one of three target aréty reasons. On Weibo, workers were required to tweet usinguatso
Weibo, QQ instant message groups, and discussion forums. Th with at least 3,000 followers. On QQ, workers needed to spemn t
posted messages urge normal users to click embedded liviisst ( groups instead of one. Finally, on forums, the list of acablat
my store!” in Figure 21) that take them to our measurememneser  sites was reduced to only include the most popular forums.
The measurement server records some user data beforeatransp
ently redirecting them to the real online store. 5.2 Results and Analysis
We took care to preserve the integrity of our experimentaise . . '
Because some Chri)nese Internet us?erg have Iimi?ed accesﬂgsto w Table 3 lists .the high level resul@s of from our (zrowdturflraagr,!:-
paigns, including 9 short campaigns and the “OceanPark™cam

sites hosted outside of mainland China, we placed our measur . ° . o .
paign. Seven of the short campaigns received sufficient sdbm

ment server in China, and only advertised legitimate Clanes sions, and six were completed within a few hours (Time column
commerce sites. In addition, we also identified many seaneh e L | K tinued submitting t . ;.
gines and bots generating clicks on our links, and filteredtiout Interestingly, V\ﬁor fr_s continued submitling to campaignsn a
before analyzing our logs. ter thfey were “full,” in the hopeg that earlier submissionsuld

be rejected, and they would claim the reward. In total, thertsh
Campaign Details.  Inorder to experiment with a variety oftop-  campaigns garnered 894 submissions from 224 distinct warke
ics and venues, we posted nine total campaigns to ZBJ in ©ctob  Figure 22 shows the response times of workers for campaigns

2011. As shown in Table 3, we created three different adsindi targeting different networks. We aggregate the data acass
campaignsiPhone4SMaldives andRafflg, and targeted each at  paign types rather than networks because workers’ abdityom-
three distinct networks. We discuss a fourth campa@peanPark plete tasks is based on the number of accounts they contesan
later in the section. network. More than 80% of submissions are generated within a

The first campaign promotes an unofficial iPhone dealer who im  hour for Weibo and forum campaigns, and within six hours fg.Q
ports iPhones from North America and sells them in China. We  The “Msgs” column lists the number ofiessagegenerated by

launched this campaign on October 4, 2011, immediately Afte each campaign. For Weibo campaigns, we calculate messages u
ple officially unveiled the iPhone 4S. In the task requiretagwe ing the same methodology as in Section 4. For QQ campaigns,
required workers to post messages advertising a discoigetfpom messages are calculated as the number of users in all QQsgroup
the dealer on the iPhone 4S ($970). that received spam from our workers. We cannot estimatettire n

The second campaign tried to sell a tour package to the Maddiv  ber of messages for forums because we do not know how many
(a popular tourist destination in China). The spam adwestE&s30% users browse these sites.
group-purchase discount offered by the seller that saveg $6 We can understand the effectiveness of different crowadigirfi
the total trip price ($1542 after discount). The third cargpaells strategies by comparing the number of messages generatee to
users about an online raffle hosted by a car company. Anyarid co  number of clicks (responses by normal users, “Clicks” caitim
participate in the raffle for free, and the prizes were 200gaiel Table 3). We see that QQ campaigns are the most effective, and
calling cards worth $4.63 each. generate more clicks than Weibo campaigns despite gengatly

All campaigns shared the same set of baseline requirenfeats.  1/5 as many messages as Weibo. One possible reason is that QQ
campaign had a budget of $15 on each target network, and 1gorke messages pop-up directly on users’ desktops, leading te views
had a time limit of 7 days to perform tasks. The desired number and clicks. Tweets on Weibo, on the other hand, are not asiiea
of tasks was set to either 50 or 100, depending on the campaignand may get lost in the flood of tweets in each user’s timelfe.

type. Submissions were not accepted if the content gemkbgttne rums perform the worst of the three, most likely because asio
worker was deleted by spam detection systems within 24 hafurs  popular forums are diligent about deleting spammy posts.
creation. These baseline requirements closely match thecesd Finally, we try to detect the presence of Sybil accounts (iplel
norms for campaigns on ZBJ (see Figure 4 and Table 2). accounts controlled by one user) on crowdturfing sites. @alu

We applied additional requirements for campaigns on specifi “w/IP” in Table 3 compares the number of distinct workeFg'Y
networks. For campaigns on the QQ instant messaging network to the number of distinct IPSI) that click on the “Task Info”
workers were required to generate content in groups withra&-mi  |ink (see Figure 21) in each campaignJ#>1 P, then not all ZBJ
mum of 300 members. For campaigns on user discussion forums,workers clicked the link to read the instructions. This sesjg that
workers were only allowed to post content on a predefinecbfist  multiple ZBJ worker accounts are controlled by a single ustp
forums that receive at least 1,000 hits per day. viewed the instructions once before completing tasks frarttipie



Campaign | Network | Subm Time Msgs. Clicks W/IP . Cam- % Crowd- $ per
Webo | 47  45min 197K 204 2/4/54 Website paigns  turfing  12%S Subm.
iPhone4S QQ 41 6hr 35K 244 34/36 Amazon Turk (US) 41K 12% 2.9M  $0.092]
Forums 71 3day N/A 43 40/22 ShortTask (US) 30K 95% 527K  $0.096
Weibo 108 3h 220K 28 35/30 MinuteWorkers (US)| 710 70% 10K  $0.241
Maldives QQ 118 4h 46K 187 24/29 MyEasyTask (US) 166 83% 4K $0.149
Forums 123 4h N/A 3 18/11 Microworkers (US) 267 89% 84K  $0.175
Weibo 131 2h 311K 47 67/38 Paisalive (India) 107 N/A N/A $0.01
Raffle Q0 131 6day 60K 78  29/33
Forums | 124  1day  N/A 0 28/9 Table 4: Details of U.S. and Indian crowd-sourcing sites. Data encom
[ OceanPark] Weibo | 204  4day 369K 63 204/99 passes one month of campaigns, except ShortTask which is oymar.

Table 3: Results from our crowdturfing campaigns.

accounts. Our results show tH&t> I P for 66% of our campaigns.
Thus, not only do crowdturfers utilize multiple accountstarget
websites to complete tasks (Figure 14), but they also haveyheu
accounts on crowdturfing sites themselves.

Long Campaigns. The campaigns we have analyzed thus far
all required<100 tasks, and many were completed within about
an hour by workers (see Figure 22). These short campaigos fav
career crowdturfers, who control many accounts on targbsites
and move rapidly to generate submissions.

To observe the actions of less prolific workers, we experteten
with a longer campaign that required 300 tasks. This canpaig
cluded an additional restriction to limit career crowdeus: each
ZBJ worker account could only submit once. The goal of the-cam
paign was to advertise discount tickets to an ocean-themedex
ment park in Hong Kong on Weibo. This campaign is listed as
OceanParkn Table 3.

turfing systems in the U.S. and India. Additional crawls asstdd
by us, as well as prior work from other researchers, dematestr
that crowdturfing systems in the U.S. are very active, andape
ported by an international workforce.

Mechanical Turk. Although prior work has found that 41% of
tasks on Mechanical Turk were spam related in 2010 [15], ®a-m
surements indicate that this is no longer the case. We peefdr
hourly crawls of Mechanical Turk for one month in October 201
and used keyword analysis to classify tasks. As shown ineTébl
crowdturfing now only accounts for only 12% of campaigns.

Other U.S. Based Sites.  However, the drop in crowdturfing

on Mechanical Turk does not mean this problem has gone away.
Instead, crowdturfing has just shifted to alternative wielssi For
example, recent work has shown that 31% of the jobs on Fresian
over the last seven years were related to search engineipgtiom
(SEO), Sybil account creation, and spam [24]. Many SEO mtdu
are also available on eBay: trivial keyword searches turmapy

Figure 23 plots the number of worker submissions and clicks sellers offering bulk Facebook likes/fans and Twitterdalers.

from Weibo users over time for the OceanPark campaign. 3ust a

in previous experiments, the first 100 submissions werergésu:
within the first few hours. Clicks from users on the advedibeks
closely track worker submission patterns. Overall, 19hssbions

To confirm this finding, we crawled four U.S. based crowd-smg
sites that have been active since 2009. Since they do noidgrov
information on past tasks, we crawled MinuteWorkers, MyEas
Task, and Microworkers once a day during the month of October

were received on day one, 11 more on day two, and 2 final submis-2011. ShortTask does provide historical data for tasksggback

sions on day four, for a total of 204 submissions. This ingisahat
there are~200 active Weibo workers on ZBJ: if there were more,
they would have submitted to claim one of the 97 incompletkga
in our campaign.

Discussion.  Our real-world experiments demonstrate the fea-
sibility of crowd-sourced spamming. The iPhone4S and Makli
campaigns were able to generate 491 and 218 click-backse@es
tively) while only costing $45 each. Considering that thedRe
4S sells for $970 in China, and the Maldives tour packagescost
$1,542, just a single sale of either item would be more thagh
to recoup the entire crowdturfing fee. Thest per click(CPC) of
these campaigns are $0.21 and $0.09, respectively, whitioiie
expensive than observed CPC rates ($0.01) for traditiosalay
advertising on the web [30]. However, with improved tamgti
(i.e. omitting underperformers like forum spam) the costs coeld b
reduced, bringing CPC more in line with display advertising

Our Maldives campaign is a good indicator of the effectigne
of crowdturfing. The tour website listed 4 Maldives tripsdst 2
people in the month before our campaign. However, the day ou
Maldives campaign went live, 11 trips were sold to 2 peopiehé
month after our campaign, no additional trips were sold. [é/Avie
cannot be sure, it is likely that the 218 clicks from our caigpa
were responsible for these sales.

6. CROWDTURFING GOES GLOBAL

In previous sections, we focused on the crowdturfing market i
China. We now take a global view and survey the market for drow

one year, hence we only crawled them once. As shown in Table 4,
keyword classification reveals that between 70-95% of cénpa

on these sites are crowdturfing. We manually verified that¢he
maining campaigns were not malicious. The types of camgaign
these sites closely matches the types found on Freeldreethe
most prevalent campaign type is SEO [24].

Sites like ShortTask, Microworkers, and MyEasyTask fill two
needs in the underground market. First, they do not enfange a
restrictions against crowdturfing. This contrasts with keedcal
Turk, which actively enforces policies against spammy jffjs
Second, these sites enable a truly international workfbycsup-
porting a wide range of payment methods. Amazon requirek-wor
ers to have U.S. bank accounts, or to accept cheques in Indian
Rupees, and hence most “turkers” are located in the US (46.8%
and India (34%) [14]. However, alternative crowd-sourcsitgs
support payments through systems like Paypal and E-Golithwh
makes them accessible to non-U.S. and non-Indian workess. F
example, Microworkers come from Indonesia (18%), Bangihde

r (17%), Philippines (5%), and Romania (5%) [12]. Freelas@ee
also located in the United Kingdom and Pakistan [24].

Paisalive. We located one crowdturfing site in India called
Paisalive that takes globalization even further. As showiTa-
ble 4, Paisalive is very small and the wages are very low coetha
to other services. However, the interesting feature ofdfaesis
that it is e-mail based: workers sign up on the website, atet-af
wards all task requests and submissions are handled thesowgtil.
This design is geared towards enabling workers in rural |zdions
constrained by low-bandwidth, intermittent Internet cectivity.



7. RELATED WORK

Crowd-sourcing Research.

Micro Workers have also been thoroughly studied [12].
OSN Spam and Detection.

Since coming online in 2005,
Amazon’s Mechanical Turk has been scrutinized by the rekear
community. This includes studies of worker demographics [1
28], task pricing [7, 13], and even meta-studies on how toMise
chanical Turk to conduct user studies [18]. The charadiesi®f

Researchers have identified copi-

(3]
(4]
(5]
(6]

(7]

ous amounts of fake accounts and spam campaigns on large OSNs

like Facebook [8], Twitter [11, 32], and Renren [34]. Thewfo
ing threat posed by this malicious activity has spurred wibikt

(8]

aims to detect and stop OSN spam using machine learning tech-

niques [3, 33, 31]. This body of research has focused on zingly
and defending against the outward manifestations of OShspa
contrast, our work identifies some of the underlying systese

by attackers to generate spam and evade security measures.
Opinion Spam.

results, that crowdturfing is a growing, global threat onvtedb.

8. CONCLUSION

In this paper, we contribute to the growing pool of knowledge
about malicious crowd-sourcing systems. Our analysis ®fwo
largest crowdturfing sites in China reveals that $4 milliaflats

El
[10]

(11]

Spam that attempts to influence the opinions
and actions of normal people has become more prevalentémtrec
years [16]. Researchers have been working on detectingtaard ¢
acterizing fake product reviews [22, 17], fake comments ewa
sites [4], and astroturf political campaigns on Twitter J[27The
authors of [26] created a model to help classify deceptiveeves
generated by Mechanical Turk workers. These works reaffirm o

[12]

[13]
[14]
[15]
[16]
[17]

(18]

have already been spent on these two sites alone. The nuiber o

campaigns and dollars spent on ZBJ and SDH are growing exp

nentially, meaning that the problems associated with ctoxfidg
will continue to get worse in the future.

We measure the real-world ramifications of crowdturfing mklo
ing at spam dissemination on Weibo, and by becoming actise cu
tomers of ZBJ. Our results reveal the presence of careerderow

0. [19]
[20]
[21]

[22]

turfers that control thousands of accounts on OSNs, and geana

them carefully by hand. We find that these workers are capzble
generating large information cascades, while avoidingsdwirity

(23]
[24]

systems that are designed to catch automated spam. We also ob

serve that this spam is highly effective, driving hundretislicks
from normal users.

Finally, our survey of crowdturfing sites in the U.S. and else
where demonstrates the global nature of this problem. Wpser
lous crowd-sourcing sites, coupled with internationalrpant sys-
tems, have enabled a burgeoning crowdturfing market thgetsar
U.S. websites, fueled by a global workforce. As part of ongoi
work, we are exploring the design and quantifying the effeet

ness of both passive and active defenses against thesmsyste
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