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Abstract

Combating Attacks and Abuse in Large Online Communities

by

Gang Wang

Internet users today are connected more widely and ubigglifahan ever before. As
a result, various online communities are formed, rangiogfonline social networks (Face-
book, Twitter), to mobile communities (Foursquare, Waktegontent/interests based networks
(Wikipedia, Yelp, Quora). While users are benefiting from ¢ase of access to information
and social interactions, there is a growing concern forgiseicurity and privacy against vari-
ous attacks such as spam, phishing, malware infection amdiig theft.

Combating attacks and abuse in online communities is cliafign First, todays online
communities are increasingly dependent on users and esera@ted content. Securing online
systems demands a deep understanding of the complex anduofteedictable human behav-
iors. Second, online communities can easily have millionsv@n billions of users, which
requires the corresponding security mechanisms to beyhgglallable. Finally, cybercriminals
are constantly evolving to launch new types of attacks. Turther demands high robustness
of security defenses.

In this thesis, we take concrete steps towards measurirdgrstanding, and defending
against attacks and abuse in online communities. We bedmanseries of empirical mea-
surements to understand user behaviors in different oséngces and the unique security and
privacy challenges that users are facing with. This effoxtetrs a broad set of popular online
services including social networks for question and ansgdgQuora), anonymous social net-
works (Whisper), and crowdsourced mobile communities (Wakespite the differences of

specific online communities, our study provides a first loothair user activity patterns based

viii



on empirical data, and reveals the need for reliable meshanio curate user content, protect
privacy, and defend against emerging attacks.

Next, we turn our attention to attacks targeting online camities, with focus on spam
campaigns. While traditional spam is mostly generated byraated software, attackers today
start to introduce “human intelligence” to implement akiacT his is malicious crowdsourcing
(or crowdturfing) where a large group of real-users are orgaito carry out malicious cam-
paigns, such as writing fake reviews or spreading rumorsociasmedia. Using collective
human efforts, attackers can easily bypass many existifensges ¢.9, CAPTCHA). To un-
derstand the ecosystem of crowdturfing, we first use measuntsno examine their detailed
campaign organization, workers and revenue. Based on issigim empirical data, we de-
velop effective machine learning classifiers to detect dtowfing activities. In the meantime,
considering the adversarial nature of crowdturfing, we bls@ practical adversarial models
to simulate how attackers can evade or disrupt machineifepbased defenses.

To aid in this effort, we next explore using user behavior gisdio detect a wider range of
attacks. Instead of making assumptions about attackewvtmehaur idea is to model normal
user behaviors and capture (malicious) behaviors thateriatgéd from norm. In this way, we
can detect previously unknown attacks. Our behavior madeased on detailed clickstream
data, which are sequences of click events generated bywbersusing the service. We build a
similarity graph where each user is a node and the edges aybte@ by clickstream similarity.
By partitioning this graph, we obtain “clusters” of userstwgimilar behaviors. We then use
a small set of known good users to “color” these clusters flerdintiate the malicious ones.
This technique has been adopted by real-world social n&sM@enren and LinkedIn), and
already detected unexpected attacks. Finally, we extaokistdleam model to understanding
more-grained behaviors of attackers (and real users),ranking how user behavior changes
over time.

In summary, this thesis illustrates a data-driven appraacinderstanding and defending

iX



against attacks and abuse in online communities. Our mexasunts have revealed new insights
about how attackers are evolving to bypass existing sgcdeitenses today. In addition, our
data-driven systems provide new solutions for online sess/to gain a deep understanding of

their users, and defend them from emerging attacks and abuse
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Chapter 1

Introduction

Internet users today are connected more widely and ubigglitaghan ever before. As a result,
various online communities are formed ranging from onlioeia networks (Facebook, Twit-
ter, LinkedIn, Snapchat), to content/interests based camitres (Wikipedia, Yelp, Quora), to
mobile and location based networks (Foursquare, Waze)n®©obmmunities are gaining an
increasing popularity. As of the first quarter of 2016, thegdsst online social network Face-
book has reached 1.65 billion monthly active users [30] aniitdr's population has reached
310 million [34]. Even the much younger Snapchat is catchipgwith 100 million daily
users around the same time|[33]. Online communities noteae the process of information
seeking for users, but also enable more timely and intimatencunications among friends,
families and even strangers. Meanwhile, the massive cbiméhese online communities are
playing a significant role in users’ daily life and decisioaking, ranging from online restau-
rant reviews in Yelp, to recommendations of cruise lines npAdvisor, to financial advice in
SeekingAlpha and StockTwits.

Due to their significant influence, online communities haeedme attractive targets for
maliciousattacks including opinion manipulation on product reviews [11381114], polit-

ical lobbying campaigns [180], and massive distributiomw@licious content (social spam,
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Introduction Chapter 1

scam and malwares) [[7[7, 188, 206]. Meanwhipeivacy is also a growing concern in on-
line communities, as online services are aggressivelyeggging user personal information
such as real names, email addresses, phone numbers, aaldcsociections. Evidence has
shown that dedicated attackers can successfully de-anpaysers based on their online foot-
prints [158,15P]. In addition, with the rise of mobile comnities (Foursquare, Uber, Yik
Yak), online data is much more closely linked to users’ ptgisactivities. This renders even
stronger privacy implications since attackers may infeowhu are based on where you live
or work.

To put these security and privacy issues into context, wedwseribe the prevalent attacks

and abusive behaviors in online communities and discusshtakenges to address them.

Social Spam. A key advantage of spam within online communities is the érghvel of
“trust” among social friends. Such trust often gives ushesfalse sense of security making
them more likely to engage with the spam content passed friemds. Several studies have
shown that links embedded in social spam have a much higl&rtbrough rates than those in
email spam([88]. In addition, social spam is usually the fitep of more severe attacks such as
phishing or malware infections [77, 222]. When users clickl@enspam content, they are often
led to malicious websites that lure users to give away vaduaormation €.g. passwords) or

trigger drive-by download of malware exploits to comproeniseir computers [226].

Identity Theft. Today'’s online communities often put user information jpubly default
(e.g, full name, home address, birthday, location traces), whiekes it possible for attackers
to massively access the data via simple web crawling. Suohnration, once collected by
attackers, can be used to facilitate more damaging attécks, by-passing user’s “security
guestions” in online bankin@ [28], to manifesting highlystemized spear phishing emalls [32,
[29]. As of 2015, the FTC received over 490,000 consumer caimigl about identity theft,

representing a 47% increase over the prior year [31].
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Sybils.  For most attacks in online communitiesd, social spam, identity theft), attackers
often need to first control a large number of user accountanty out the attacks. While some
of these accounts are stolen from real usees Ccompromised accounts) via Botnet [6], many
more are massively created fake identities.(Sybils). Sybils are not uncommon in today’s
online services. As of 2015, Facebook has conservativéinated that there are at least 170
million Sybils on their service, counting for almost 10% bétFacebook populatioh [27].
Behind the massive Sybils and their attack activities is ta/gng marketplace for creating
fake accounts [207, 215]. Other than attacks describedeal®ybils have been used to create
fake impressions or perceived popularity in social meddj.[Eor example, during the last US
presidential election (2012), both candidates Mitt RommeyBarack Obama were spot to use

fake Twitter followers to boost their perceived populafity their campaigns [15, 14].

Cyberbullying.  Online communities are not only facing with challenges frexternal at-
tackers but also need to handle abusive behaviors from seas internally. One of the emerg-
ing issue is cyberbullying in online social networks, pautarly, as more and more under-aged
users (teenagers) are now using the services. Bullying b@isaare commonly found in tradi-
tional social media like Twittef [11], and recently get aagated in anonymous social networks
like Yik Yak, where people can post nasty messages aboutso#m®nymously [23]. Many
highschools have prohibited the usage of the service on gaf®4], which however cannot
stop the damage. San Clemente, California, a high school vessstwut down for a day after
an anonymous bomb threat was posted on Yik Yak [25].

Key Challenges. My work seeks to improve security and privacy in online comitias. To
do so, we need to first understand the key challenges we ang faith. Thefirst challenges is
to gain a deep understanding on the problems. Relying on ateocdpre-defined assumptions
about users or attackers often leads to impractical saisiti6or instance, earlier Sybil detec-

tion systems[[247, 246, 2117, 221, 58] all rely on the aggiom that Sybils would have
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difficulty in making friends with real users, and thus havdédriend with each other to form

tight-knit Sybil communities. However, recent measuretashow the opposite as real-world
Sybils can successfully befriend with real users and bletathe social graph [244], rendering
the proposed systems ineffective.

The secondchallenge is that attacker behaviors are constantly chgngdn one hand,
attackers would launch new attacks when new vulneralsilére identified. On the other hand,
as services providers deploy more advanced security defatiackers need to adapt in order to
survive. This creates a highly adversarial environmentalRy security defenses, the challenge
is not only to accurately detect existing attacks, but taiifg previously unknown attacks and
stay robust against adversarial adaptions of attackers.

Third, online communities not only face with external attacks &b internal abusive
behaviors of real users. Being able to understand real ubawvlmes and activity patterns is
critical to mitigate abuse. Today’s online communitiesltauge in terms of the user population
(e.g, in millions or even billions). For such a large populatibnman behaviors can be highly

diverse and often unpredictable, making this problem lyighkllenging.

Overview of My Work.  In this dissertation, we seek to address the above chaBenige
a data-driven approach. First, we want to gain a deep urahelisty on behaviors of both
real users and attackers in various online communitiesthaeasurements. We believe only
by collecting and analyzing real-world data can we truly enstind the security and privacy
challenges online communities are facing with. Seconcdedas our measurement results, we
then build data-driven systems for modeling user behaaads detecting malicious attacks.
Finally, we again use real-world data to evaluate the sygterformance and proactively test
prototypes in realistic settings.

We execute the above methodology in 7 highly related prejaetl collectively present the
results in this dissertation. We start with three measungisteidies to discuss the security and

privacy challenges faced by online communities with focogyjaality of user content [223],
4
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anonymity and abuse_[2R9], and location and user mobili&8]2Then in the second chapter,
we dive into the problem of social spam campaigns driven by Irternet userd [230] and
explore possible defense technigues [229]. Finally wedbddta-driven solutions to detect
previous unknown attacks [224] and use unsupervised mealebgpture and identity different
user behaviors in online communitiés [231]. In the folloginve give a briefly summary for

each of the chapters.

1.1 Measurements of Online Communities

In this chapter, we provide contexts for today’s online camities with focus on their user
activities and the security and privacy challenges theyfarig with. Based on large-scale
datasets collected from real-world online services, weigogtly examine how users behave
and how they interact with each other at both global netwevklland individual user level.
In addition, we take this chance to explore key questionarckgg security and privacy. For
example, how can online services with billions of usersaifely maintain high-quality user
generated content? How to preserve user privacy (anonymitife maintaining accountabil-
ity to constrain abusive behaviors? With the wide adoptibmobile devices, what are the
emerging challenges in preserving user security and privdtle helping users to interact

with the physical world efficiently?

Quality of User Content. First, we focus on Quora, one of the most successful social
guestion and answering (Q&A) networks, to understand ysrkechanisms to maintain high-
quality user generated content. Recently, a number of qureatid answer (Q&A) sites have
successfully built large growing knowledge repositorees;h driven by a wide range of ques-
tions and answers from its users community. While sites likkoo Answers have stalled and
begun to shrink, one site still going strong is Quora, a rig@ydowing service that augments
a regular Q&A system with social links between users. Despstsuccess, however, little is

5
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known about what drives Quora’s growth, and how it continieasonnect visitors and experts
to the right questions as it grows. We present results ofalddtanalysis of Quora using mea-
surements. In this thesis, we shed light on the impact ottkdiferent connection networks
(or graphs) inside Quora, a graph connecting topics to paesscial graph connecting users,
and a graph connecting related questions. Our results dtaivinéterogeneity in the user and
guestion graphs are significant contributors to the quatit@uora’s knowledge base. One
drives the attention and activity of users, and the othezatlirthem to a small set of popular

and interesting questions.

Anonymity and Abuse.  Second, we measure a popular anonymous social network Whis-
per to examine the trade-offs of anonymity of users and thewattability of users’ behaviors.
Social interactions and interpersonal communication maergone significant changes in re-
cent years. Increasing awareness of privacy issues antsestgrh as the Snowden disclosures
have led to the rapid growth of a new generation of anonymouamknetworks and messag-
ing applications. By removing traditional concepts of sgadeentities and social links, these
services encourage communication between strangers,llandusers to express themselves
without fear of bullying or retaliation. Despite milliong osers and billions of monthly page
views, there is little empirical analysis of how servicd®lWhisperhave changed the shape
and content of social interactions. In this thesis, we presesults of the first large-scale em-
pirical study of an anonymous social network, using a cote@emonth trace of the Whisper
network covering 24 million whispers written by more than dlion unique users. We seek to
understand how anonymity and the lack of social links affisetr behavior. We analyze Whis-
per from a number of perspectives, including the structdingser interactions in the absence
of persistent social links, user engagement and netwarkiséss over time, and content mod-
eration in a network with minimal user accountability. RHipawe identify and test an attack

that exposes Whisper users to detailed location tracking.
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Mobility and User Locations.  Finally, we analyze Waze as an example of location-based
crowdsourcing services to understand how manipulatingtiiee information can impact the
physical world. Waze is a mobile app of 50 millions users tatvides timely updates on
traffic, congestion, accidents and points of interest. Ia thesis, we demonstrate how lack
of strong location authentication allows creation of saifte+basedybil deviceghat expose
crowdsourced map systems to a variety of security and priadacks. Our experiments show
that a single Sybil device with limited resources can causet on Waze, reporting false
congestion and accidents and automatically rerouting wa#ic. More importantly, we de-
scribe techniques to generate Sybil devices at scalejmgesimies of virtual vehicles capable
of remotely tracking precise movements for large user patpris while avoiding detection.

Finally, we discuss possible solutions to mitigate thig#tr

1.2 Spam, Human Factors and Malicious Crowdsourcing

In the second chapter, we specifically focus on the genaratid distribution of malicious
content €.g.spam) in online communities and practical defense teclesiqwhile traditional
spam attacks are mostly generated by automated software,sophisticated attackers today
start to introduce “human intelligence” to their attackprgcess. Through extensive measure-
ments, we find strong evidence on the risingnalicious crowdsourcingervices where a large
number of real users are hired for pennies to perform malgaxtivities, such as writing fake
product reviews, creating fake social network accountd,spmeading rumors on social media.
The result is a large volume of malicious and misleading @sinflooding into today’s online
communities. Malicious crowdsourcing poses a significiiallenge to existing security sys-
tems €.g, CAPTCHA), which are initially designed to detect attacksirautomated software,
but become ineffective to real users. In this thesis, werdasour efforts in understanding and
defending against malicious crowdsourcing ¢awdturfing.

7
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Crowdturfing Measurements. Through measurements, we have found that malicious
crowdsourcing systems are rapidly growing in both user baddotal revenue. We use detailed
crawls to extract data about the size and operational steictf these crowdturfing systems.
We analyze details of campaigns offered and performed isetsées, and evaluate their end-
to-end effectiveness by running active, benign campaigmaioown. Finally, we study and
compare the source of workers on crowdturfing sites in dgifiecountries. Our results suggest
that campaigns on these systems are highly effective ahirgacisers, and their continuing

growth poses a concrete threat to online communities batheitUS and elsewhere.

Defense and Adversarial Attacks. We then explore practical defense against crowdturfing
activities. Recent work in security and systems has embrdezdse of machine learning
(ML) techniques for identifying misbehavice,g, email spam and fake (Sybil) users in social
networks. To begin with, we examine the possibility to buitdchine learning classifiers to
detect workers who perform crowdturfing tasks (on Weibo, €&enTwitter). We show that
traditional ML techniques are accurate (95%—99%).

However, ML models are derived frofixeddatasets, and must be periodically retrained. In
adversarial environments, attackers can adapt by modifyieir behavior or even sabotaging
ML models by polluting training data. In our context, we engally evaluate the “robust-
ness” of our classifier against a series of adversarialkattasing ground-truth data, including
simpleevasion attackévorkers modify their behavior) and powerfubisoning attackéwhere
administrators tamper with the training set). We find allred tested classifiers are vulnerable
to at least one of these adversarial attacks. Our analysisdes a detailed look at practical
adversarial attacks on ML models, and helps defenders méderied decisions in the design

and configuration of ML detectors.
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1.3 User Behavior Modeling for Security Defense

In the final chapter, we develop data-driven systems to captad understand (malicious)
user behaviors, as a practical solution to combat fake itikessiand abuse in online commu-
nities. We build a novel user behavior model based on cliekst tracesi.e., server-side
sequences of click events generated by users when theyiagethis online service. The core
of our proposal is the clickstream similarity graph, whides similarity distance between pairs
of clickstreams to capture user similarity. The result piEb clusters that capture users with
similar behavioral patterns. Based on this clickstream maode develop two practical sys-
tems: Thdfirst system is asemi-supervisedystem to detect malicious user accounts (Sybils).
We validate the system using ground-truth traces of 16,6@Dand Sybil users from Renren,
a large Chinese social network with 220M users. We demouesthait our system achieves
high detection accuracy with a minimal requirements of gabtruth inputs. Thesecondsys-
tem is anunsupervisedystem to capture more fine-grained user behavior. Instesidnply
performing binary classification on users (either malisi@u benign), this model identifies
natural clusters of different user behaviors, and autarallyi extracts key features to interpret
the captured behaviors. Applying this system to Renren anthanreal-world online social
network Whisper (100K users), we help service providers ¢éntifly unexpected user behav-
iors (malicious accounts in Renren, hostile chatters in Wérjspnd even predict users’ future
actions (dormant users in Whisper).

Both systems have received positive feedback from our indlsbllaborators including
Renren, LinkedIn and Whisper, after testing our prototypetheir internal clickstream data.
Following positive results, these companies have expdesseng interest in further experi-

mentation and possible internal deployment.
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1.4 Contributions

This dissertation makes two high-level contributions tpioving the security and privacy
in large online communities. First, my work demonstratesribed for conducting real-world
empirical measurements to understand the fundamentabpnstibefore designing any security
mechanisms. Our measurements have repeatedly led to finthiagcontradict common as-
sumptions made by either industrial service providers irpesearch work. We have demon-
strated the ineffectiveness of location fuzzing in anonyssocial networks, and the attacking
impact of Sybil devices due to the lack of reliable locatiothentications. In addition, we are
the first to systemically study the use of “human intelligghia social spam, and demonstrate
their effectiveness in circumventing existing securitycmenisms which assume attackers are
automated software.

Second, we have designed, implemented and evaluatedgadasicurity solutions for large
online communities. Whether it is the machine learning di@ss to detect crowdturfing work-
ers or the clickstream-based graph model to detect Syhbalents, we use real-world traces to
drive the system design with focus on practicality. As altesuany of our system prototypes
have been (or in the process to be) adopted by our industtggrarincluding LinkedIn, Ren-
ren, Whisper and Microsoft. This helps to transfer our regeafforts into real-world impact
by providing protections for millions of Internet users.

Moving forward, as online communities continue to growytlaee likely to receive even
more attentions from malicious parties. In particular,hatite fast development of personal
Internet devices ranging from wearables, to Internet-eoted vehicles, to smart houses, we
are very likely to have more online communities formed inrear future where new types of
user interaction and data exchange occur. With this prama#uing to shape the surface of
security and privacy, researchers should always expectttaeking strategies from attackers

and their evasions against our defense. This dissertagorodstrates a first step along this

10
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path: by combining inter-disciplinary tools such as measwents, graph analytics, machine
learning and human factor study, we bring clarity to the peois and develop practical systems

to better prepare users and online services to step up tleesgdurity game.
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Chapter 2

Understanding Online Communities via

Measurements

In this chapter, we seek to provide contexts for today’sranéommunities, their users’ activ-
ities and most importantly the security and privacy chaksthey are facing with. Our key
methodology is to conduagheasurementsBy collecting and analyzing large-scale datasets
from real-world online services, we empirically examineuuactivities in those systems and
answer the following key questions. First, how can onlin@ises with billions of users effec-
tively maintain high-quality user generated content? &dcbow to effectively preserve user
privacy (anonymity) while maintaining accountability torestrain abusive behaviors? Third,
with the widely-adopted mobile devices, what are the emgrghallenges in preserving user
security and privacy while helping users to interact wité finysical world more efficiently?

In the following, we present three empirical measuremesg caudies on selected services
to discuss the above questions that broadly cover qualitgef content, anonymity and abuse,
and location and user mobility. Through the three case esudur goal is to provide a deeper

understanding on the problem space and seek for possiblgtidims of solutions.

12
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2.1 Quality of User Content

2.1.1 Introduction

The Internet is a maelstrom of information, most of it real] anuch of it false. Efforts such
as Wikipedia have shown that collectively, Internet us@&sspss much knowledge on a wide
range of subjects, knowledge that can be collated and cutatéorm valuable information
repositories. In the last few years, community questiot-amswer (Q&A) sites have provided
a new way for users to crowdsource the search for specifidetttaformation, much of which
involves getting first-hand answers of specific questioosifdomain experts.

While these sites have exploded in popularity, their grovethd¢ome at a cost. For example,
the first and still largest of these sites, Yahoo Answershasvéng clear signs of stalling user
growth and stagnation, with traffic dropping 23% in a spanooir fmonths in 2011 [148]. In
addition, the Google Answers service launched in 2001 wasdy shut down by 2006. Why
is this the case? One of the prevailing opinions is that as gitow, a vast number of low-value
guestions overwhelm the system and make it extremely difffon users to find useful or
interesting content. For example, ridiculous questiordsamswers are so prevalent on Yahoo
Answers that a quick Google search for “Yahoo Answers Failih$ up more than 8 million
results, most of which are sites or blogs dedicated to doatingethem.

Bucking the trend thus far is Quora, an innovative Q&A sitehmatrapidly growing user
community that differs from its competitors by integratamgocial network into its basic struc-
ture. Various estimates of user growth include numbers asch50% growth in one month,
and nearly 900% growth in one year [148]. Despite its shatony (Quora exited beta status
in January 2010), Quora seems to have achieved where itsstibonp have failed,e. success-
fully drawing the participation of both a rapidly growingarspopulation and specific domain
experts that generate invaluable content in response &iigns. For example, founders of In-

stagram and Yelp answered questions about their comp&tegshen Fry and Ashton Kutcher
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answered questions about actors, and domain-specific esisarae from experts such as Navy
Seals sharpshooters and San Quentin inmates.

So how does Quora succeed in directing the attention of é@suse the appropriate content,
either to questions they are uniquely qualified to answeto @ntertaining or informative an-
swers of interest? This is a difficult question to answergiQuora’s own lack of transparency
on its inner workings. While it is public knowledge that Qudliiers from its competitors in
its use of social networks and real identities, few adddlatetails or quantitative measures are
known about its operations. A simple search on Quora abauitheorks produces numerous
unanswered questions about Quora’s size, mechanismsitlaihgs, and user behavior.

In the first part of this chapter, we perform a detailed meama@nt study of Quora, and
use our analyses to shed light on how its internal structtwagribute to its success. To high-
light key results, we use comparisons against Stack Overéigpular Q&A site without an

integrated social network. We seek to answer several kestigns:

e What role do traditional question topics play in focusingrustention? How much do
followers of a topic contribute to answering its questions?

e What impact do super users have on specific patterns of usatygCan they generate
and focus user attention on individual questions, thusngethem apart from questions
on related topics?

e Given the rapid growth of questions on question-and-answes, how does Quora help
users find the most interesting and valuable questions amid apammy or low-value

questions? What role do the “related questions” feature?play

2.1.2 Background: Quora

Quora is a question and answer site with a fully integratesiasmetwork connecting its

users. In this section, we introduce Quora, using Stackfloveas a basis for comparison. We

14
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then give details on the key Quora graph structures thatemmhifferent components together.
Specifically, we describe three types of graphs in Quora:cekgraph connecting users, a

user-topic following graph and a related question graph.

2.1.2.1 Quora and Stack Overflow

Quora. Quora is a question and answer site where users can ask amérangestions and
comment on or vote for existing answers. Unlike other Q&A&siwhere all users exist in a
global search space, Quora allows users to follow each aiferm a social network. Social
connections in Quora are directional like Twitter. A ugecan follow userB without explicit
permission, and’s actions (new questions, answers, comments and topidgppear inA’s
activity stream. We sayl is B’s followerand B is A’s followee In addition, users can follow
topicsthey are interested in, and receive updates on questionsrsuekrs under this topic.

Each Quora user haspofile that displays her bio information, previous questions and
answers, followed topics, and social connections (follmnand followees). Each user has a
“Top Stories” page, which displays updates on recent digts/and participated questions of
their friends (followees), as well as recent questions utigke topic they followed. A small
subset of registered users are chosen by Quoratevmversandadminsg and have the power
to flag or remove low quality answers and questions.

Finally, each Quora question has its own page, which indwdkst of its answers and a
list of related questions. Users can add new answers, antheamedit and vote on existing
answers.

Stack Overflow.  Stack Overflow is another successful Q&A site started in 208&ck
Overflow differs from Quora in two main aspects. First, wheora covers a broad range
of general topics, Stack Overflow focuses specifically on mater programming questions.

Second, users in Stack Overflow are fully independent witeoaial connections.
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Figure 2.1: Structure of questions, topics and users in Quora.

2.1.2.2 Graph Structures In Quora

The internal structure of question-and-answer sites den@ complex mix of questions,
answers, question topics, and users. We summarize thenslaips between different entities
in FigurelZ.1. Users can follow individual topics and othgers for news and events; questions
are connected to other “related” questions, and each gmestin be tagged with multiple
topics. Finally, for each question in the system, there iser who asked that question (the
aske), users who answered that questi@mgwerery and users who voted on an answer
(voters.

Quora’s internal structure is dominated by three graphtsattizas channels that guide user

interest and deliver information to users.

1. User-Topic Graph:Quora users follow different topics, and receive updatesiafues-
tions under topics they follow.

2. Social Graph:Quora users follow each other to form a Twitter-like sociamh. Users
receive newsfeed about questions their friends partiegit.

3. Question Graph:Each question has a list of related questions used by usérewse

related questions. The “related” relationship is cong@desymmetric.

We believe these three graphs are largely responsible idinguthe attention of Quora

users. In the following, we perform detailed analysis orséhgraphs to understand how they
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Website D_ata Totql Tot_al Total Total
Since | Questions Topics| Users| Answers

Stack Overflow| Jul. 2008| 3.45M 22K | 1.3M | 6.86M

Quora Oct. 2009, 437K 56K | 264K | 979K

Table 2.1: Data Summary.

impact user activities, especially how they help users redpa small subset of interesting

questions from the larger number of less interesting qoiestanswers.

2.1.3 Dataset and Preliminary Results

Before diving into main analytical results of our work, we e this section by first
describing our data gathering methodology and presentingegpreliminary results. Here we
describe the properties and limitations of our Quora andkS@verflow datasets. We also
analyze some high level metrics of the Quora data, whileguStack Overflow as a baseline

for comparison.

2.1.3.1 Data Collection

Our analysis relies on two key datasets. A publicly avadatdtaset periodically released
by Stack Overflow, and a dataset crawled from Quora that oentaultiple groups of data
on users, questions, topics and votes. We describe dethilezbThe basic statistics of both
datasets are shown in Tablel2.1.

Stack Overflow.  Stack Overflow periodically releases all of their data to phélic. Our
site trace was released in August 2012, and covers all gotimi Stack Overflow between July
2008 and July 2012.

Quora. We gathered our Quora dataset through web-based crawle®ethugust and
early September 2012. We tried to follow crawler-etiqudiéned in Quora’s obot s. t xt .

Limited portions of data were embedded in Ajax calls. We uBedWatir, an open-source
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Ruby library, to control a FireFox browser object, simulgtolicking and scrolling operations
to load the full page. We limited these crawls to 10 requsst®nd to minimize impact on
Quora.

Since Quora has no predefined topic structures for its questiguestions can have one
or more arbitrary topic “labels”), getting the full set of guestions is difficult. We followed
the advice from a Quora data scientist/[16] and start ourtgquresrawls using 120 randomly
selected questions roughly evenly distributed over 19 @htlost popular question topics. The
crawls follow a BFS pattern through the related questiorisliior each question. In total, we
obtained 437,000+ unique questions. Each question padaiesthe topics associated to the
guestion, a complete list of answers, and the answerersadeds\on each answer. As shown in
Table[2.1, this question-based crawl produced 56,000-+ueniopics, 979,000+ answers, and
264,000+ unique users who either asked or answered a questieoted on an answer.

Our biggest challenge is trying to understand how much ofthera dataset we were able
to gather. The simple answer is we don’t know, since therenarefficial quantitative mea-
sures about Quora available. But we found a post by a Quorawevi[13] that hinted the
qguestion ID (orgid) in Quora is sequentially assigned. Thus we can infer the taimber
of questions by inspecting the gid of the newly added questido validate this statement,
we performed several small experiments where we added &maEts of new (meaningful)
guestions to Quora. Each burst contains 10 new questiohsasemnds apart, and consistently
produced 10 sequential gid’s. We separated experimentslbgst 30 minutes, and observed
increments to the qid consistent with the expected numbeewfquestions in the gap between
experiments. Finally, we plotted gid values for all quassibound by our crawl and correlated
them with the estimated date of question creation. Thetietistussed below, provides further
support that this gid can be used as an estimate of totaligonesh the system. The largest
gid from our crawled questions is 761030, leading us to egtrthat Quora had roughly 760K

guestions at the time of our crawl, and our crawl covered hbu§8% of all questions. Note
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that not all questions remain on the site, as Quora activelgtes spam and redundant ques-
tions [18]. This estimate might provide an upper bound ofiaahumber of questions, and our
coverage of 58% would be a lower bound.

We also crawled the user profiles for users extracted frorordagled questions. Each user
profile contains 6 parts: the list of the user’s followerst bf users they follow (followees),
their previous answers, their previous questions, thdiovied topics and boards. Out of the
264K extracted users, we found that roughly 5000 (1.9%) lpofivere no longer available,

likely deleted either by Quora or the user.

Qid Over Time.  Assuming we are correct about the use of gid, we can plot amatst of
the growth of Quora (and Stack Overflow), by plotting gid agatime. Since Quora does not
show when a question is posted, we estimate the posting yntleettimestamp of its earliest
answer. For open questions with no answer, we infer the igumegbsting time based on the
latest activity timestamp on the question page. Since ngdtiie question does not update this
“latest activity” timestamp, this timestamp can estimaistpng time for unanswered questions.
We estimate the total number of questions in Quora for eaahtimay looking at the largest
gid of questions posted in that month. For Stack Overflow, we luséinestamp for questions
creation in the data trace.

We see in Figure 2|2 that Stack Overflow is an older site withengmestions than Quora.
We plot two lines for Quora, a black dashed line for the totahber of questions estimated
by gid, and the blue dashed line is the number of questions we alafnden each month.
Both lines increase smoothly without gaps, suggesting thar&did not reseqid in the past
and the questions we crawled are not biased to a certain #medp Our estimated number
of questions in Quora for June 2012 is 700K, which is conststath previously reported
estimates[[149]. As Quora continues to grow, it is clear tedping users easily identify and

find the most meaningful and valuable questions and answergtiowing challenge.
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Figure 2.2: Questions growth. Figure 2.3: # of Topics per question.
Topic in Quora # Of_ Topicin # Of.
Questions|| Stack Overflow| Questions
Startups 16.3K C# 333K
Survey Questions 10.3K Java 277K
Movies 9.7K PHP 257K
Medicine / Healthcare 9.3K Javascript 242K
Food 8.7K Android 211K
Facebook 7.4K jquery 207K
Music 5.5K iIPhone 143K
Google 5.4K C++ 139K
Psychology 5.2K ASP.net 132K
Startup Advice 5.2K .net 125K

Table 2.2: Top 10 topics based on number of questions.

2.1.3.2 Initial Analysis

Topics. Quora is a general Q&A site with a very broad range of topice. divserved 56K
topics in our dataset, which is twice more than that of Stag&r@ow, even though Quora is
smaller by question count. Talile .2 lists the top 10 topiitk most number of questions in
each site. In Quora, the top 10 includes topics in variouasairecluding technology, food, en-
tertainment, health, etc. “Startups” is the most popula which takes 3.7% of the questions.
While all topics in Stack Overflow are different, they are albated to programming. The most

popular topic is “C#,” which represents roughly 10% of all stiens.

Questions and Answers. In both systems, one question can have multiple topics.réig3

shows the number of topics per question. Stack Overflow rega minimum of 1 topic and
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Figure 2.4: # of User views per question. Figure 2.5: # of Answers per question.

a maximum of 5 topics per question, and the results are ewbsisibuted between 1 and 5.
Although Quora does not have such requirements, a maj@&6§ of questions have no more
than 5 topics. Very few<1%) of questions end up with more than 10 topics, which might b
an attempt to draw more attention to the question.

Next, we plot the distribution of views and answers per goasin Figure[2Z.# and Fig-
ure[2.5. We are surprised to find that the curves from Stackfldweand Quora are nearly
identical. Although 20% of questions in Quora remain unared (10% for Stack Overflow),
almost all questions got at least 1 user view. In additio® @3 questions end up with less
than 10 answers, and 20% of all Quora questions managedéatcolt answers. We use this
as a minimum threshold for our later analyses on social fa@n system performance.

Votes. In terms of votes, both Quora and Stack Overflow allow usergptmte and down-
vote answers. Quora makes visible the list of upvoters, m#shdownvoters. Downvotes
are processed and only contribute to determining the ondgwers appear in. Thus in our
analysis of Quora, we only refer to upvotes and disregardhdotes. In contrast, Stack Over-
flow anonymizes all voters and only displays the accumulatedber of votes, which can be
negative if an answer is poorly received.

Next, we look at how votes impact the order that answers agladied. Quora uses a
proprietary algorithm[9] to rank the answers, where besteams show on the top of the page.

In Stack Overflow, the question asker Gateptone of the answers as the best answer. First,
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Figure 2.6: Votes for the best answer vs.  Figure 2.7: Reasons for deleting questions

the average. in Stack Overflow.
we examine how well votes work to identify the “best answeété select questions with at
least 2 answers, 180K or 40% of all questions in Quora andV1Lat661% in Stack Overflow.
Figure[2.6 plots the ratio of the best answer’ votes over vieeage votes per answer under this
guestion. We call this as “best answer vote ratio.” Overadte count was very effective at
identifying the best answers, and the differences betweeitvio sites might be explained by
the more concrete (right or wrong) nature of Stack Overflayusstions compared to general
guestions on Quora. Surprisingly, some of the best ansveefes less votes than the average
answer. 5% of Quora questions ranked answers with fewertepwm top, likely due to other
features used by Quora’s ranking algorithm such as answepertation or downvotes. On
Stack Overflow, 7% of the answers chosen by the asker had iaves than average.
Content Moderation.  Finally, we note that both sites use crowdsourcing to mdderser-
generated content. Stack Overflow has administrators winegcflag unqualified questions
and close them [17]. Roughly 3% of all questions in Stack Owerthave been closed, and
Figure[Z.Y shows the reasons why they were closed. The topdmasons were “not-real,”
i.e. ambiguous, vague, incomplete, overly broad or rhetormatl] redundant questions. In
contrast, Quora relies on a total of 43 admins and 140 revegealosen from the user popu-
lation to flag low quality answers and redundant questio®s/20]. The number of flagged

or removed answers and questions is unknown. While it is ancidether these reviewers
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are responsible for keeping Quora largely free of fake apssal accounts (Sybils) [230, 244],
recent work has shown that human reviewers can be extrerffeltiee at detecting fake or
forged content[225].

Summary. Despite their different topics of interest, Quora and Stagkrflow share many
similarities in distribution of content and activity. A keybservation is that given the broad
and growing number of topics in Quora, identifying the mage¢resting and useful conteng.
separating the wheat from the chaff, is a very difficult pesbl Without built-in mechanisms
to lead users to useful content, the service will overwheders with the sheer volume of its
content, much like the Internet itself. This is the focusld# test of analysis, where we will
study different Quora mechanisms to understand which, yf aan keep the site useful by

consistently guiding users to valuable information.

2.1.4 The User-Topic Graph

Quora allows users to track specific fields by following theresponding topics, such as
“Startups,” “Facebook,” and “Technology.” This also ditlgcconnects users to questions (and
associated answers). A question, once created or updatied arnopic, will be pushed to the
newsfeeds of users who follow the topic. In this section, waleh the interaction between
Quora users and topics usingiser-topic graphand examine the impact of such interactions
on question answering and viewing activities. Specificallg seek to understand whether
there is a direct correlation between followers of a topid giews and answers to questions,

i.e. do highly-followed topics draw a large number of views andvaers to their questions?
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2.1.4.1 High-level Statistics

We first examine the number of topics followed by eachHJﬂéigurdZB shows the cumu-
lative distribution of the number of topics followed per usé/e make three key observations.
First, the large majority (95%) of users have followed asteatopic. This is because Quora
recommends topics during the sign-up process. Second,aQusers each tend to follow a
moderate number of topice,g. more than 50% of users followed at least 10 topics, but 97%
of users followed no more than 100 topics. Finally, a verylspation of users (27 or 0.01%)
followed more than 1000 topics. We manually checked theseswend found that they were
legitimate accounts, and come from various backgroundsasi€EOs, co-founders, bloggers,

students, and were all very active Quora users.

2.1.4.2 Impact on Question-related Activities

We now examine whether user interest towards certain tdq@oslates into higher level of
activities on questions related to those topics. We exathiaeorrelation between the number
of views or answers per question, and the number of followkesch topic. Since the number
of topics is large (35K), we bucketize topics based on thelbarmof followers in a log scale.

For example, topics with number of followers in the rafge 0] are in one bucket, and topics

The user-topic interaction is one-way where users canviottwltiple topics, but the relation is asymmetric,
i.e. topics do not follow users.
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with number of followers withiff10, 100] are in a second bucket. We have a total of 5 buckets.
In each bucket, we compute the number of views (answers) yestipn, averaged over the
topics and their questions.

Figure[Z2.9 shows the correlation results for both questiews and answers. We observe
a strong correlation: questions under topics with more¥aedrs tend to have a higher number
of average page views and answers. This is intuitive: wheseafollows a topic, all questions
under the topic and their updates show up on the user’s nedjsteus encouraging page views
and answers.

We verify this intuition by examining for each question thergentage of answers that
came from followers of the question’s topic(s). Unfortwetgtwe could not do the same for
guestion page views, because Quora only reveals the igentitsers who answer questions,
but not those who browse each question. We focus on questitthsome minimum number
of user interactionsX4 answers), which filters out all but 87K (20%) questions froor
dataset. Figure 2.10 plots the cumulative distributiorhefportion of answers contributed by
topic followers. Itis very close to a uniform distributionttvmean of 50%, except for roughly
13% of questions, for which none of the answers were prodhgéddllowers of the question’s
topic(s). At a high level, this suggests that topics arectiffe ways of guiding users towards
questions that are valuable and appealing to them.

Summary.  The user-topic interaction has considerable impact ontoureanswering ac-
tivities in Quora. Not surprisingly, questions under wiellowed topics generally draw more
answers and views. Following the right topics can introdusers to valuable questions and

answers, but is not the only way to access questions.

25



Understanding Online Communities via Measurements Chapter 2

» 100 ‘ ‘ ‘ ‘ 100
c
o L
7 80 R 10

o 1 L
3 60} %
S w0} o |
g 3 0.01 |
k20 1 0.001 | Followers

Followees «wwwun: :
o 0 1 1 1 1 00001 1 1 1 1 -
0 20 40 60 80 100 1 10 100 1000 10000 100000
% of Answers from Topic Followers (per Question) # of Followers and Followees

Figure 2.10: % of Answers added by the Figure 2.11: Degree distribution in social
followers of the question’s topics. graph.

2.1.5 The Social Graph

In addition to following topics of interest, Quora usersoalellow each other to form a
Twitter-like directed social graph. Questions that a ustract with are dissiminated to their
followers in the form of events in their newsfeed. Therefaial relationships clearly affect
Q&A activities, and serve as a mechanism to lead users t@pbdunformation.

In this section, we analyze the Quora social graph to unaletidhe interplay between user
social ties and Q&A activities. Specifically, we seek to aesthree key questions. First, what
triggers Quora users to form social ties? Second, does #@sepce of popular users correlate
with high quality questions or answers? That is, do questiaised by “super-users” with
many followers receive more and/or better answers from dkowers? Finally, do strong
social ties contribute to higher ratings on answers to ques? In other words, do questions

answered by super-users get more votes because of the singleemof their followers?

2.1.5.1 Social Ties

We begin by examining the follower and followee statisti€Quoiora users. Figure Z.111
plots the complementary cumulative distribution funct{@CDF) for both the incoming de-
gree (follower) and outgoing degree (followee). As expecthe degree distribution follows

the power-law distributiori [45]. Specifically, 23% of uséeve no followers and 23% do not
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follow anyone. The vast majority of users (99.6%) have lésst1000 followers, while 23
users have more than 10,000 followers. The exponentiaidifharametery for the incom-
ing degree distribution is 2.49 (with fitting error 0.01). i¥ls very close to that of Twitter
(«=2.28), but higher than that of Facebook and Orkuxt1.5) [236/ 151].

In our data set, 44,091 (17%) of all users have neither f@ahswor followees. For the rest,
6% of users have no followers, and 7% do not follow anyoneagsgnting the two extremes in
the FFRatio distribution. Overall, more than half (58%) dfielers have more followees than
followers. A very small portion (0.1%) have 100 times mor#diwers than followees. Not
surprisingly, these are mostly celebritiesy. editors, actors and CEOs.

Triggers of Social Ties. To understand how Quora’s social network functions, a basic
guestion of interest is how users choose their followeesoAding to a recent survey of Quora
users([174], they tend to follow users who they considerastng and knowledgeable. Thus
our hypothesis is that, outside of the small portion of celeds who get followers just by their
mere presence, the majority of Quora users attract follswgrcontributing a large number of
high-quality answers.

To validate our hypothesis, we examine the correlation betva user’s follower count and
the quantity and quality of her answers to questions. Wecqpmate the quality of an answer
by the number of votes received. We put users with the samd&euai answers (votes) into a
group and compute the average number of followers per useafth group. Figuie 2.1Pa plots
the correlation results, which confirm our hypothesis. Toreedation is particularly strong for

users with less than 100 followers, which account for 91%hefusers in our dataset.

2.1.5.2 Impact on Question Answering

Quora is unigue because it integrates an effective socisank (shown above) into a

tradition Q&A site. Thus it is important to understand hoveisbties affect Q&A activities.
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Specifically, we explore whether super users (or users wihyniollowers) draw more and
better answers from their followers. To answer this quesiie first examine for each question
the number of answers, and the portion of answers comingtinerasker’s followers. We then
measure the quality of answers based on votes and explordevtfellowers provide better
answers. We define “Super User” as top 5% of all users by fatewin our dataset, we have
12K super users, each with more 160 followers.

For questions in our dataset, the asker is not shown on trggiqng@age. Instead, we match
the originator of the question (the “asker”) to each questiased on user profiles. Each user’s
profile page contains a list of user’s previously asked dgorest Using this list, we managed
to find the askers for 285K (65%) questions in our questioast Since our analysis targets
user social activities in the question thread, we do notiden®pen questions and questions
that have not gained enough answers. We only consider qossiiith known askers and at

least 4 answers, which still leaves a large number of ques({f®9K) for our analysis.

Number of Answers. In Figure[2.b we have plotted the distribution of the numidears

swers received per question across all the questions. \@atrdps analysis for both questions
raised by super users and non-super users (regardlessrufrtiteer of answers received), and
found that they follow the same distribution (figure omitthee to the space limitations). This

shows that users do not get more answers for questions jungivayg more followers.
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Figure 2.13: % of Answers written by

asker's followers. Figure 2.14: Relative answer quality ratio.

Answers by Followers. Next, we examine for each question the portion of answers con
tributed by the asker’s followers. Figure 2113 plots the alative distribution across all the
guestions (marked as “All”), across the questions raiseduper users (“Super User”), and
across the questions raised by non-super users (“Normal”).

We make two key observations. First, a big portion of the iaes (68% for “All”) did not
receive answers from the asker’s followers. Even half ofghestions raised by super users
received no answers from their followers. This is likely &ese users who follow someone
tend to seek her (helpful) answers to questions, ratherlta@ang for questions to answer.
This also implies that if we build a Q&A sitsolely as a social networthat expects answers
only from friends (followers), most questions will remainanswered. Second, compared to
normal users, super users do draw more answers from thiwils, indicating a moderate
level of social influence on question answers.

We also compare the effectiveness of drawing answers usiciglgies to that of draw-
ing answers from following topics (discussed in Secfion4),1by comparing the results in
Figure[2.1B and Figurle 2.10. We see that in general, quasteneived more answers from
users who follow the associated topic(s). But neither chieagm@ears to be the primary way of

attracting answers, and both channels appear to complexaehntother in this process.

Answer Quality.  We now examine whether answers contributed by the askditsviers
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have better quality. Again we use the number of votes redeiveserve as an approximate
measure of the quality of an answer. For each question thveadirst compute the average
votes per answer for all the answérg, and for all the answers contributed by the asker’s
followers Vi giower. We defineR = Vf"}—” as the relative quality of the followers’ answers.
ThusR > 1 indicates that the followers’ answers are of higher quatitgeneral.

Figure[2.1# shows the cumulative distributionffwhere for more than 50% of the ques-
tions, answers from the followers were of higher quality] or 20% of the questions, answers
from the followers got more than 2 times the votes than awerabis result is consistent with

a recent survey study [154] on Q&A behaviors in Facebookgctvlsiuggests that close friends

have stronger motivation to contribute good answers.

2.1.5.3 Impact on Voting

Quora applies a voting system that leverages crowdsourffedseto promote good an-

swers. By positioning good answers at the top of the quespage, Quora allows users to
focus on valuable content. However, the social interactimmng Quora users could impact
voting in various ways. The key concern is users who have ralowers can get their fol-
lowers to vote for their answers, thus gaining an “unfairadage” over other users. In the
following, we study this issue in detail by exploring two kgyestions. First, do user votes
have a large impact on the ranking of answers in Quora? Secdnduper users get more
votes, and do these votes mainly come from their followers?
Votes and Ranking.  Quora has indicated that the number of votes is the key migtric
determine quality of answerls|[9]. In fact, our results inuf&2.6 show that more than 96% of
the best answers (ranked 1st by Quora) received more va@esatlerage. Thus our goal is to
explicitly examine how much the number of votes matters im@is ranking algorithm, and

whether social connections give user advantage to gain vaobes.
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Quora.

For each question thread, we start by ranking the answetsehyumber of votes received.
Answers with the most votes are ranked first. We then take ésednswer (ranked 1st) cho-
sen by Quora’s built-in algorithm and study their vote-ltasznking. Figuré 2,15 plots the
cumulative distribution of these best answers’ vote-baaalling. We see that for 85% of the
guestions, Quora’s best answers also ranked the highestds,\and for 96% of the questions,
the best answers from Quora are among the top-2 most votas.ré3ult confirms that the
number of votes is the dominating feature for selecting besivers. The same result also
implies that potential bias in the voting process could leagnfair ranking of answers, which

we study next.

Votes on Super Users. We repeat the above analysis on answers offered by super user
(most followed users). Results in Figure 2.15 show that f& 4 questions, super users’
answers received the highest votes, and for 60% of casesatisvers are among the top-2
most votes. This implies that regardless of the quality efrtnswers, super users can often
get more votes over other users.

To better understand the bias, we examine whether a largepof votes come from the
answerer’s followers. For this we gather answers to all testjons and group them by the
number of votes received. For each group of answers, we dentbe average percentage

of votes from the answerer’s followers. We also repeat timesprocess on answers offered
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by super users and those from non-super users. Higure 200& ¢he average percentage of
followers’ votes across different answer groups. We culitieeat the points where the num-
ber of votes reaches 100, which covers 99.9% of all answessé& tesults show that answers
contributed by super users do receive a large portion ofs@8-40%) from their followers,
which is significantly larger than normal useksl(0%). This shows that users with more fol-
lowers tend to get more votes from their followers, whichldaotroduce potential unfairness
in answer ranking. For example, an answer contributed bgraugers gets a much higher rank
even though the true quality of the answer is not high.

Summary. In Quora, users who contributed more and good answers tehdvi® more
followers. These well-connected users also gain advartagaving more friends (followers)

to answer their questions and upvote for their answers.

2.1.6 The Related Questions Graph

One of Quora’s core features is the ability to locate quastfoelated” to a given question.
This effectively creates eelated question graphwhere nodes represent questions, and links
represent a measure of similarity as determined by Quorarélated question graph provides
an easy way for users to browse through Quora’s repositoguestions with similarity as a
distance metric.

In this section, we extract the question graph from our @afasd seek to determine if the
structure of the graph plays a role in helping users to findjt@gstions. Intuitively, a similarity-
based question graph would produce large clusters of quasséround popular topics, with
less popular questions relegated to sparse regions of #pd giThus users following related

guestion links could encounter popular questions with adrigprobability.
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2.1.6.1 Impact of Degree in the Question Graph

We build the question graph by crawling and extracting eglajuestions links. By default,
Quora lists a fixed number (5) of related questions on eachtiqués main page. These are
deemed by Quora to be the most related to the question on thentypage. Since the “re-
lated” relationship is intuitively a bidirectional propgrthe question graph is a unweighted,
bidirectional graph.

Our final question graph has a total of 437K nodes and 1.6M=dlye plot the distribution
of question degree in Figure 2]17. Although each questityniwas at most 5 outgoing related
guestions, most questions have incoming connections fithier @uestions, and thus have a
total “related” degree greater than 5. However, there areg@éstions with degree less than
5. This is because some of their related questions were aotlen (questions deleted by
Quora) and thus are not included as nodes. 99% of the quss$tame degree less than 50. The
distribution shows a distinctive power-law shape, and wiverfit the question degree CCDF
to the power-law, we get am value of 3.5 with fitting error 0.048.

Next, we examine the connectivity of the question graph. question graph is dominated
by a single large connected component that covers 98% (48DK) questions. On closer
inspection, we see that the remaining 2% of the questiongitirer newer questions whose

related questions have not yet been computed, or they b&doegpteric topics with very few
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guestions and low user interest.

Stability. One concern we had about the question graph is whether ileste. does

it change on a frequent basis as new questions are added sydtean. We test the long-
term stability of the related question graph by compariregréiated question graph across two
snapshots. The first snapshot was taken in our primary merasmt period of August 2012.
We also took another snapshot in October 2012 (two montles tife first snapshot). When
we compared the related question set for each question isytem, we found that 60% of
all question had no changes in the time between our snapsimat80% of the questions have
only one new entry (out of five) in its related question lishu§ we can assume that the related
guestion list is relatively stable over moderate time p#sj@nd our snapshots are a reasonable

approximation for earlier versions of the question graph.

Question Degree vs. Attention.  On each question page, users can browse a series of
guestions via the related question edges. This leads toybethresis that a question with
higher question degree can receive more attentienmore user views, and potentially more
answers as a result.

We validate this hypothesis as follows. We first group allsiioms based on question de-
gree in the related question graph. Then we compute thegevatamber of answers and views
for questions in each group. We plot the results in Fiqur&.2The dashed line represents the
average number of user views across all questions with & giede degree, and the solid red
line represents the average number of answers received gyestions with a given degree.
There are clear trends in both cases. For questions witlehagygree (they are listed as being
related to more questions), they are accessible to usesslarger number of incoming links.
Hence these high degree questions receive both more page agwell as more answers.
The takeaway here is that questions with high degree in testmun-relation graph correlates

strongly to questions that receive more attention and arssfn@m users.
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2.1.6.2 Locating Similar Questions

In the question graph, questions on similar topics are etadttogether, while irrelevant
guestions are likely to be “related” to popular questionswug they are likely positioned in
sparser regions of the graph. In this subsection, we firstége the graph structure to identify
groups of similar questions. We then ask two key questioasimilar questions receive equal
attention from users? If not, what are the potential medmsithat drive users to certain

guestions while ignoring other similar questions?

Graph Clustering.  We first locate similar questions using the question grapbre\dpecifi-
cally, we want to generate question clusters where questutthin the cluster are more tightly
connected than those outside the cluster. This is a simieitte easily characterized by
modularity.

We formalize this problem as a graph partition problem, aselthe popular graph parti-
tioning tool METIS to perform a multilevel k-way partitiomy [121] on our question graph.
In this case, we predefing as the number of clusters we want to generate. We run the graph
partitioning algorithm, withK" equal to 100, 1000, 10,000 and 100,000. Whérs too big,
we end up with many small clusters after cutting many edgesth® other hand, wheR is
too small, we get a small number of big clusters which take amynquestions under related
topics, but are not truly similar. Since there is no good wagdt the ground-truth assessment
on how “similar” the questions are, we randomly sample 18tels from each run with differ-
ent K values, and manually inspect questions within each clugferfind that the best match
between semantic clusters and automatically detectetectusccurs wheik =10,000.

So we partition the graph into 10,000 clusters of similaesizlablé 2]3 shows an example
of one generated cluster. This cluster contains 43 questenmd all questions are related to
“Quora.” We also extract the topics of the questions in thistedr and rank the topics based on

how many questions they are associated with. The top 3 topitte cluster are listed in the
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ID Question Title
459576 What percentage of questions on Quora have no answers?
370857 Can | search Quora only for questions that have been answered?

45022 How many questions have been answered on Quora?

20195 What percentage of Quora questions receive at least one ghswe
17363 What percentage of questions on Quora are answerable?
13323 How many questions are on Quora, answered or not?

| Top Topics| Quora, Quora-Usage-Data-and-Analysis, Quora-product |

Table 2.3: A cluster of 43 questions, produced by graph partitioningtdfhehree tags covers
90% of the questions in the cluster.
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G=A/(A+B).

table. We see that the three topics are different but alledldn fact, the top three topics cover
90% of the questions in this cluster, which indicates a gdadter focused around a single
subject.
Cluster Analysis. Based on the generated clusters, we can now answer the high lev
guestion: do similar questions receive equal attention?algsver this question by assessing
the distribution of user views and answers between questiotihe same cluster. We choose to
usegini coefficienta uniformity metric commonly used to evaluate the equalitgistributions
in economics([67].

We explain how we compute gini coefficient for each questinister using Figuré 2.20.

As an example, the x-axis has the questions sorted by inogeaamber of views, and the y-
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axis represents the cumulative portion of the views. Sotinescrepresents y% of contribution
(of views) by the bottom x% of questions. By definition, thewauis always at or below the

dashed line which represents perfect equality of the Oigfion. Gini coefficient is defined

A

to quantify how close the curve is to the dashed lite:= 475,

where A and B represent
the corresponding areas above and below the curve. As e&lsarormalized to 100%, the
gini coefficientG is always within the range df), 1], whereG=0 means perfect equality or
uniformity (the dashed line in our example) afid1l means an extremely skewed distribution.

We compute the gini coefficient for the distribution of numbéviews (and answers) of
guestions in each cluster. As shown in Figure 2.19, the solide shows the gini coefficient of
number of views is highly skewed towards 1. More than 90% o$ters have gini coefficient
>0.4. This shows that the numbers of views are extremely umaw@ng similar questions
within each cluster. The same trend applies to answers eagast majority of clusters have
extremely skewed answer distributions. This means thatatgention is tightly focused on a
small portion of (valuable) questions within each clustesimilar questions.

Our results suggest that the structure of the related quregtaph €.g.question degree) is
at least partially responsible for focusing user attenéind answers on a small subset in each

cluster of related questions. Next, we ask whether supes yday a role in directing traffic

towards specific questions in each cluster of related questi

Super User Effect. We evaluate whether the skew in the distribution is causeslipgr user
effect. Intuitively, when a user adds new answers or upvexesing answers on a question,
that question will be pushed to all her followers. Thus supsers with more followers can
disseminate the question to a larger audience. We use the defimition of super users as
in previous analysis by taking the top 5% of most followedras&Ve measure the super user
effect by comparing the number of views (answers) of quastiovolving super users to other
guestions with no super user involvement. Among all 10008tefs, only 1 cluster has no

super user in any of its questions, and is not considereckiarialysis.
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Figure 2.21: Average # of views (answers) of super user quest®nsovmal user questions
in each cluster.

Figure[2.21 shows the scatter plot of average views (and ens$wf super user involved
questions and normal user questions in each cluster. TheX-are presented in ascending
order of the views (answers) of super user questions, tlusuper user question points form
a near-continuous line. We first compare the average nunileseo views in Figuré 2.21a. In
the vast majority of the clusters, the super user questians imore views than that of questions
with no super user involvement. There is only a small numibetusters (4%) where normal
user questions receive more user views then super useransest

Figurd2.21b compares the two type of questions with respesterage number of answers
per question. The result shows that super user involvedtiqneshave significantly more
answers than normal user questions. Compared to user viesh®ws a even stronger impact
of super users on drawing answers. In different clustepgrsuser questions have an average
number of answers ranging from 2 to 10, while questions witrsuper user involvement
almost always stays below 2 answers across clusters. Bothutier of user views and
answers can reflect how much attention each question recdite result shows choices made
by a small number of super users on questions usually affedbtus of attention for the whole
community.

In summary, we build the related question graph, and finditleat relatively stable struc-

ture even as new questions are constantly added to the syéteriind that high degree ques-
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tions generally receive more answers and views comparetheyso More specifically, the

spread of user views and answers within clusters of relategtepns is extremely skewed to-
wards a small subset of questions. This bias is likely ctebtethe structure of the question
graph, and enhanced by super users, as the questions tg@&gctwith receive additional views

and answers from their followers.

2.1.7 Summary of Results

Community question and answer sites provide a unique antlgivie service to its users.
Yet as these services grow, they face a common challengeepirge their content relevant,
and making it easy for users to “find the signal in the noise,find questions and content that
are interesting and valuable, while avoiding an increasoigme of less relevant content.

In this section, we use a data-driven study to analyze thadagf Quora’s internal mech-
anisms that address this challenge. We find that all thre&saftiernal graphs, a user-topic
follow graph, a user-to-user social graph, and a relatedtopregraph, serve complementary
roles in improving effective content discovery on Quora. Wi is difficult to prove causal
relationships, our data analysis shows strong correletiadionships between Quora’s internal
structures and user behavior. Our data suggests that théopsefollow graph generates user
interest in browsing and answering general questions,evthé related question graph helps
concentrate user attention on the most relevant topicslliinhe user-to-user social network
attracts views, and leverages social ties to encourags aottadditional high quality answers.
As Quora and its repository of data continues to grow in simraature, our results suggest

that these unique features will help Quora users contingeviituable and relevant content.
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2.2 Anonymity and Abuse

2.2.1 Introduction

Over the last decade, online social networks (OSNs) suchaaeshi®ok, LinkedIn, and
Twitter have revolutionized the way we communicate. By fdimwag our offline social re-
lationships into digital form, these networks have greattypanded our capacity for social
interactions, both in volume and frequency.

Yet the industry landscape is changing. Content posted oelbéak is now commonly
used to vet job candidates, support divorce litigation, tamthinate employees. In addition,
studies have observed a significant growth in privacy-segkehavior, even despite changes
in social networks to encourage broader information skyd208]. Finally, these trends have
only been accelerated by recent revelations following th@#len disclosures, with numerous
headlines reminding Internet users that their online biein&/under constant scrutiny by NSA
and other entities.

All these have contributed to the rapid rise of a new wave Bpy-preserving communi-
cation and social networking tools. These fast-growingises are pseudo-anonymous mes-
saging mobile application8napChatnade headlines for ensuring that photos self-destruct in
a few secondsyVhisperallows users to anonymously post their thoughts to a publiteace;
andSecretallows users to share content with friends without revegtireir own identity. This
is just the tip of the iceberg, as many similar services apppw up with increasing frequency,
e.g, Tinder, Yik-yak, and Wickr.

The anonymous nature of these communication tools has dratinstrong supporters as
well as vocal critics. Supporters believe that they prowdkiable outlets for whistleblow-
ers avoiding prosecution, and allow users to express tHeesswithout fear of bullying or
abusel[238, 237]. Critics argue that the lack of accountgiilithese networks enables and en-

courages negative discourse, including personal attétulests, and rumor spreading [42] 40].
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Yet all parties agree that these tools have had a dramatiadthgn how users interact and

communicate.

In this part of the chapter, we describe our experience amihfys in our effort to study
pseudo-anonymous social networks, through a detaileduresagnt and analysis ¥¥hisper
Whisper is a mobile app that allows users to post and reply bdiggmessages on top of an
image €.g.Internet memes), all using anonymous user identifiers. Véhidpes not associate
any personal identifiable information with user IDs, doetsarohive any user history, and does
not support persistent social links between users. Thesgrdehoices are the polar opposite
of those in networks such as Facebook. Yet they have made ¥ftosge of the most popular
new social networks, with more than 3 billion page views peanH. As our working dataset,
we captured 100% of the Whisper data stream for a 3-monthgstasting in February 2014,
including more than 24 million whispers and replies writtenmore than 1 million unique
users.

We focus our study on the net impact of anonymity in Whispemgared to traditional
social media with verified identities and social links. Givihe large differences between
Whisper and current leaders such as Facebook and Linkedianalysis can have significant
implications on future infrastructures for social netwsrissues of user privacy in messaging
networks, and our understanding of social behavior. Moneiggiely, our study also sheds light
on the long-term sustainability of anonymous communicatietworks, given the removal of
persistent social links, often considered key to the “stieks” of today’s networks.

Our analysis provides several key findings.

e First, we seek to understand user interactions in the abs#rsocial links. We build in-
teraction graphs and compare them with those of traditisoeil networks like Twitter
and Facebook. Not surprisingly, we find that user commuitiogtatterns show high dis-

persion, low clustering, significantly different from prigystems. Per user, we observe

2To our knowledge, there is no public data on Whisper user sount
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that “friends” are highly ephemeral, and strong, long-ténendships are rare.

e Second, our study of user activity over time shows that ateomstream of new users
contribute significantly to content generation, and usdtsdate clearly into short-lived
(1-2 days) and long-term users. We demonstrate that usensecaccurately classified
into either group by applying ML techniques to only 1 weekurth of activity history.

e Third, we study the question of abusive content throughyaisbf “deleted whispers.”
We show that most deleted whispers focus on adult contedty\dmsper’s moderation
team usually deletes offensive whispers within a short tfter initial posting.

¢ Finally, we identified a significant attack that exposeseniriVhisper users to detailed
location tracking. We describe the attack in detail and oypeements. Note that we
have already notified Whisper of this vulnerability, and tlaeg taking active steps to

mitigate the problem.

2.2.2 Background: Whisper Network

In this section, we briefly describe background informatatrout the Whisper network,

followed by a high level summary of the goals of our study.

2.2.2.1 The Whisper Network

Whisper.shs a two-year old smartphone app that has become a leaderaw avave of
pseudo-anonymous messaging and social communicatiosegrincludingSnapchatSecret
Tinder, Yik-yak EtherandWickr. While detailed functionality may vary, these services gen-
erally provide ways for users to make statements, sharetsemr gossip, all while remaining
anonymous and untrackable.

As a mobile-only service, Whisper allows users to send messagceive replies using

anonymous nicknames. It has grown tremendously in popyisince launching in 2012, and
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averages more than 3 billion monthly page views as of eart4489]. The functionality is
very simple: the app overlays each user’s short text messagep of a background image
based on keywords from the message (Fidurel2.22). The irepulhisperis posted to the
public with the user’s random or self-chosen nickname. @tlanheart (Whisper’s version
of “like”) a message anonymously, or post a public followeply with their own whisper. In
addition, users can sempdivate messagéese the author of a whisper to start a chat, and private

messages are only visible to the participants.

User Anonymity. Whisper’s focus on anonymity breaks some of the core assangti
made in traditional social networks like Facebook or Gotgfarst, Whisper users are identi-
fied only by randomly assigned (or user-chosen) nicknanmsassociated with any personal
information, e.g, phone numbers or email addre&esecond, Whisper servers only store
public Whispers, and users’ private messages are only storéakir end user devices. There

is no functionality to search or browse a specific user'sohisal whispers or replies. Third,

30n the server side, Whisper associates new users with a ylelmitjue identifier (GUID), and binds it to
the DevicelD of user’s phone. Users can transfer their atsojprivate message history) when switching to new
phones via iCloud.
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there is no notion of a persistent social link between usegs {riends on Facebook, followers
on Twitter). Thus users are encouraged to interact with & waege of strangers instead of a
known group of “friends.”

Public Feeds. Without social links, users browse content from severalipuists instead

of the news feed of their friends (or followees). These listtude alatestlist which contains
the most recent whispers (system-wisefearbylist which shows whispers posted in nearby
areas (about 40 miles of radius range)p@pular list which only shows top whispers that
receive many likes and replies; afehturedist which shows a subset of popular whispers that
are hand-picked by Whisper's content managers. All these disrt content by most recent

first.

2.2.3 Data and Initial Analysis

Before diving into our analysis of Whisper, we first describe @ata collection methodol-

ogy and collected datasets. We then describe some highdeablses of our dataset.

2.2.3.1 Data Collection

Our goal is to collect whispers and their replies posted edhtire network. Given that
Whisper does not archive historical data, our method is tp kemwling newly posted whispers
over a long period (February to May 2014). We focus on the$tlist, which is a public
stream of the latest whispers from all Whisper users. Unlikeropublic listse.g, “nearby”
and “popular”, the “latest” list provides access to the ngitream of whispers in the network.
Since Whisper does not provide a third-party API, we crawl ‘llagest” list by scrapping
Whisper’s website.

Each downloaded whisper includes a whisperlD, timestaram pext of the whisper, au-

thor's GUID, author’s nickname, a location tag, and numldeeoeived likes and replies. An
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author’'s GUID was not intended to act as a persistent ID fohegser, but was implemented
that way due to Whisper’s dependency on a third-party sefeicprivate messages. Authors’
GUIDs make it possible to track a user’s posts over time. rAfte reported this issue to Whis-
per's management team, they removed the GUID field in Jund.20ke location tag shows

user location at the city and state leveld, Los Angeles, California), and is available only if
the whisper author enabled location sharing permissionli€eto a whisper are similar, the
only difference is that replies are also marked with the pyhiitD of the previous whisper in

the thread.

Crawling. We implemented a distributed web crawler with two composemimain crawler
that pulls the latest whisper list, and a reply crawler tHaaks past whispers and collects
all sequences of replies associated with an existing whisfge observe that Whisper servers
keep a queue of the latest 10K whispers. Running the main erawvery 30 minutes ensures
that we capture all new whispers. In contrast, crawling &plies is more computationally
intensive. We crawl for replies every 7 days, and check for replies for all whispers written
in the last month. In practice, we observe that whispersllysteceive no followup replies 1
week after being posted.

We ran our crawler from February 6 to May 1, 2014. During thésigd of roughly 3
months, we collected 9,343,590 total Whispers with 15,268y@plies and 1,038,364 unique
GUIDs. Thanks to server side queues, we collected a conisidata stream despite a small
number of interruptions to update crawler code. The onlypof note is that, at Whisper’s
request on April 20, we shifted our crawlers to crawl a défer\Whisper server using a new
set of API calls. The shift reduced load for Whisper, but pastuwhispers without location
tags. Since this only affected 10 days of data, we beliewehhs little impact on our analysis

of location-based features.

Validating Consistency. We further verify the completeness of the “latest” streamgis
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Figure 2.23: Number of new whispers, new replies and deleted whispensday.

small experiment. We use HTTP requests to simultaneoualyl¢he “nearby” streams of 6
locations near different cities: Seattle, Houston, Los élag, New York, San Francisco and
Chicago. We capture these streams for 6 hours, and confirnthian@000+ whispers from 6
locations were all present in the “latest” stream duringghme timeframe.

Limitations.  There are two types of data our measurements do not capitse.vwwe do not
capture users who only read/consume whispers but neveappsbntent. Since these passive
users do not generate visible user interactions, they dieelynto affect the majority of our
conclusions. Second, our data is limited to visible pubftag and we do not have access to
private messages between users. Thus our results repagsardr bound on user interactions
in the system. As we discuss later, we believe there shoustrbeg correlation between public

interactions and private messages.

2.2.3.2 Preliminary Analysis

Next we present some high level results on our dataset ofpstssreplies and users. Our
results in this section set the context for more detailedyarsaon user behavior and anonymity
in later sections.

Whispers Over Time. We begin by looking at whisper posts over time. Figure 2.28sh
number of new whispers and replies posted every day duringtady. As shown, new content
in Whisper is relatively stable, averaging 100K new whisgard 200K replies per day. One

interesting observation is that in any time frame, theresageificantly more replies than there
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are original whispers.

During our data collection, we found that a significant portof whispers is deleted by
either the author or Whisper moderators. As far as we canrdater old Whispers do not
“expire” and stay on Whisper servers, and can be referenceddlloywing a chain of replies.
For deleted whispers, however, we receive an “the whispes dot exist” error when we try
to re-crawl their replies. Among the 100K new whispers pbsteery day, roughly 18% are
eventually deleted. We analyze deleted whispers in deti@i in§2.2.86.

Replies. Users can post replies to a new whisper or other replies. ipellteplies can
generate their own replies, thereby forming a tree strecwith the original whisper as the

root. Figurd 2.2l and Figufe 2125 show total replies per périsind the longest chain length
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(maximum tree depth) per whisper. Unsurprisingly, 55% oifsphrs receive no replies. Since
all whispers are posted to the same public lists, each wh@gg has a short time window to
attract users’ attention. Among whispers with repliesgldy 25% have a chain of at least 2
replies. These essentially become threads of conversdi@meen users.

Figure[2.26 plots the distribution of reply arrival time, isth is the time gap between each
reply and the original whisper. 54% of replies arrive witlim hour of the original whisper,
and more than 94% of replies arrive within a day. Only 1.3%egplies arrive a week or more
after the whisper. This confirms our intuition—if a whisp@ed not get attention shortly after
posting, it is unlikely to get attention later.

Users. We look at content-generated per user based on unique GUdDreE2. 27 plots the
number of whispers and replies posted by each user. Mot (8@%0) post less than 10 total
whispers or replies. Roughly 15% of users only post repliesibwriginal whispers, and 30%

of users only post whispers but no replies.

Content Analysis. A high-level analysis of the contents of whispers shows tisars post
highly personal content. A search of singular first-persampuns €.g, I, me, my, myself)
hits about 62% of all whispers. We also find a heavy usage otienmal key words. Specifi-
cally, 40% of whispers contain one of the 1,113 human moaatedl|key words provided by
WordNet Affect [205]. Finally, people often ask questioegking advice or empathy. About
20% of whispers are questions, based on the usage of quesids and interrogativee.Q,
what, why, which). These three categories effectively c8%8%6 of all whispers. Itis clear that
the anonymity provided by Whisper encourages users to posompa and intimate content

without privacy concerns. We will take a closer look at “tgdi of whispers irff2.2.8.
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2.2.4 User Interactions

Our study begins with user interactions on Whisper. The faat YWhisper users cannot
construct persistent social links between them fundanfigriaanges how users interact and
develop friendships. In this section, we study the bidiogal interactions built from whispers
and their replies, and seek to understand user interadtiomsthree different levels. First, we
study interactions at a global network level, by comparimgcsural properties of the Whisper
interaction graph to those of traditional OSNgy, Facebook and Twitter. Then, we look at in-
teractions at per-user level to understand if users stk strong ties (frequently interacted

friends) in Whisper.

2.2.4.1 Whisper Interaction Graph

We first compare the interaction graph of Whisper with those&arfitional online social
networks (Facebook and Twitter). Our goal is to understanether the lack of social links in
Whisper fundamentally changes users’ interaction pattaras aggregate network level. We
build a Whisper interaction graph based on whispers andeg@ind compare its structure to
those of graphs constructed from Facebook wall posts antlefwetweets.

Building Interaction Graphs.  We build the Whisper interaction graph based on whispers
and followup replies, which are the primary publicly vighhteractions in Whisper. The result
is a directed interaction graph, where nodes are users ages eédpresent reply actions. For
example, if use posts a reply whisper tB’s whisper, we build a directed edge frainto B.
Only direct replies are used to build edges. We remove disatted singleton nodes from the
graph. We produce a main interaction graph from our 3 montésa# {Vhisper-al).

For comparison, we also build interaction graphs for Faokband Twitter, based on
anonymous datasets from our prior work [236, [239]. Both ddsasrawled historical data

that covers user interactions over at least 3 months. Weaditected interaction graph using
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Figure 2.28: Degree distribution and fitting result.

Graph | # Nodes| # Edges| Degree| C. Coef.| Path Len.| Assort.| SCC/WCC
Whisper | 690K 6,531K | 9.47 0.033 4.28 -0.011 | 63.3% / 98.9%
Facebook 707K 1,260K | 1.78 0.059 10.13 0.116 | 21.2% / 84.8%

Twitter | 4,317K | 16,972K| 3.93 0.048 5.52 -0.025 | 14.2% / 97.2%

Facebook wall post data: if user posts on use3’s wall, we create a directed edge from

Table 2.4: High level statistics of different interaction graphs.

A to B. For Twitter, we built the graph based on retweet interastiaf userA retweets a

tweet from B, we create a directed edge framto B. To match the 3-month time coverage

of Whisper graph, we build similar Facebook and Twitter geaphch using data covering 3

month periods. Table 2.4 shows the key statistics of alktimeeraction graphs.

Degree Distribution and Fittings.

than users in Facebook and Twitter, meaning users intelitcevarger sample of other users.

Users in Whisper show much higher average degree

We determine the best fitting function for each graph’s deglistribution using 3 commonly
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used fitting functions for social graphs, power la#(k) o k<), power law with exponential

(lnm—;l.)2

cutoff (P(k) oc k~“e~**) and lognormal P(k) < e 2.2 ) [86,[236]. We follow the fitting

method in[65] and use Matlab to compute fitting parametetisaacuracy (R-squared values),
and show the results in Figute 2128. For both the Whisper awcelfemk graphs, the out-
degree distribution looks similar to the in-degree disttitin. For brevity, we only show the
in-degree distribution for each graph. Intuitively, Fagek was designed to emulate offline
social relationships, and the prevalent bidirectionariattions lead to symmetric in- and out-
degree distributions. For Whisper, user interactions aigelg random between users. In
contrast, Twitter’s in-degree and out-degree distrimgiare significantly different. It's well
known that Twitter is more of an information disseminatioedium than a social network, and
interactions are highly asymmetric [128].

Clustering Coefficient. Clustering coefficient is the ratio of the number of connewithat
exist between a node’s immediate neighbors over all passitnhnections that could exist. It
measures the level of local connectivity between nodes.t€liag coefficient in the Whisper
graph (0.033) is much smaller than that of Facebook (0.068)Tavitter (0.048). The cause
is clear: Whisper users are highly likely to interact with qaete strangers, who are highly
unlikely to interact with each other.

Average Path Length. Average path length is the average of all pairs of shortekbispa the
graph. Given the size of our graphs, it's impractical to categhe shortest path for all node
pairs. Instead, we randomly select 1000 nodes in each grapbampute the average shortest
path from them to all other nodes in the graph. The result shtbat Whisper graph has the
shortest average path length of the 3 networks. This is agaiitive, since the formation
of interactions between random strangers creates numstmrgcuts in the graph, thereby
shrinking the average path length. Considering WhisperB higerage degree, low clustering

level and short average path length, Whisper exhibits marpepties of a random graph [234]
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Figure 2.29: The distribution of users’ in-  Figure 2.30: Number of user’s acquain-
teraction among their acquaintances, for tances, and those that users interact
different % of interactions. once and across whispers.

than those of a “small-world” network like Facebook and Tearit

Assortativity.  Assortativity coefficient measures the probability for asdh a graph to link
to other nodes of similar degrees. Assortativity) indicates that nodes tend to connect with
other nodes of similar degree, while assortatiwity) indicates that nodes connect to others
with dissimilar degrees. Our result shows the assortgtooefficient of Whisper graph is very
close to zero (-0.011), which closely resembles a randophgiE63]. In contrast, similar users
tend to flock together in social networks with bidirectiotiaks (e.g, Facebook), producing
positive assortativity (0.116). In Twitter, large numbefsiormal users follow celebrities and

notable figures, thus producing a more negative assotiafid.025).

2.2.4.2 User Interactions and Strong Ties

Finally, we analyze user interactions and implicit sodiaks at the per-user level. Recall
that Whisper's lack of persistent identities and socialdiekicourages users to interact with
strangers. In the following, we seek the answers to two kestijons. First, do users have a
fixed set of “friends” that they frequently interact with? cBufriendships could have formed
despite the anonymous nature of Whisper nicknames. Secondljkely are any strong ties

the result of offline friendships?
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Per-user Interaction.  We search for potential friendshipise( strong ties) by looking for
pairs of users who interact more frequently with each othen twith others. For convenience,
we call the set of people that a user interacts with (regasdiédirection) as hexcquaintances
For each user, we compute a distribution of her interacteamess her top acquaintances, and
look for skewin her interactions with all acquaintances.

We select several points (50-, 70- and 90-percentiles) feach user’s distribution and
aggregate them in a CDF to show the percentage of top acqneéstinvolved (Figure 2.29).
To avoid statistical outliers, we only include users witheaist 10 interactions.

We find user’s interactions are distributed rather evenlpsg acquaintances. Take the
90-percentile line for example, for nearly all the user®0%), more than 70% of their ac-
guaintances are responsible for 90% of their interactidhss relatively low skew in Whisper
is exactly the opposite of traditional OSNs like Facebookere a small fraction of friends

(strong ties) are responsible for the vast majority of ss@teractions [236].

Interaction across Whispers. Across a user’'s acquaintances, we look for potential strong
ties,i.e. acquaintances with whom the user interacts often. Figii@ £hows user’'s number
of total acquaintances, acquaintances that users interagbre than once, and acquaintances
that users interact more than oneging multiple whisper threaddn Whisper, it's common
for people to interact more than once under the same whisfmvever, it’s rare to talk with
the same person across different whispers, because kaegpahgpf a particular user via their
anonymous nickname is difficult. As shown in Figlre 2.30yd8% of users have acquain-
tances that they interact with across whispers.

We then select those user pairs who have interacted acraspes for further analysis.
In total, there are 503K such user-pairs. Figurel2.31 ptetba heat map of these user-pairs’
lifespan (timespan between their first and last interagtaond their number of interactions

across whispers. Note that the color palette is log-scahe-vast majority of user pairs are

stacked at the left bottom corner, indicating short-liviesy-interaction relationships. Only a
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very small fraction of outliers (right top corner) achievedg-term and frequent interactions.
Friends or Random Encounters?  Even though the strong ties are outliers, it is interest-
ing to explore how could these user-pairs constantly icteséth each otheacross whispers
Are these pairs of offline friends who actively track eacheoin the public feeds (using nick-
names), or are these simply users who bump into each otlesr lojt chance? We realize this
is a very hard question to answer deterministically. But weehakey intuition: if these in-
teractions are truly random, then it is highly likely thaé$ie two users are co-located in same
geographic area, particularly areas with a sparse popualafiwhisper users. Then as long as
the two users actively post whispers, they have a good chareee each other in the nearby

list.
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Now we use our data to test this intuition. For user-pairfwibss-whisper interactions,
we first examine their geographic distarH:eWe find that among 503K user pairs, 90% have
two users co-located in the same “state” and 75% have the@rdie<40 miles which is the
maximum range of the nearby stream. Fidure?.32 shows thelation between geo-distance
and the interaction frequency of user pairs. Each stackeddds up to 100%, and each
category represents user pairs with different interadéwel (i.e. number of interactions across
whispers). It shows that frequent interactions are more/ellgo users that are geographically
close to each other.

Then we further examine these pairs co-located in neartasdre. distance<40 miles).
More specifically, we analyze two factors that potentiathpact users’ likelihood of chance
encounters—the user population in the geographic areactaldnumber of whispers posted
by the two users (Figufe 283 and Figlre 2.34). Intuitivedg, smaller user population in the
same nearby area, the higher chance to encounter the sasoa pethe nearby list again and
again. Similarly, the more whispers two users post, the riket/ they encounter each other
and form interactions. Here the user population is estichatethe total number of unique
users that have the same city-level location tags with tiregasers. Both results confirm our
intuition. As user population density decreases and asuh#ar of user posts increases, the
probability of more frequent user-pair interactions alsoréases.

In summary, our analysis suggests strong ties are extremrardyin Whisper. We also find
strong ties are skewed to user-pairs who have a higher ctianeecounter each other.d.
active users that are co-located in areas with sparse upaitghion). Thus while it is pos-
sible to develop strong relationships from Whisper inteoast, such relationships are likely
heavily influenced by geographic density and user whisgguency. Note that our analysis

relies on only public interactions and do not include pevatessages. Intuitively, we believe

4This is the distance between two user’s city-level tags. GRS coordinates of each city are obtained from
Google Geocoding API.
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Figure 2.35: The growth of user popula-  Figure 2.36: # of whispers and replies by
tion in our dataset over time. new and old users per week.

users’ private interactions should correlate with theiblfuinteractions, and we can predict
user pairs with private interactions from their public natetions. Prior work also confirms that
public interactions are more informative when modelingrsgith of ties than private commu-

nications [117], 83].

2.2.5 User Engagement

Thus far our analysis shows Whisper users tend to interabtstriangers rather than stable
friends. The negative consequence is that a lack of stresgig8ually produces a less “sticky”
network, i.e. fewer disincentives to prevent users from leaving [78]. sTiaises a natural
guestion: without strong ties, can Whisper users stay emgiagbe network in the long run?

In this section, we seek to consider this question by lookinmer-userengagement. First,
we examine user engagement over time to understand usaomtin the 3 month period of
our dataset. Second, we evaluate a machine learning atassifi show that we can accurately
predict whether users stay engaged in the system using shlgrahistory of their actions after
their first post. We use experiments to determine key sighalsindicate a user’s intention to
leave. Note that our analysis is limited to “active” usersowlave posted at least 1 whisper or

reply, and does not include passive users who consume budtadontribute content.

56



Understanding Online Communities via Measurements Chapter 2

ratio = 0.03

PDF of Users (%)
[
o

0.2 0.4 0.6 0.8 1
User's ratio of active lifetime
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staying time in our dataset.

2.2.5.1 User Engagement Over Time

We start with basic analysis of user activity over time ugimge metrics: user population
growth, content contribution by new versus existing usansl, the distribution of users’ active

lifetime.

User Population Growth.  Figure[Z.35 shows the total number of users over time (11 s)eek
in our dataset. Each bar shows a breakdown of new users wihoijusd that week (new) and
the existing users we observed before that week (existiwg)observe a stable arrival rate of
new users to the network, roughly 80K new users per week. Ribedlthe daily new posts
(whispers and replies) in the entire network remain rougiéple (see Figurle 2.23), despite
the growth in users. This indicates there are an ongoing euwftusers who “disengage,é.
stop posting whispers or replies.

Content by New and Existing Users. This motivates us to look at the relative contribution
of content by new and existing users. Figure P.36 shows gegdolown of posts (whispers plus
replies) by users who showed up for the first time in the carwazek (new) and users who
showed up before this week (existing). We find that new usetsensignificant contributions
to the overall whisper stream-(20%). However, as more and more users transition from new
to “existing users,” content generation by existing usessthot grow significantly over time.

This confirms our intuition that a certain portion of users disengaging over time.
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Per-user Active Period. Next, we focus on individual users and examine how long users
stay active before they disengage. More specifically, wepzdetheir active “lifetime” (times-
pan between their first and last posts) over their staying tmthe dataset (timespan between a
user’s first post and the last date of our data collectioyeour focus on long-term activity,
we exclude users who just recently joined during the lastitbeth of our data collection. Thus
for Figure[2.3V, we only consider users who have been in otasdafor at least one month
(70.3% of all users).

FigurelZ.3V shows the distribution of user’s ratio of actifetime (PDF). Users are clearly
clustered into two extremes: one major cluster around aem®ely low ratio (0.03), represent-
ing those who quickly turned inactive in 1 or 2 days aftertiiest post; another major cluster
around 1.00, representing users who remain active for émire time in the dataset (at least
1 month). Similar patterns have also been observed in othar generated content (UGC)
networks, such as blogs and Q&A services [92]. If we set astiokl for active ratio at 0.03,
these “try and leave” users account for 30% of all users. &kymains our observation in Fig-
ure[2.36—Dbecause a significant portion of users becomeiveagtickly, the overall content

posting rate remains stable despite a significant numbegwfusers joining the network.

2.2.5.2 Predicting User Engagement

A key observation of the above analysis is that Whisper usad to fall into one of two
behavioral extremes—either staying active for a long tiorequickly turning inactive (Fig-
ure[2.37). The bimodal nature of the distribution hints atpbtential to classify users into the
two clusters.

Here, we experiment with machine learning (ML) classifierdetermine if we can predict
long term user engagement based on their early behaviorthéte first post (in our dataset).
We seek to answer three key questions: First, is this piedietven possible? Second, what

ML models produce the most accurate predictions? Third,twhdy-day signals can most
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strongly indicate a user’s intention to leave?

We take three steps to answer the above questions. FirstpNeetca set of behavioral
features based on users’ activities in their fixsdays on Whisper, ideally with a small value
for X. Second, we use these features to build different macharailey classifiers to predict
long term user engagement. Finally, we run feature sele¢taletermine the features that

provide the best early signals indicating which users mitiggengage.

Features. We explore multiple different classes of features (20 fesgtun all) to profile
users’ behavior during their first days. Out of these, we will select the most essential fea-

tures.

e Content posting features (F1-F7Y. features: user’s number of total posts, number of
whispers, number of replies, number of deleted whisperd,ramber of days with at
least one post/whisper/reply.

e Interaction features (F8-F15)8 features: ratio of replies in total posts, number of ac-
guaintances, number of bi-directional acquaintancesyadug replies over all replies,
maximum number of interactions with the same user, ratiolugpers with replies, and
average number of replies and likes per whisper.

e Temporal features (F16-F17 features: average delay before first reply to user’s whis-
per; average delay of user’s replies to other users’ whesper

e Activity trend (F18-F20):3 features: we equally split each user’s fiksdays into three
buckets and record the number of posts in each budkets(, Middle and Last). We
compute 2 features d$4%c and L2t Finally, whether the number of posts decreases

mr

monotonically across the three buckets.

Classifier Experiments.  To build a training set for our classifiers, we focus on uskas t
have at least a month’s worth of activity history in our data&30K users). We select a

set of “short-term” users who tried the app for 1-2 days anidkdy disengaged (no more
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Figure 2.38: Prediction result using Random Forests and SVM. The rped@irmance is

evaluated by accuracy (left) and Area under ROC curve (right) .
posts). Using results from Figuke 2137, we randomly sampl¢ Gsers from those whose
active lifetime ratio< 0.03 as thénactiveset. We then choose a random sample of 50K users
whose active lifetime ratio- 0.03 to form theActiveset.

Our goal is to classify the two sets of users solely based ersuactivities in their first
X days, and we use 1, 3 and 7 as valuexofWe build multiple machine learning classifiers
including Random Forests (RF), Support Vector Machine (SVNY Bayes Network (BN),
using implementations of these algorithms in WEKA|[94] witsfaLllt parameters. For each
experiment, we run 10-fold cross validation and reportsifecstion accuracy and area under
ROC curve (AUC). Accuracy refers to the ratio of correctlygioted instances over all in-

stances. AUC is another widely used metric, with higher Ad@igating stronger prediction
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Rank Observation Time Frame
1 day 3 days 7 days

1 Interact-F9 (0.15) Post-F5 (0.27) Post-F5 (0.46)

2 Interact-F11 (0.12) Trend-F19 (0.18) Post-F6 (0.31)

3 | Interact-F10 (0.11) Post-F6 (0.18) Trend-F19 (0.28)
4 | Interact-F12 (0.11) Interact-F9 (0.16) Post-F1 (0.27)

5 | Trend-F18 (0.05)  Post-F1 (0.16) Post-F7 (0.23)

6 Interact-F15 (0.04) Post-F7 (0.13) Trend-F20 (0.21)
7 Post-F1 (0.04) Interact-F15 (0.12) Interact-F15 (0.21)
8 | Interact-F8 (0.04) Interact-F11 (0.12) Post-F2 (0.19)

Table 2.5: The top 8 feature and its categories ranked by information gaureé/shown in
parentheses).

power. For instance, AUCG 0.5 means the prediction is better than random guessing.

The experiment results with Random Forests and SVM are shovirigure[2.3B. The
Bayesian results closely match those of SVM, thus we omit tferbrevity. We make two
key observations. First, behavioral features are effedtipredicting future engagement. The
accuracy is high (75%) even when only using users’ first-daa RF). This confirms that
users’ early actions can act as indicators of their fututeigc If we include a week’s worth of
data, we can achieve accuracy up to 85%. Second, we findatiffelassifiers achieve similar
performance given 7 days of data. However, their resulsrderwhen they are constrained to
using less datae(g, 1-day). With less data, Random Forests produce more aequedictions

than SVM and Bayesian networks.

Feature Selection. Finally, we seek to identify the most powerful signals todicea user’s

long-term engagement. To find the answer, we perform featelertion on the 20 features.
More specifically, we rank features basedioformation Gain[93], which measures feature’s
distinguishing power over the two classes of data. We listttp 8 features in Table 2.5.
As expected, prediction power varies significantly, anaimfation gain drops off quickly

(particularly for 1 day) after the top 4 features. To vala@ltieir prediction power, we repeat
each experiment with only their top 4 features. The resualSigure[2.3B show that the top 4

features achieve most of the accuracy of the entire clasdfiewith much less complexity.
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Then we take a closer look at the top features. First, we ri@tethe 1-day classifier
relies on different set of features compared with 3- and y-@assifiers. The 1-day models
rely heavily oninteraction features Intuitively, the model predicts whether a user will stay
engaged based on how actively the user participates inlsot@eactions. If a user received
many replies or actively replied to others on her first dagrets a high chance for this user
to stay longer. For 3- and 7-day models, we find that the ketufea shift to user'sontent
postingandactivity trendfeatures. This means once we monitor the users for a longexdpe
the user’s intention to stay or leave can be more accuratdligcted in her posting frequency
and volume, and whether that activity is declining over time
Engaging Users with Notifications. Stimulating user engagement is a key goal for any new
service. One tool Whisper has already deployed is push raitdits that deliver the “whisper
of the day” to users’ mobile device every evening betweend3m. The exact notification
time varies each day and between Android and iOS devicesxdmiae the impact of these
notifications, we conduct a small experiment. We monitorrtbgfication time on 5 different
phones every day for 6 days. We look at user activity in the YWéristream for 5 minute and
10 minute intervals following the notifications, and find natsstically significant increase in
new replies or whispers compared to other 5 or 10 minute wisdwetween 7 and 9pm. This
means that while these notifications may serve to engage tesezad popular whispers, there

is no significant increase in new whispers or replies as dtresu

2.2.6 Content Moderation in Whisper

Anonymity facilitates free speech, but also inevitablytéss abusive content and behav-
ior [210,[103]. Like other anonymous communities, Whispeethe same challenge of deal-
ing with abusive contene(g, nudity, pornography or obscenity) in their network. In dideh

to a crowdsourcing-based user reporting mechanism, Whaperhas dedicated employees
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to moderate whispers [89]. Our basic measuremef2(3.2) also suggest this has a signifi-
cant impact on the system, as we observed a large volume epetsi 1.7 million) has been
deleted during the 3 months of our study. The ratio of Whisp#eleted content (18%) is much
higher than traditional social networks like Twitter4%) [38,[175].

In this section, we take a closer look at content deletion#/imsper. First, we analyze
the content of deleted whispers to infer the reasons beletetidns. Second, we analyze the
lifetime of deleted whispers to understand how fast do wdnisget deleted. Third, we focus
on authors of deleted whispers and compare their behavtbetoorm.

Before we begin, we note that while users can delete their dwspers, we believe server-
side content moderation is responsible for the large ntgjofimissing whispers in our data.
Intuitively, users who reconsider and later delete thein eviispers are likely to do so within
a relatively short time frame. In contrast, our “deletedtadet comes from our followup crawl
for replies, which runs once a week. In fact, since our maawtezr on the latest stream runs
every 30 minutes, we expect most self-deleted whispersnatileven show up in our core

dataset.

Content Analysis of Deleted Whispers. To explore the reasons behind deletion, we analyze
the content of deleted whispers. Since whispers are usuatly short, Natural Language
Processing (NLP) tools do not work well (we confirmed via ekpents). Thus we take a
keyword-based approach: we extract keywords from all vérspnd examine which keywords
correlate with deleted whispers. First, before processiegexclude common stopwortfsom

our keyword list. Also to avoid statistical outliers, we ke low frequency words that appear
in less than 0.05% of whispers. Then for each keyword, we cihenadeletion ratioas the
number of deleted whispers with this keyword over all whispeith this keyword. We rank
keywords by deletion ratio, and examine the top and bottoywkeds.

We run this analysis on all 9 million original (not includingplies) whispers in our dataset,

Shttp://normal/ 2009/ 04/ 14/ 1i st - of - engl i sh- st op- wor ds
63


http://norm.al/2009/04/14/list-of-english-stop-words

Understanding Online Communities via Measurements Chapter 2

Topic Top 50 Keywords Most Related to Deleted Whispers

Sexting (36) | sext, wood, naughty, kinky, sexting, bj, threesome, dirtle,
fwb, panties, vibrator, bi, inches, lesbians, hookup,\haiipples,
freaky, boobs, fantasy, fantasies, dare, trade, oralrdalseigar,
strings, experiment, curious, daddy, eaten, tease, ainteathletic

Selfie (7) rate, selfie, selfies, send, inbox, sends, pic
Chat (7) f, dm, pm, chat, ladys, message, m
Topic Top 50 Keywords Least Related to Deleted Whispers

Emotion (17) | panic, emotions, argument, meds, hardest, fear, tears, $akzen,
argue, failure, unfortunately, understands, anxiety, eustod,
aware, strength

Religion (10) | beliefs, path, faith, christians, atheist, bible, creegtégion, pray-

ing, helped

Entertain. (8) | episode, series, season, anime, books, knowledge, rastactar-
acter

Life story (6) | memories, moments, escape, raised, thank, thanks

Work (5) interview, ability, genius, research, process

Politics (1) government

Others (3) exactly, beginning, example

Table 2.6: Topics of top and bottom 50 keywords related to whisper deletion.

1.7M of which are later deleted. This produces 2324 keywradked by deletion ratio. We list
the top and bottom 50 keywords in Tablel2.6 and classify themually into topic categories.
Not surprisingly, many deleted whispers violate Whispet&esl user policies on sexually
explicit messages and nudity. In contrast, topics relatgoetsonal expression, religion, and
politics are least likely to be deleted.

Deletion Delay. Next we analyze the deletion delay of whispers, how long do whispers
stay in the system before they are deleted? Recall that olyr cegovler works once a week,
and thus detects deleted whispers on the granularity of ameeek. As shown in Figufe 2.39,
the majority (70%) of deleted whispers are “deleted” witbime week after posting. A small
portion (2%) of whispers have stayed for more than a montlrbedieletion. Since most
whispers lose user attention after one week (Figurel 2.26)be&lieve these deletions are not

the results of crowdsourcing flagging, but deleted by Whispederators.
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Figure 2.39: Deletion speed (coarse-grained) Figure 2.40: Deletion speed (fine-grained).

To get a more fine grain view of whisper deletions, we perforpe@od of frequent crawls
on a small set of whispers. On April 14, 2014, we select 200K whispers from our crawl
of the latest whisper stream, and check on (recrawl) thesgpets every 3 hours over a period
of 7 days. Of the 200K whispers, 32,153 whispers are delatedglour monitoring period (a
week). The more fine-grained distribution of the lifetimehy) of these whispers is shown
in Figure[2.40. We find the peak of whisper deletion to be betw&and 9 hours after posting,
and the vast majority of deletions happen within 24 hoursadtipg. This suggests that the
moderation system in Whisper works quickly to flag and remdfensive whispers. However,
it is unclear whether this level of responsiveness is sefiicisince user page views focus on
the most recent whispers, and moderation after 3 hours slpggps$oo late to impact the content
most users see.

Characterizing Authors of Deleted Whispers. Finally, we take a closer look at the authors
of deleted whispers to check for signs of suspicious behaviototal, 263K users (25.4%)
out of all users in our dataset have at least one deleted whigphe distribution of deleted
whispers is highly skewed across these users: 24% of usenesponsible for 80% of all
deleted whispers. The worst offender is a user who had 123 pehdeleted during the time

period of our study, while roughly half of the users only haveingle deletion (Figufe 2.11).
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Figure 2.41: # of Deleted whispers per userFigure 2.42: Duplicated vs. deleted whispers.

We observed anecdotal evidence of duplicate whispers isghef deleted whispers. We
find that frequently reposted duplicate whispers are hidjkly to be deleted. Among our
263K users with at least 1 deleted whisper, we find 25K users pasted duplicate whispers.
In Figure 2,42, we plot each user’'s number of duplicated pémis versus the number of deleted
whispers. We observe a clear clustering of users aroundtthgtgt line ofy = z. This
indicates that when users post many duplicated whisperse’tha higher chance that most or
all duplicated whispers are deleted.

We also observe that authors of deleted whispers changenibkhames more often than
the average user. Figure 2143 shows the distribution dfiotaber of nicknames used by each
user. We categorize users based on how many deletions thieydral also include a baseline
of users with O deletions. We find users with no deletion yaoslange their nicknames, if
ever, but nickname changes occur far more frequently forsusgh many deleted whispers.
We speculate that perhaps users change their nicknameitblaiog flagged or blacklisted.
Since users cannot see their own GUID when using the app, rtagyassume the system

identifies them using only their nickname.
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2.2.7 Tracking Whisper Users

In the final component of our Whisper study, we take a close kiok vulnerability that
exposes detailed location of Whisper authors to the systemprdctical terms, this attack
allows a Whisper user to accurately track (or potential $tatlother Whisper user through
whispers they've written, by writing simple scripts thatequ Whisper servers. This attack
demonstrates the inherent risks to user privacy in mobidiedtions, even for apps that target
user anonymity as a core goal. Note that we met the Whisper ieg@@rson and informed
them of this attack. They are supportive of this work, andehalveady taken steps to remove
this vulnerability.

In this section, we describe details of this location tragkattack. The attack makes use of
Whisper’s “nearby” function, which returns a list of whispgrosted nearby, attaching a “dis-
tance” field to each whisper. The attack generates numereeeBy” queries from different
vantage points, and uses statistical analysis to reveggaasT the whisper author’s location.

We validate the efficacy of this attack through real-worlgemsments.

2.2.7.1 Pinpointing User Locations

We start by describing the high-levels of the attack: whemsexr §.e. the victim) posts a
new whisper, he exposes his location to the Whisper serveati@acker in an nearby area can
query the nearby list to get their “distance” to the whispghar. The methodology is simple:
the attacker can move to different (nearby) locations areygthe nearby list for the distance
to the victim. Using multiple distance measurements, tteckér cartriangulatethe whisper
author’s location. The fact that Whisper does not authetgiceation in its queries makes this
easier, an attacker can issue numerous distance queneslifferent locations all while sitting
in the comfort of her living room.

With a bit more effort, an attacker can even track the vigimiovement over time, by
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Figure 2.43: User's number of deletions  Figure 2.44: Estimating the distance and
vs. number of nicknames. direction to the victim.

triangulating his location every time he posts a whisperpractice, this means the attacker
can physically go and stalk the victim. While the effectiveoelis roughly 0.2 miles (details
below), it is more than sufficient to infer the victim’s movent to specific points of interest.
Considering most Whisper users are young adults or teenéd@stlis attack can lead to

severe consequences.

Distance Granularity and Errors.  Implementing this attack is nontrivial. Whisper’s design
team has always been aware of location tracking risks tos#ss and built in basic defense
mechanisms into the current system. First, they apply amiist offset to every whisper, so
the location stored on their servers is always off by someudce to the actual author location.
Second, the distance field returned by the nearby functi@ndearse-grained integer value
(in miles). This was a recent change made by Whisper in Fep2@t4, before which the
nearby function returned distances with decimal valuesdTWWhisper server adds a random
error to the answer to each querg. when we query the nearby list repetitively from the
same location, each query returns a different distancénéosame whisper. The specific error

function is unknown.

Attack Details.  To accurately pinpoint a user location, our approach is teresively mea-
sure the “distance” from different vantage points, and asgd-scale statistics to infer user’s

location. Specifically, our attack exploits a key propertyMhisper: servers allow anyone to
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guery the nearby list with arbitrarily self-reported GP3ues as input, and impose no rate
limits on such queries. This effectively helps us to overedhre limitationsi(e. random error,
coarse granularity) on the returned distance. First, waednce or eliminate per-query noise
by taking the average distance across numerous queriestfi®isame observation location.
Second, even though the absolute distance is still not atxuve can estimate tltgrection
to the victim based on the measurements from different lmest Then with distance and
direction, an attacker can repeat the measurement fromatidaccloser to the victim, thus
iteratively deducing the victim’s real location.

We use a simple example to illustrate how this works. SuppeseA (attacker) finds user

B (victim)’s whisper in the nearby list, andl wants to pinpoint3’s location:

1. A queries the nearby list to get its current distandet¢ victim B (averaged across
multiple queries).

2. To estimate the directiold needs additional observation points. We pick 8 points
{A;, Ay, ... Ag} evenly distributed on a circle centeredAtith radiusd (Figure[2.44).
From each point4 queries the nearby list to measure its distance to vi¢timd,, ..., ds}.
SupposeX is a dot on the circle, then objective functiOb; = 1/ w reaches
the minimum ifﬁ is the right direction to the victim.

3. Then the attacker moves to the next location usﬁé andd, and repeats step 1 and 2.
The algorithm terminates if < Thre;, or the distance from two consecutive rounds

differs < Thre,.

In practice, the attacker can script all queries with for@S values and does not need to
physically move.

Distance Error Correction.  Finally, we introduce a final step that uses physical measure
ments to calibrate and add an additional “correction” fatddocation data.

We first post a target whisper at a predefined physical logatidon UCSB campus).
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Figure 2.47: The final error distance of the  Figure 2.48: Number of hops to approach
attack. the victim.

Then we measure distancesiausing the nearby list from a set of observation points, each
with known ground-truth distances t. The ground-truth distance ranges cover from 1 to
25 miles (in 5 mile increments) and again from 0.1 to 0.9 mie<.1-mile increments). At
each increment, we use 8 observation points (as specifiecepbod use each to query the
nearby list 100 times. Figufe 2J45 and Figlre 2.46 plot tlwugd-truth distance versus the
measured distance (for 25, 50 and 100 requests per locafionjlistances greater than 1 mile,
we find that our estimates underestimate true physicalrdistéo the victim. Within 1 mile, it
clearly overestimates. This mapping between true and megslistance serves as a guide for

generating our “correction factor,” which is applied to fimal estimate.

2.2.7.2 Experimental Validation of the Attack

A Single-target Experiment. We first post a whisper at a pre-defined location on UCSB
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campus as the target (victim). Then we run the attack algortarting from distances of
1, 5, 10 and 20 miles away from the victim. Our algorithm taltess average distance over
50 queries per location, and terminates when the estimaséahde from consecutive rounds
differ < 0.1 mile or when estimated distanced.5 mile (based on Figufe 2]46). We repeat each
experiment 10 times and test the performance with and witboudistanceerror correction
factor. Results are shown in Figure 2147 and Fidgure2.48.

We make two key observations. First, the algorithm is vegueate. The final error dis-
tance,.e. distance from the estimated victim location to the groumdhtlocation, is only 0.1
to 0.2 miles. With a radius of 0.2 miles, attackers can alyedfctively identify user’s signifi-
cant points of interese(g, home, work, shopping mall) and reconstruct a victim’sydeoutine
using mobility traced[41]. Second, the results show thetadice error correction improves al-
gorithm accuracy significantly and reduces the number cdititens needed to determine the
victim’s location.
Geographically Diverse Targets. To make sure our results are not biased and specific to a
single location, we apply the correction factor computedfitocal measurements (Figlire 2.45
and Figuré 2.46) to carry out attacks in different cities.réspecifically, we post target whis-
pers in Santa Barbara and Seattle Washington, Denver Colokedo York City, New York
and Edinburgh Scotland. All whispers are posted via an Aiddsbone with forged GPS co-
ordinates. Then we run the algorithm with distance erroremtion. We find the final error
distances are consistently less than 0.2 miles, and thatoorection factor can be generalized

to improve estimation accuracy regardless of geograpgiome

2.2.7.3 Countermeasures

This type of statistical attack cannot be mitigated simpjyaldding more noise into the

system. Attackers can always apply increasingly soplittstatistical and data mining tools
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to eliminate noise and determine the true location of a vdrispmstead, the key is to restrict
user access to extensive distance measurements. This pugtng more constraint®(g, rate
limits) on queries to the nearby list. For instance, one apgh is to enforce per-device rate
limits. Another is detect fake GPS values, either by relyonglient hardware (difficult) or by
detecting “unrealistic” movement patterns by potentitdekers. Finally, the ultimate defense
is to simply remove the “distance” field altogether. While WN&isper engineering team has

already addressed this issue, we are not aware of the spteffie they took to do so.

2.2.8 Summary of Results

Anonymous, mobile-only messaging apps such as Whisper meldaa shift away from
traditional social networks and towards privacy-conssiocommunication tools. To the best of
our knowledge, our study is the first large data-driven stfdsocial interactions, user engage-
ment, content moderation and privacy risks on the Whispexorét We show that without
strong user identities or persistent social links, useer@ct with random strangers instead of
a defined set of friends, leading to weak ties and challenglesg-term user engagement. We
show that even in anonymous messaging apps, significankat@ainst user privacy are very
feasible. We believe that this shift towards privacy in cammication tools is here to stay, and
insights from our study on Whisper provides value for devetspvorking on next generation

systems in this space.

2.3 Mobility and User Locations.

2.3.1 Introduction

Crowdsourcing is indispensable as a real-time data gathéosil for today’s online ser-

vices. Take for example map and navigation services. Botlgeddaps and Waze use peri-
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odic GPS readings from mobile devices to infer traffic spasdi@ngestion levels on streets
and highways. Waze, the most popular crowdsourced mapcseffers users more ways to
actively share information on accidents, police cars, amheontribute content like editing
roads, landmarks, and local fuel prices. This and the ghditnteract with nearby users made
Waze extremely popular, with an estimated 50 million usdismit was acquired by Google
for a reported $1.3 Billion USD in June 2013. Today, Googlegnates selected crowdsourced
data €.g.accidents) from Waze into its own Maps application.

Unfortunately, systems that rely on crowdsourced datardrerently vulnerable to mis-
chievous or malicious users seeking to disrupt or game ttesy[203]. For example, business
owners can badmouth competitors by falsifying negativéeres on Yelp or TripAdvisor, and
FourSquare users can forge their physical locations faodists [59 25/1]. For location-based
services, these attacks are possible because there aréely deployed tools to authenticate
the location of mobile devices. In fact, there are few effectools today to identify whether
the origin of traffic requests are real mobile devices ogarfé scripts.

The goal of our work is to explore the vulnerability of todagrowdsourced mobile apps
againstSybil devicessoftware scripts that appear to application servers assalimobile de-
vices.H While a single Sybil device can damage mobile apps througlehevior, larger
groups of Sybil devices can overwhelm normal users and f&ggnily disrupt any crowd-
sourced mobile app. In this part of the chapter, we idengfshhiques that allow malicious
attackers to reliably create large populations of Sybilicey using software. Using the con-
text of the Waze crowdsourced map service, we illustrat@theerful Sybil device attack, and
then develop and evaluate robust defenses against them.

While our experiments and defenses are designed with Wadec(awdsourced maps) in

mind, our results generalize to a wide range of mobile appgh vnimal modifications, our

SWe refer to these scripts as Sybil devices, since they ana#méifestations of Sybil attacks [71] in the context
of mobile networks.
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techniques can be applied to services ranging from Foursaural Yelp to Uber and YikYak,

allowing attackers to cheaply emulate numerous virtualagswyith forged locations to over-
whelm these systems via misbehavior. Misbehavior can raogefalsely obtaining coupons
on FourSquare/Yelp, gaming the new user coupon system in tbenposing censorship on
YikYak. We believe our proposed defenses can be extendeuesetservices as well. We

discuss broader implications of our work in Secfion 2.3.8.

Sybil attacks in Waze. In the context of Waze, our experiments reveal a number @friat
attacks by Sybil devices. First is simmgent forgerywhere devices can generate fake events
to the Waze server, including congestion, accidents orcedlctivity that might affect user
routes. Second, we describe techniques to reverse engmadele app APIs, thus allowing
attackers to create lightweight scripts that effectivehuéate a large number of virtual vehicles
that collude under the control of a single attacker. We cglilRlevices in Waze “ghost riders.”
These Sybils can effectively magnify the efficacy of anyaktand overwhelm contributions
from any legitimate users. Finally, we discover a signiftqanvacy attack where ghost riders
can silently and invisibly “follow” and precisely track inidual Waze users throughout their
day, precisely mapping out their movement to work, storetell, gas station, and home. We
experimentally confirmed the accuracy of this attack agaunsown vehicles, quantifying the
accuracy of the attack against GPS coordinates. Magnifiednbgrmy of ghost riders, an
attacker can potentially track the constant whereaboutsillibns of users, all without any

risk of detection.

Defenses. Prior proposals to address the location authenticatioblgno have limited ap-
peal, because of reliance on widespread deployment ofaj@ed hardware, either as part
of physical infrastructurei.e., cellular base stations, or as modifications to mobile ayvic
themselves. Instead, we propose a practical solutionithésIthe ability of Sybil devices to

amplify the potential damage incurred by any single attadké introducecollocation edges
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authenticated records that attest to the one-time physioalmity of a pair of mobile devices.
The creation of collocation edges can be triggered oppistinally by the mapping service,
e.g, Waze. Over time, collocation edges combine to form lgygeximity graphs network
structures that attest to physical interactions betweegitéeg Since ghost riders cannot physi-
cally interact with real devices, they cannot form direajesiwith real devices, only indirectly
through a small number of real devices operated by the &tadlus, the edges between an
attacker and the rest of the network are limited by the nunobeeal physical devices she
has, regardless of how many ghost riders are under her toiitnes reduces the problem of
detecting ghost riders to a community detection problenmhemptoximity graph (The graph is
seeded by a small number of trusted infrastructure locg}ion

We have four key contributions:

e We explore limits and impacts of single device attacks on&\ag, artificial congestion
and events.

e We describe techniques to create light-weight ghost ridértual vehicles emulated
by client-side scripts, through reverse engineering of Weaeze app’s communication
protocol with the server.

e We identify a new privacy attack that allows ghost riders irdually follow and track
individual Waze users in real-time, and describe techrgqagoroduce precise, robust
location updates.

e We propose and evaluate defenses against ghost riderg, psiximity graphscon-
structed with edges representing authenticated collmcavents between pairs of de-
vices. Since collocation can only occur between pairs ofsay devices, proximity
graphs limit the number of edges between real devices anst gigers, thus isolating
groups of ghost riders and making them detectable using aomtyndetection algo-

rithms.
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2.3.2 Waze Background

Waze is the most popular crowdsourced navigation app ontghmares, with more than 50
million users when it was acquired by Google in June 2013.[8&ze collects GPS values of
users’ devices to estimate real-time traffic. It also allmssrs to report on-road events such
as accidents, road closures and police vehicles, as wellrasirg points of interest, editing
roads, and even updating local fuel prices. Some featergsuser reported accidents, have
been integrated into Google Maps [87]. Here, we briefly dbsdhe key functionality in Waze
as context for our work.

Trip Navigation.  Waze’s main feature is assist users to find the best routeiiodéstination
and turn-by-turn navigation. Waze generates aggregatddinee traffic updates using GPS
data from its users, and optimizes user routes both durnjpglanning and during navigation.
If and when traffic congestions is detected, Waze autoniiticerroutes users towards an
alternative.

Crowdsourced User Reports.  Waze users can generate real-tiswent reporton their
routes to inform others about ongoing incidents. Eventgedrom accidents to road closures,
hazards, and even police speed traps. Each report caneénalsdort note with a photo. The
event shows up on the map of users driving towards the reptotation. As users get close,
Waze pops up a window to let the user “say thanks,” or repateient is “not there.” If
multiple users choose “not there”, the event will be remové&tlaze also merges multiple
reports of the same event type at the same location into &esugnt.

Social Function.  To increase user engagement, Waze supports simple saeiedations.
Users can see avatars and locations of nearby users. Clickiaguser’s avatar shows more
detailed user information, including nickname, rankingg @araveling speed. Also, users can
send messages and chat with nearby users. This socialdomyities users the sense of a large

community. Users can elevate their rankings in the communyitcontributing and receiving
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“thanks” from others.

2.3.3 Attacking Crowdsourced Maps

In this section, we describe basic attacks to manipulateeVMgzgenerating false road
events and fake traffic congestion. Since Waze relies ortireeldata for trip planning and
route selection, these attacks can influence user’s rodeogsions. Attackers can attack spe-
cific users by forging congestion to force automatic rerayutn their trips. The attack is pos-
sible because Waze has no reliable authentication on yserted data, such as their device
GPS.

We first discuss experimental ethics and steps we took te iimgact on real users. Then,
we describe basic mechanisms and resources needed to lattacks, and use controlled
experiments on two attacks to understand their feasilalig limits. One attack creates fake
road events at arbitrary locations, and the other seeksrtergte artificial traffic hotspots to

influence user routing.

2.3.3.1 Ethics

Our experiments seek to understand the feasibility anddiofipractical attacks on crowd-
sourcing maps like Waze. We are very aware of the potentiphanto real Waze users from
any experiments. We consulted our local IRB and have takgroaflible precautions to ensure
that our experiments do not negatively impact real Wazesuseparticular, we choose exper-
iment locations where user population density is extrertely(unoccupied roads), and only
perform experiments at low-traffic houesg, between 2am and 5am. During the experiments,
we continuously scan the entire experiment region and heigihg areas, to ensure no other
Waze users (except our own accounts) are within miles ofd@bedrea. If any Waze users

are detected, we immediately terminate all running expeniisi Our study received the IRB

77



Understanding Online Communities via Measurements Chapter 2

approval under protocol# COMS-ZH-YA-010-7N.

Our work is further motivated by our view of the risks of inact versus risks posed to
users by our study. On one hand, we can and have minimizedai¥aze users during
our study, and we believe our experiments have not affeatgd/daze users. On the other
hand, we believe the risk to millions of Waze users from p&mealocation tracking (described
in Section 2.35) is realistic and potentially very damagiWe feel that investigating these
attacks and identifying these risks to the broad commuriitgarge was the ethically correct
course of action. Furthermore, full understanding of thacks was necessary to design an
effective andpractical defense. Please see Appendix A for more detailed informatioour

IRB approval and steps taken towards responsible disclosure

2.3.3.2 Basic Attack: Generating Fake Events

Launching attacks against crowdsourced maps like Wazdresqgthree steps: automate
input to mobile devices that run the Waze app; control thecgeGPS and simulate device
movementsé€.g, car driving); obtain access taultiple devices. All three are easily achieved
using widely available mobile device emulators.

Most mobile emulators run a full OS.g, Android, iOS) down to the kernel level, and
simulate hardware features such as camera, SDCard and GP&odee the GenyMotion
Android emulator([2] for its performance and reliabilityttAckers can automatically control
the GenyMotion emulator via Monkeyrunner scripts [3]. Tlvay generate user actions such
as clicking buttons and typing text, and feed pre-design®® Gequences to the emulator
(through a command line interface) to simulate locationtmogng and device movement. By
controlling the timing of the GPS updates, they can simudaig “movement speed” of the
simulated devices.

Using these tools, attackers can generate fake event®(ts)alt a given location by setting

fake GPS on their virtual devices. This includes any eveunppsrted by Waze, including
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0.4 miles 175 feet
W 6th St, Baird | Pine St

Figure 2.49: Before the attack (left), Waze shows the fastest route doundér. After the
attack (right), the user gets automatically re-routed by the fake traffic jam.

accidents, police, hazards, and road closures. We find thiag&e emulator can generate any
event at arbitrary locations on the map. We validate thisgugixperiments on a variety of
unoccupied roads, including highways, local and rural so@®+ locations, 3 repeated tests
each). Note that our experiments only involve data in the&\gstem, and do not affect real
road vehicles not running the Waze app. Thus “unoccupiednmaao vehicles on the road
with mobile devices actively running the Waze app. Afteratian, the fake event stays on the
map for about 30 minutes. Any Waze user can report that art exan“not there.” We find it
takes two consecutive “not theres” (without any “thanksbatween) to delete the event. Thus
an attacker can ensure an event persists by occasionalyntglrother virtual devices to the

region and “thanking” the original attacker for the evermios.

2.3.3.3 Congestion and Traffic Routing

A more serious attack targets Waze’s real-time trip routingetion. Since route selection
in Waze relies on predicted trip time, attackers can infleaotites by creating “fake” traffic
hotspots at specific locations. This can be done by configwigroup of virtual vehicles to

travel slowly on a chosen road segment.
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We use controlled experiments to answer two questionst, kinsler what conditions can
attackers successfully create traffic hotspots? Secomdldng can an artificial traffic hotspot
last? We select three low-traffic roads in the state of Texaisare representative of three popu-
lar road types based on their speed limit—Highway (65 mpbgal (45 mph) and Residential
(25 mph). To avoid real users, we choose roads in low poulatiral areas, and run tests
at hours with the lowest traffic volumes (usually 3-5AM). Wimstantly scan for real users in
or nearby the experimental region, and reset/terminaterarpnts if users come close to an
area with ongoing experiments. Across all our experimeonily, 2 tests were terminated due
to detected presence of real users nearby. Finally, we haraieed different road types and

hours of the day to ensure they do not introduce bias intoesults.

Creating Traffic Hotspots.  Our experiment shows that it only takes one slow moving car
to create a traffic congestion, when there are no real Wazs assund. Waze displays a red
overlay on the road to indicate traffic congestion (Figu#92right). Different road types
have different congestion thresholds, with thresholdsngfly correlated to the speed limit.
The congestion thresholds for Highway, Local and Residerdgads are 40mph, 20mph and
15mph, respectively.

To understand if this is generalizable, we repeat our taststber unoccupied roads in
different states and countries. We picked 18 roads in fiiesia the US (CO, MO, NM, UT,
MS) and British Columbia, Canada. In each region, we selece tloads with different speed
limits (highway, local and residential). We find consisteggults: a single virtual vehicle can
always generate a traffic hotspot; and the congestion tbigsivere consistent across different

roads of the same speed limit.

Outvoting Real Users.  Generating traffic hotspot in practical scenarios facesafleige
from real Waze users who drive at normal (non-congested®dspeattacker’s virtual vehicles

must “convince” the server there’s a stream of slow spedfictia the road even as real users
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Figure 2.50: The traffic speed of the road with respect to different auatibns of number of
slow cars and fast cars. We show that Waze is not using the averegg afall cars, and our
inferred function can correctly predict the traffic speed displayed aneV
tell the server otherwise. We need to understand how Wazeegagigd multiple inputs to
estimate traffic speed.

We perform an experiment to infer this aggregation functiged by Waze. We create
two groups of virtual vehiclesN, slow-driving cars with speed,, and N, fast-driving cars
with speedS;; and they all pass the target location at the same time. Vdy she congestion
reported by Waze to infer the aggregation function. Notéttiaserver-estimated traffic speed
is visible on the mapnly if we formed a traffic hotspot. We achieve this by setting thedpe
tuple (Ss, Sy) to (10mph, 30mph) for Highway, (5, 15) for Local and (5, 16) Residential.

As shown in Figuré 2.30, when we vary the ratio of slow cars éast cars {V;:Ny), the
Waze server produces different final traffic speeds. We wbsiiat Waze does not simply
compute an “average” speed over all the cars. Instead, staiseeighted average with higher

weight on the majority cars’ speed. We infer an aggregatimation as follows:

Stmaz - MAT(Ng, N¢) + Saug - min(Ns, Ny)

Swaze -
N, + Nf
whereS,,, = S%+f\;’f]\“‘ and.sS,,.. is the speed of the group witN,,,, cars. As shown in

Figure[2.50, our function can predict Waze's aggregatédrsppeed accurately, for all different

types of roads in our test. For validation purposes, we rathan set of experiments by raising

Sy above the hotspot thresholds (65mph, 30mph and 20mph tesdgdor the three roads).
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Figure 2.51: Long-last traffic jam created by slow cars driving-by.

We can still form traffic hotspots by using more slow-drivicays (Vs > N), and our function

can still predict the traffic speed on Waze accurately.

Long-Lasting Traffic Congestion. A traffic hotspot will last for 25-30 minutes if no other
cars drive by. Once aggregate speed normalizes, the camgesent is dismissed within 2-5
minutes. To create a long-lasting virtual traffic jam, at&s can simply keep sending slow-
driving cars to the congestion area to resist the input freah users. We validate this using a
simple, 50-minute long experiment where 3 virtual vehide=sate a persistent congestion by
driving slowly through an area, and then looping back evé&yninutes. Meanwhile, 2 other
virtual cars emulate legitimate drivers that pass by at Bjgged every 10 minutes. As shown
in Figure[2.51, the traffic hotspot persists for the entingeziment period.
Impact on End Users. Waze uses real-time traffic data to optimize routes durimqy tr
planning. Waze estimates the end-to-end trip time and rewamds the fastest route. Once
on the road, Waze continuously estimates the travel timd,aartomatically reroutes if the
current route becomes congested. An attacker can launcsigahyttacks by placing fake
traffic hotspots on the user’s original route. While congestlone does not trigger rerouting,
Waze reroutes the user to a detour when the estimated tinanethirough the detour is shorter
than the current congested route (see Figurg 2.49).

We also note that Waze data is used by Google Maps, and thefo potentially impact

their 1+ billion users[[181]. Our experiment shows thatf@itil congestion do not appear on
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Google Maps, but fake events generated on Waze are disptey€bogle Maps without ver-
ification, including “accidents”, “construction” and “adgjts on road”. Finally, event updates
are synchronized on both services, with a 2-minute delaypansist for a similar period of

time (e.g, 30 minutes).

2.3.4 Sybil Attacks

So far, we have shown that attackers using emulators catechagual vehicles” that
manipulate the Waze map. An attacker can generate muchrhigpact using a large group
of virtual vehicles (orSybils[[71]) under control. In this section, we describe techngte
produce light-weight virtual vehicles in Waze, and expltre scalability of the group-based
attacks. We refer to large groups of virtual vehicles as Shmlers” for two reasons. First,
they are easy to create en masse, and can travel in packy/tieortéal users to generate more
complex events.g, persistent traffic congestion. Second, as we shdiZiB.5, they can make
themselves invisible to nearby vehicles.

Factors Limiting Sybil Creation.  We start by looking at the limits of the large-scale Sybil
attacks on Waze. First, we note user accounts do not posellangeto attackers, since

account registration can be fully automated. We found theihgle-threaded Monkeyrunner

script could automatically register 1000 new accounts iaya &ven though the latest version
of Waze app requires SMS verification to register accoutigleers can use older versions of
APIs to create accounts without verification. Alternatyyelccounts can be verified through
disposable phone/SMS services [214].

The limiting factor is the scalability of vehicle emulatiorEven though emulators like
GenyMotion are relatively lightweight, each instancel stikes significant computational re-
sources. For example, a MacBookPro with 8G of RAM supports @fAlgimultaneous em-

ulator instances. For this, we explore a more scalable apprto client emulation that can
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Figure 2.52: Using a HTTPS proxy as man-in-the-middle to intercept tradtiwden Waze
client and server.

increase the number of supported virtual vehicles by ordeérmagnitude. Specifically, we
reverse engineer the communication APIs used by the appeatate emulators with simple

Python scripts that mimic API calls.

Reverse Engineering Waze APIs. The Waze app uses HTTPS to communicate with the
server, so API details cannot be directly observed by capguretwork traffic (TLS/SSL en-
crypted). However, an attacker can still intercept HTTRSfitr, by setting up a proxy [1]
between her phone and Waze server as a man-in-the-midalté 899/ 57]. As shown in Fig-
ure[2.52, an attacker needs to pre-install the proxy servedt Certificate Authorities (CA)
to her own phone as a “trusted CA.” This allows the proxy to pnéself-signed certificates
to the phone claiming to be the Waze server. The Waze app gohthree will trust the proxy
(since the certificate is signed by a “trusted CA"), and estaBHTTPS connections with the
proxy using proxy’s public key. On the proxy side, the atexc&an decrypt the traffic using
proxy’s private key, and then forward traffic from the phoo&\taze server through a separate
TLS/SSL channel. The proxy then observes traffic to the Wareess and extracts the API
calls from plain text traffic.

Hiding API calls using traffic encryption is fundamentallyatlenging, because the attacker
has control over most of the components in the communicgtioness, including phone, the
app binary, and the proxy. A known countermeasure is catdipinning/[75], which embeds a
copy of the server certificate within the app. When the app s\&lkeETPS requests, it validates
the server-provided certificate with its known copy befatablishing connections. However,
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dedicated attackers can extract and replace the embeddédaie by disassembling the app
binary or attaching the app to a debugger [168, 74].

Scalability of Ghost Riders. With the knowledge of Waze APIs, we build extremely
lightweight Waze clients using python scripts, allocatorge thread for each client. Within
each thread, we log in to the app using a separate accounnainthin a live session by send-
ing periodic GPS coordinates to the Waze server. The Pythemt ¢s a full Waze client, and
can report fake events using the API. Scripted emulationgisiyr scalable. We run 1000 vir-
tual vehicles on a single Linux Dell PowerEdge Server (QuackC2GB RAM), and find that
at steady state, 1000 virtual devices only introduces alsmathead: 11% of memory usage,
2% of CPU and 420 Kbps bandwidth. In practice, attackers csitygan tens of thousands of
virtual devices on a commodity server.

Finally, we experimentally confirm the practical efficacylacalability of ghost riders. We
chose a secluded highway in rural Texas, and used 1000 Mrhiécles (hosted on a single
server and single IP) to generate a highly congested traftgplot. We perform our experiment
in the middle of the night after repeated scans showed no Wsees within miles of our test
area. We positioned 1000 ghost riders one after anotherdame them slowly at 15 mph
along the highway, looping them back every 15 minutes for rireehour. The congestion
shows up on Waze 5 minutes after our test began, and stayé@ omatp during the entire test
period. No problems were observed during our test, andttegenerate fake events (accidents

etc.) also succeeded.

2.3.5 User Tracking Attack

Next, we describe a powerful new attack on user privacy, ehatual vehicles can track
Waze users continuously without risking detection theresel By exploiting a key social

functionality in Waze, attackers can remotely follow (alk} any individual user in real time.
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This is possible with single device emulation, but greatiypéfied with the help of large
groups of ghost riders, possibly tracking large user pdjmuia simultaneously and putting user
(location) privacy at great risk. We start by examining teadibility (and key enablers) of this
attack. We then present a simple but highly effective tnaglalgorithm that follows individual
users in real time, which we have validated using real lifeegdments (with ourselves as the
targets).

The only way for Waze users to avoid tracking is to go “invisibin Waze. However,
doing so forfeits the ability to generate reports or messdler users. Users are also reset to

“visible” each time the Waze app opens.

2.3.5.1 Feasibility of User Tracking

A key feature in Waze allows users to socialize with otherghenroad. Each user sees
on her screen icons representing the locations of nearbg,usmed can chat or message with
them through the app. Leveraging this feature, an attackermpmpoint any target who has
the Waze app running on her phone. By constantly “refreshihg”app screen (issuing an
update query to the server), an attacker can query the vso®fS location from Waze in real
time. To understand this capability, we perform detailechsoeements on Waze to evaluate
the efficiency and precision of user tracking.

Tracking via User Queries. A Waze client periodically requests updates in her nearbg,ar
by issuing an update query with its GPS coordinates and angatar “search area.” This
search area can be set to any location on the map, and doespawtcion the requester’s own
location. The server returns a list of users located in tle@,aincluding userID, nickname,
account creation time, GPS coordinates and the GPS timpstdimus an attacker can find
and “follow” a target user by first locating them at any givendtion (work, home) and then

continuously following them by issuing update queries el on the target vehicle location,
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Figure 2.53: # of queries vs. unique returned users in the area.
all automated by scripts.

Overcoming Downsampling. The user query approach faces a downsampling challenge,
because Waze responds to each query with an “incompletef seters,i.e., up to 20 users
per query regardless of the search area size. This downsdmgsult is necessary to prevent
flooding the app screen with too many user icons, but it alsatdian attacker’s ability to
follow a moving target.

This downsampling can be overcome by simply repeatedlyyipgthe system until the
target is found. We perform query measurements on four teasgof different sizes between
3 x 4 mile? and24 x 32 mile?) in the downtown area of Los Angeles (City A, with 10 million
residents as of 2015). For each area, we issue 400 querieis Wl seconds, and examine
the number of unique users returned by all the queries. ResuRigurd 2.58 show that the
number of unique users reported converges after 150-250eguer the three small search
areas € 12 x 16 mile?). For the area of size 2432 mile?, more than 400 queries are required
to reach convergence.

We confirm this “downsampling” is uniformly random, by comipg our measurement
results to a mathematical model that projects the staisfiquery results assuming uniform-
random sampling. Consider totél users in the search area. The probability of a uggetting
sampled in a single round of query (20 users per query)(is) = 2—]\2 Over N queries, the
number of appearances per user should follow a Binomialibigton [119] with meanV - 22.

Figure 2,54 plots the measured user appearances for thegiouars on thé x 8 mile? area with
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Figure 2.54: User's number of appearances in the returned reults (mile? area).

N = 100. The measured statistics follow the projected Binomial fibation (the measured
mean values closely match the theoretical expectations ddnfirms that the downsampling
is indeed random, and thus an attacker can recover a (neaplet set of Waze users with
repeated queries. While the number of queries requiredasesesuperlinearly with area size,
a complementary technique is to divide an area into smdilerl size partitions and query
each partition’s users in parallel.

We also observe that user lists returned by different Wazesehad only a partial overlap
(roughly 20% of users from each server were unique to thateser This “inconsistency”
across servers is caused by synchronization delay amonggethiers. Each user only sends
its GPS coordinates to a single server which takes 2-5 narot@ropagate to other servers.
Therefore, a complete user set requires queries to coviéveale servers. At the time of our
experiments, the number of Waze servers could be tracedghrapp traffic and could be

covered by a moderate number of querying accounts.

Tracking Users over Time. Our analysis found that each active Waze app updates its
GPS coordinates to the server every 2 minutes, regardleasfiether the user is mobile or
stationary. Even when running in the background, the Waper@ports GPS values every 5
minutes. As long as the Waze app is open (even running in tlggbaund), the user’s location

is continuously reported to Waze and potential attackemsaiG, a more conservative approach

to managing location data would be extremely helpful here.

88



Understanding Online Communities via Measurements Chapter 2

We note that attackers can perform long-term tracking omgetaiser €.g, over months).
The attacker needs a persistent ID associated to the tdiget.userID” field in the metadata
is insufficient, because it is a random “session” ID assigmaoh user login and is released
when the user kills the app. However, the “account creatroatcan serve as a persistent ID,
because a) it remains the same across the user’s diffeigintdessions, and b) it is precise
down to the second, and is sufficiently to uniquely identihgée users in the same geographic
area. While Waze can remove the “account creation time” fiedchfmetadata, a persistent
attacker can overcome this by analyzing the victim’s mopgattern. For example, the attacker
can identify a set of locations where the victim has visited|fiently or stayed during the past
session, mapping to home or workplace. Then the attackexssagn a ghost rider to constantly
monitor those areas, and re-identify the target once hersbows up in a monitored location,
e.g, home.

Stealth Mode. We note that attackers remain invisible to their targetsabhee queries on
any specific geographic area can be done by Sybils operatmgotely,” i.e. claiming to be
in a different city, state or country. Attackers can enahkrt“invisible” option to hide from
other nearby users. Finally, disabling these featurelsdstds not make the attacker visible.
Waze only updates each user’s “nearby” screen every 2 narfutieile sending its own GPS
update to the servers). Thus a tracker can “pop into” theetargegion, query for the target,
and then move out of the target’s observable range, all bef@ target can update and detect

it.

2.3.5.2 Real-time Individual User Tracking

To build a detailed trace of a target user's movements, aclkat first bootstraps by iden-
tifying the target’s icon on the map. This can be done by ifigng the target’s icon while

confirming her physical presence at a time and location. Tilaelker centers its search area
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Location Routg .Travell GPS Sent GPS Captured To . Track User Dens.igy
Len. (mile) | Time (min) | By Victim | by Attacker | Destination? Delay (sec.) (# Users/milé)
City A 12.8 35 18 16 Yes 43.79 56.6
Highway B 36.6 40 20 19 Yes 9.24 2.8

Table 2.7: Tracking Experiment Results.

. GPS Points
s ¢ Missed by Attacker “oess

Figure 2.55: A graphical view of the tracking result in Los Angeles downt¢City A). Blue

dots are GPS points captured by the attacker and the red dots are thosebypidszattacker.
on the victim’s location, and issues a large number of gsgising Sybil accounts) until it
captures the next GPS report from the target. If the targetoging, the attacker moves the
search area along the target’s direction of movement arehtephe process to get updates.
Experiments.  To evaluate its effectiveness, we performed experimentsaaking one of
our own Android smartphones and one of our virtual deviceacKing was effective in both
cases, but we experimented more with tracking our virtuaioge since we could have it travel
to any location. Using the OSRM todll[4], we generate detafR5 traces of two driving
trips, one in downtown area of Los Angeles (City A), and on@glihe interstate highway-101
(Highway B). The target device uses a realistic driving sgesskd on average traffic speeds
estimated by Google Maps during the experiment. The attacked 20 virtual devices to
query Waze simultaneously in a rectangular search arezef sk 8 mile?. This should be
sufficient to track the GPS update of a fast-driving car (upd@® mph). Both experiments were
during morning hours, and we logged both the network traffithe target phone and query
data retrieved by the attacker. Note that we did not genamate'events” or otherwise affect
the Waze system in this experiment.
Results. Table[2.7 lists the results of tracking our virtual deviced &igure 2.5b presents

a graphical view of the City A result. For both routes, theak&a can consistently follow the
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victim to her destination, though the attacker fails to ca@tl-2 GPS points out of the 18-20
reported. For City A, the tracking delaye., the time spent to capture the subsequent GPS of
the victim, is larger (averaging 43s rather than 9s). Thiseisause the downtown area has a
higher Waze user density, and required more rounds of cuiriecate the target.

Our experiments represent two highly challenging.(worst case) scenarios for the at-
tacker. The high density of Waze users in City A downtown is @sak challenging to locate
a target in real time with downsampling. On Highway B, the ¢argavels at a high speed
(~60mph), putting a stringent time limit on the tracking latgn.e., the attacker must cap-
ture the target before he leaves the search area. The swédesth experiments confirms the

effectiveness and practicality of the proposed attack.

2.3.6 Defenses

In this section, we discuss potential defense mechanisimitdhe magnitude and impact
of these attacks. While individual devices can inflict liditdamage, an attacker’s ability to
control a large number of virtual vehicles at low cost elesahe severity of the attack in both
guantity and quality. Our priority, then, is to restrict thember of ghost riders available to
each attacker, thus increasing the cost per “vehicle” addaieg potential damage.

The most intuitive approach is perform strong location aeatltation, so that attackers
must use real devices physically located at the actualimtatreported. This would make
ghost riders as expensive to operate as real devices. Unéiely, existing methods for loca-
tion authentication do not extend well to our context. Sommppsals solely rely on trusted
infrastructures€.g, wireless access points) to verify the physical presencewates in close
proximity [140,[191]. However, this requires large scalafitting of cellular celltowers or
installation of new hardware, neither of which is practiadlarge geographic scales. Others

propose to embed tamperproof location hardware on mobilee[145192], which incurs
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high cost per user, and is only effective if enforced acrdisdewvices. For our purposes, we
need a scalable approach that works with current hardwatfeout incurring costs on mobile
users or the map service (Waze). In the following, we brieéigatibe the high level idea of
proposed defense and direct interested readers to ourajpdirdor the detailed system design

and evaluation [228].

2.3.6.1 Sybil Detection via Proximity Graph

Instead of optimizing per-device location authenticatioar proposed defense is a Sybil
detection mechanism based on the novel conceptafimity graph Specifically, we leverage
physical proximity between real devices to cread#ocation edgeswhich act as secure attes-
tations of shared physical presence. In a proximity grapkes are Waze devices (uniquely
identified by an account username and password on the sededr Shey perform secure
peer-to-peer location authentication with the Waze appingin the background. An edge is
established if the proximity authentication is successful

Because Sybil devices are scripted software, they are higttilgely to come into physical
proximity with real devices. A Sybil device can only form lomlation edges with other Sybil
devices (with coordination by the attacker) or the attask®wn physical devices. The resulting
graph should have only very few (or no) edges between vidaaices and real users (other
than the attacker). Leveraging prior work on Sybil detettio social networks, groups of
Sybils can be characterized by the few “attack edges” camgethem to the rest of the graph,
making them identifiable through community-detection alpons [221].

We usea very small numbeof trusted nodes only to bootstrap trust in the graph. We
assume a small number of infrastructure access points akerkio Waze serverg.g, hotels
and public WiFi networks associated with physical locatistored in IP-location databases
(used for geolocation by Apple and Google). Waze also cark wuith merchants that own

public WiFi access point®(g, Starbucks). These infrastructures are trusted nodesqsuaree
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trusted nodes don’t collude with attackers). Any Waze dethat communicates with the Waze
server under their IPs (and reports a GPS location consisiinthe IP) automatically creates

a new collocation edge to the trusted node.

2.3.6.2 Alternative Defenses

In addition to Sybil detection, Waze can incorporate otheclhanisms to protect its users.
We briefly describe a few key ideas, but leave the integratitimour approach to future work.
First, IP verification: when a user claims she is driving, Waze ceamene whether her IP
is a mobile IP that belongs to a valid cellular carrier or apstieus web proxy. However,
this approach is ineffective if dedicated attackers robte dttack traffic through a cellular
data plan.Secondstrict rate limit: with that, attackers will need to run red®ybil devices
to implement the same attacK.hird, verifications on account registration: this needs to be
handled carefully since email/SMS based verification cabypassed using disposable email
or phone numbers [214]Finally, detecting extremely inconsistent GPS/event reports. The
challenge, however, is to distinguish honest reports fiuarfake ones since attacker can easily
outvote real users. If Waze chooses to ignore all the instersi reports, it will lead to DOS

attack where attackers disable the service with incondisita.

2.3.7 Our Interactions with Waze

After our study, we have taken active steps to inform the Gaddaze team of our results
and help them to mitigate the threat. In this section, we w@share our experience of inter-
acting with Waze team, and discuss the security measunes\Waze and their effectiveness.
Informing Waze Team Directly.  Before the first writeup of our work in November 2014,
we sought to inform the Google Waze team of our findings. We dised multiple existing

Google contacts on the Security and Android teams. Whendliatfto reach the Waze team,
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we got in touch with Niels Provos, who then relayed informatbout our project to the Waze
team.

As of October 2015, we observed a major change in Waze app writh®app reports
user location data to the server (and other users). In thevaesion, the app only reports user
GPS values when the user is actively driving (moving at a maidéast rate of speed). GPS
tracking stops when a user is walking or standing still. Idiadn, Waze automatically shuts
down if the user puts it in the background, and has not drieerafwhile. To resume user
tracking (GPS reporting), users must manually bring thetagpe foreground. Finally, Waze
now hide users’ starting and destination locations of ttr@s. While online documentation
claims that these optimizations are to reduce energy usagies Waze app, we are gratified by
the dramatic steps taken to limit user tracking and impreer privacy. These changes indeed
reduce the amount of GPS data sent to the server (and madebévdo potential attackers
through the API). By our estimates, the update reduces theisinad GPS tracking data for
a typical user by nearly a factor of 10x. However, an attaclker still build Sybil devices to

track active Waze users.

Informing Waze via News Media.  To further raise awareness on the threat of Sybil de-
vices, in April 2016, we pitched our work to Fusion. We dentaated the effectiveness of the
tracking attack by tracking one of their reporters with hemgent for three days. On April 26,
2016, Fusion covered our story, which went viral within 24ir®with followup stories from
20+ media outlets all around the world. This time, Waze imiattedly issued a response on
the next dayl([5], followed with a series of updates to the dfpst, Waze disabled the social
feature in older versions (v3.8 or lower). In addition, theekt app uses special encoding on the
communication APIs (binary format, no longer human-redéalabln the meantime, we tested
the app and found that Waze was using Google Protocol Buffpetfmrm the encoding. We
managed to crack the encoding scheme within a day, and tedidaat our attack still worked.

We notified Waze about our findings.
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Working with Waze.  As of May 2016, the product manager of Waze reached out to us to
start a collaboration to improve Waze security. We helpedwWaze team to understand our
attacking method, and helped to test any security meadwegsieployed. As a starting point,
Waze removed the globally unique identifier of users (actougation time) and username,
making it hard to track users over multiple trips. In additié®Vaze started to require a two-
factor authentication through SMS before showing any ifiabte information to nearby users.

To assess the effectiveness of the security measures, ted tas tracking attack on the
new app. To bypass the two-factor authentication, we toease temporal SMS services (or
disposable phone number) [214] to verify the fake accowMs.found that once the account
got verified, our Sybil device can communicate with Waze eeand the tracking attack still
worked. We reported our findings and also suggested othenpaltsecurity measures such as
enforcing a rate limit for queries per device, checking Wwieethe device is using a mobile IP,
and detecting unrealistic movement patterns of a devigg clear that current countermeasure
is not perfect and it is an on-going effort to further raise tfar for attackers.

Thus far, our efforts have led to significant improvementla# security and privacy in
Waze. After the back-and-forth interaction, much less amotilocation information is shared
about users. Currently, only active users (who are drivinghenroad with Waze app on the
foreground) can be tracked. It is also much more difficulintbafore to track users across

multiple trips.

2.3.8 Broader Implications

While our experiments and defenses have focused strictlyame\ur results are applica-
ble to a wider range of mobile applications that rely on geatmn for user-contributed con-
tent and metadata. Examples include location based clneahel review services (Foursquare,

Yelp), crowdsourced navigation systems (Waze, Mooviwetsourced taxi services (Uber,
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Lyft), mobile dating apps (Tinder, Bumble), anonymous melibmmunities (Yik Yak, Whis-
per) and location-based gaming apps (Pokemon Go).

These systems face two common challenges exposing thementiab attacks. First, our
efforts show that it is difficult for app developers to buildraly secure channel between the
app and the server. There are numerous avenues for an attac&eerse-engineer and mimic
an app’s API calls, thereby creating “cheap” virtual desiead launching Sybil attack [[71].
Second, there are no deployed mechanisms to authenticatolo data €.g, GPS report).
Without a secure channel to the server and authenticatetido¢ these mobile apps are vul-
nerable to automated attacks ranging from nuisance (praigto Uber) to malicious content

attacks (large-scale rating manipulation on Yelp).

Attacking other Apps.  To validate our point, we run a quick empirical analysis on@ald
class of mobile apps to understand how easy it is to revergaeer their APIs and inject
falsified data into the system. We pick one app from each oagegcluding Foursquare, Uber,
Tinder, Yik Yak and Pokemon Go (an incomplete list). We finattalthough all the listed apps
use TLS/SSL to encrypt their network traffic, their APIs cafllly exposed by the method in
§2.3.4. For each app, we were able to build a light-weighntlissing python script, and feed
arbitrary GPS to their key function calls. For example, vittged GPS, a group of Foursquare
clients can deliver large volumes of check-ins to a giverueewithout physically visiting it;
On Uber, one can distribute many virtual devices as senantspassively monitor and track
all drivers within a large area (sg8.3.5). Similarly for Yik Yak and Tinder, the virtual devige
make it possible to perform wardriving in a given locatiorato post and collect anonymous
Yik Yak messages or Tinder profiles. In addition, apps liked&r also display the geographical
distance to a nearby usez.¢, 1 mile). Attacker can use multiple virtual devices to measu
the distance to the target user, and “triangulate” thatsigsact location[[227]. Finally, for
Pokemon Go, we can use simulated devices to capture pokemithaait physically walking

outside like other players (cheating in the game). Ther@assible app-specific defenses, and
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we leave their design and evaluation to future work.

New Countermeasures in the Wild.  After our initial report was published, we start to
observe some interesting countermeasures against ARsesgagineerings in these apps. For
example, Yik Yak uses an authentication method in their ARled HMAC (keyed-hash mes-
sage authentication code). The app developer has embedia Key app binary, and uses
the key to generate the authentication code. API calls witkiee authentication code are no
longer accepted by the server. To build a Sybil device for ¥Yak, the attacker need to take
extra effort to extract the key from the app binary. In adudfifiwe observe apps like Twitter,
Periscope have adopted SSL pinning, so that the app no laagept self-signed certificate.
This makes it more difficult to set up a HTTPS proxy to learn AR calls. Attacker will
need to replace the pinned certificate from the app binaryderdo reverse-engineer the API
calls asy2.3.4. We believe further research is needed to empiricaitierstand the usage and

effectiveness of different countermeasures within a wadge of mobile apps.

2.3.9 Summary of Results

In summary, we describe our efforts to identify and study regeaof attacks on crowd-
sourced map services. We identify a range of single and yaséir attacks, and describe tech-
niques to build and control groups of virtual vehicles (ghagers) to amplify these attacks.
Our work shows that today’s mapping services are highly en@hle to software agents con-
trolled by malicious users, and both the stability of themerises and the privacy of millions
of users are at stake. We propose and validate a suite ofitesnthat help services to build
proximity graphs and use them to effectively detect Sybiickes.

While our study and experiments focus on the Waze system, lievbe¢he large majority
of our results can be generalized to crowdsourced apps asip.gBroadly speaking, for any

apps that support “human-to-human” interactions, theyitably have to leak some user data
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(e.g, location data, user identity information) to other usém®tigh such interactions. This
become a real concern when an attacker controls a large gifdbybil devices to massively

interact with human users and retrive or pollute user data.
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Chapter 3

Spam, Human Factors and Malicious

Crowdsourcing

Thus far, we have discussed the critical challenges in erdammunities in Chaptét 2 regard-
ing quality of content, user anonymity and location privaty this chapter, we specifically
focus on the generation and distribution of malicious cone.g. spam) in online communi-
ties and practical defense techniques. While traditionahspttacks are mostly generated by
automated software, more sophisticated attackers todeyaintroduce “human intelligence”

to their attacking process. Through extensive measuremenet find strong evidence on the
rising of malicious crowdsourcingervices where a large number of real users are hired for
pennies to perform malicious activities, which poses ai@ant challenge to existing secu-
rity systems €.g, CAPTCHA), which are initially designed to detect attacksrirautomated
software, but become ineffective to real users. In the ¥ahg, we describe our data-driven

approach to understanding and defending against malicimwgdsourcing (ocrowdturfing.
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3.1 Understanding Malicious Crowdsourcing

3.1.1 Introduction

Popular Internet services in recent years have shown timari@ble things can be achieved
by harnessing the power of the masses. By distributing taskgi@stions to large numbers
of Internet users, these “crowd-sourcing” systems have égwerything from answering user
questions (Quora), to translating books, creating 3-D @hotrs [197], and predicting the
behavior of stock markets and movie grosses. Online serlilklAmazon’s Mechanical Turk,
Rent-a-Coder (vWorker), Freelancer, and Innocentive havated open platforms to connect
people with jobs and workers willing to perform them for wars levels of compensation.

On the other hand, crowd-sourcing systems could pose ausectmallenge to a number
of security mechanisms deployed to protect Internet sesvagainst automated scripts. For
example, electronic marketplaces want to prevent schipta fiutomating auction bids [146],
and online social networks (OSNs) want to detect and remake fisers (Sybils) that spread
spam [213] 244]. Detection techniques include differepesyof CAPTCHAS, as well as
machine-learning that tries to detect abnormal user beh{&4l], e.g. near-instantaneous re-
sponses to messages or highly bursty user events. Reganfikbesspecific technique used,
they rely on a common assumption, that the malicious tasffgestion cannot be performed by
real humans en masse. This is an assumption that is easikgrblby crowd-sourcing systems
dedicated to organizing works to perform malicious tasks.

Through measurements, we have found surprising eviderve s that not only do mali-
cious crowd-sourcing systems exist, but they are rapidiygrg in both user base and revenue
generated. Because of their similarity with both traditiocr@wd-sourcing systems and as-
troturfing behavior, we refer to them asowdturfingsystems. More specifically, we define
crowdturfing systems as systems where customers initiar@paigns,” and a significant num-

ber of users obtain financial compensation in exchange fidoeing simple “tasks” that go
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against accepted user policies.

In this part of the chapter, we describe a significant efiodtudy and understand crowd-
turfing systems in today’s Internet. We found significantevice of these systems in a number
of countries, including the US and India, but focus our stadytwo of the largest crowdturf-
ing systems with readily available data, both of which arstéd in and targeted users in
China. From anecdotal evidence, we learn that these systems#-known to young Internet
users in China, and have persisted despite threats from lmrcement agencies to shut them
down [72/79] 130].

Our study results in four key findings on the operation andatifeness of crowdturfing
systems. First, we used detailed crawls to extract datatdbewsize and operational structure
of these crowdturfing systems. We use readily availabletdajaantify both tasks and revenue
flowing through these systems, and observe that these s#teg@ving exponentially in both
metrics. Second, we study the types of tasks offered andnpeet in these sites, which include
mass account creation, and posting of specific content onsO@@Mroblogs, blogs, and online
forums. Tasks often ask users to post advertisements afii’/pa®mments about websites
along with an URL. We perform detailed analysis of tasks tim start information cascades
on microblogging sites, and study the effectiveness ofaess as a function of the microblog
social graph.

Third, we want to evaluate the end-to-end effectivenessafdturfing campaigns. To do
S0, we created accounts on one of our target systems, aradddia number of benign cam-
paigns that provide unsolicited advertisements for Iegite businesses. By bouncing clicks
through our redirection server, we log responses to adesnients generated by our campaigns,
allowing us to quantify their effectiveness. Our data shéwet crowdturfing campaigns can
be cost-effective at soliciting real user responses. Kinae study and compare the source of
workers on crowdturfing sites in different countries. We fihdt crowdturfing workers easily

cross national borders, and workers in less-developedtgesioften get paid through global
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payment services for performing tasks affecting US-basad/arks. This suggests that the
continuing growth of crowdturfing systems poses a real thedl.S.-based online communi-
ties such as Facebook, Twitter, and Google+.

This study is the one of the first to examine the organizatiuh effectiveness of large-
scale crowdturfing systems on the Internet. These systewesalgeady established roots in
other countries, and are responsible for producing fakelsoetwork accounts that look indis-
tinguishable from those of real users [244]. A recent st that similar types of behavior
are also on the rise in the US-based Freelancer|site [157Hetdtanding the operation of
these systems from both financial and technical angles ifirttestep to developing effective

defenses to protect today’s online social networks ancdherdommunities.

3.1.2 Crowdturfing Overview

In this section, we introduce the core concepts relatedwaturfing. We start by defining
crowdturfing and the key players in a crowdturfing campaigaxtNwe present two different
types of systems that are used to effect crowdturfing campaig the Internedistributedand
centralized Measurements of a distributed crowdturfing system showitha significantly
less popular with users than centralized systems. Thus euesfon understanding centralized

crowdturfing systems in the remainder of our study.

3.1.2.1 Introduction to Crowdturfing

The termcrowdturfingis a portmanteau of “crowd-sourcing” and “astroturfing.” tras
turfing refers to information dissemination campaigns #ratsponsored by an organization,
but are obfuscated so as to appear like spontaneous, datr‘grass-roots” movements.
Astroturfing campaigns often involve spreading legallyyga even illegal, content, such as

defamatory rumors, false advertising, or suspect polittessages. Although astroturfing pre-
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Figure 3.1: Work and cash flow of a crowdturfing campaign.

dates the Internet, the ability to quickly mobilize largewgps via crowd-sourcing systems has
drastically increased the power of astroturfing. We refeht® combined threat agowdturf-
ing. Because of its use of real human users, crowdturfing posesraadiate threat to existing
security measures that protect online communities by tag@utomated scripts and bots.

Crowdturfing campaigns on the Internet involve three keyracto

1. Customers:Individuals or companies who initiate a crowdturfing cangpai The cus-
tomer is responsible for paying for the monetary costs, aatypically are either related
to or themselves the beneficiaries of the campaign.

2. Agents: Intermediaries who take charge of campaign planning ancagement. The
agent is responsible for finding, managing, and distrilgutimds to workers to accom-
plish the goals of the campaign.

3. Workers:Internet users who answer calls by agents to perform spéasks in exchange

for a fee.

Each campaign is structured as a collectiotesks For example, a campaign might entail
generating positive sentiment for a new restaurant. Indhge, each task would be “post a
single (fake) positive restaurant review online.” Worketso complete tasks generaebmis-
sionsthat include evidence of their work. The customer/agenttban verify that the work
was done to their satisfaction. In the case of the restaveaigw campaign, submissions are

screenshots of or URLSs pointing to the fake reviews. Idetilte is a one-to-one mapping be-
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tween tasks and submissions. However, not all tasks mayrbpleted, and submissions may
be rejected due to lack of quality. In these cases, the nuoflseibmissions will not match the
number of tasks for a given campaign.

The process for a crowdturfing campaign is shown in Figurel8itially, a customer brings
the campaign to an agent and pays them to carry it out (1). gbaetalistributes individual
tasks among a pool of workers (2), who complete the tasksetndrsubmissions back to the
agent (3). The agent passes the submissions back to thenaug), who evaluates the work.

If the customer is satisfied they inform the agent (5), wha tbays the workers (6).

3.1.2.2 Crowdturfing Systems

Crowdturfing systemare instances of infrastructure used to connect custoragemnts,
and workers to enable crowdturfing campaigns. These systengenerally created and main-
tained by agents, and help to streamline the process of ianggrworkers, verifying their
work, and distributing payments.

We have observed two different types of crowdturfing systemthe wild: distributed
and centralized. We now describe the differences betwessettwo structures, highlighting
their respective strengths and weaknesses. Crowdturfibgnsgsre similar to crowd-sourcing
systems like Amazon’s Mechanical Turk, with the exceptibattthey accept tasks that are
unethical or illegal, and that they can utilize distributefitastructures.

Distributed Architecture. Distributed crowdturfing systems are organized aroundIsmal
instant message (IM) groups, mailing lists, or chat roonstdtw by grougeaders As illus-
trated in Figuré_3J2a, leaders act as middlemen betweerisaged workers, and organizes the
workers.

The advantage of distributed crowdturfing systems is they #ire resistant to external

threats, like law-enforcement. Individual forums and mnagillists are difficult to locate, and
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Figure 3.2: Two different crowdturfing system structures.

they can be dissolved and reconstituted elsewhere at ary BEarthermore, sensitive commu-
nications, such as payment transfers, occur via privatarea directly between leaders and
workers, and thus cannot be observed by third parties.

However, there are two disadvantages to distributed systaat limit their popularity.
The first is lack of accountability. Distributed systems ax have robust reputation metrics,
leaving customers with little assurance that work will bef@ened satisfactorily, and workers
with no guarantees of getting paid. The second disadvastages from the fragmented nature
of distributed systems. Prospective workers must locategs before they can accept jobs,
which acts as a barrier-of-entry for many users. To test¥edocated 14 crowdturfing groups
in China hosted on the popular Tencent QQ instant messagingre Despite the fact that
these groups were well advertised on popular forums, thgylmsted~2K total users. Over
the course of several days of observation, each group omigrgeed 28 messages per day on
average, most of which was idle chatter. The conclusion welcaw from these measurements
is that distributed crowdturfing systems are not very sugfaést attracting workers. As we
will show in Sectior3.113, centralized systems attracemsdf magnitude more campaigns

and workers.

Centralized Architecture.  Centralized crowdturfing systems, illustrated in Fidurdo3a&te

instantiated as websites that directly connect custonmetrsvarkers. Much like Amazon’s Me-
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chanical Turk, customers post campaigns and offer reweuttie workers sign up to complete

tasks and collect payments. Both customer and workers eediank information associated
with their accounts, and all transactions are processeddgthe website. Centralized crowd-
turfing websites use reputation and punishment systemséaiinize customer and workers to
behave properly. The primary role of the agent in centrdlaehitectures is simply to main-

tain the website, although they may also perform verificattbsubmissions at the behest of
customers.

The advantage of centralized crowdturfing systems is theiplecity. There are a small
number of these large, public websites, making them trivifdcate by customers and workers.
Centralized software automates campaign management, paygisé&ibution, and maintains
per-worker reputation scores. These features streangimieadized crowdturfing systems, and
reduce uncertainties for all involved parties.

The disadvantage of centralized crowdturfing systems is shisceptibility to scrutiny by
third parties. Since these public sites allow anyone to sigrthey are easy targets for infil-
tration, which may be problematic for crowdturfing sitestthyerate in legally grey-areas. On
the other hand, this disadvantage made it possible for usatel @and analyze several large

crowdturfing websites.

3.1.3 Campaigns, Tasks, and Revenue

We begin our analysis of crowdturfing systems, by analyzirggwvolume of campaigns,
tasks, users, and total revenue processed by the largeshksystems. We first describe
the representative systems in our study along with our dattaeging methodology. We then

present detailed results addressing these questions.

106



Spam, Human Factors and Malicious Crowdsourcing Chapter 3

3.1.3.1 Data Collection and General Statistics

While a number of crowdsurfing systems operate across thaldloiernet, the two largest
and most representative systems are hosted on Chinese k&twhbeir popularity is explained
by the fact that China has both the world’s largest Interngtufation (485M) [165] and a
moderately low per-capita income:$3,200/year) [131]. Crowdturfing sites in China connect
dodgy PR firms to a large online user population willing to astcrowd-sourced labor, and
have been used to spread false rumors and advertising [64,/2B This “Shui Jun” (water
army), as itis commonly known, has emerged as a force on thee€ailinternet that authorities
are only beginning to grapple with [[79, 8].

This confluence of factors makes China an ideal place to stdydturfing. In this section,
we measure and characterize the two largest crowdturfingiteshin China: Zhubajie (ZBJ,
zhubaj i e.com) and Sandaha (SDHsandaha.con). All data on these sites are public,
and we were able to gather all data on their current and pslst taa periodic crawls of their
campaign histories.

Zhubajie and Sandaha. The first site we crawled is Zhubajie (ZBJ), which is the latges
crowd-sourcing website in China. As shown in Tdbld 3.1, ZBJh®en active for five years,
and is well established in the Chinese market. Customers parsf different legitimate types
of jobs to ZBJ, including requests for freelance design andq@mming, as well as Mechanical
Turk-style “human intelligence tasks.” However, there subsection of ZBJ called “Internet
Marketing” that is dedicated solely to crowdturfing. ZBJ aiss an English-language version
hosted in Texasl t mar t .comn), but its crowdturfing subsection only has 3 campaigns te.dat
Unlike ZBJ, Sandaha (SDH) only provides crowdturfing sersj@nd is four years younger

than ZBJ.

Crawling Methodology. We crawled ZBJ and SDH in September, 2011 to gather data

for this study. We crawled SDH in its entirety, but only cradlthe crowdturfing section of
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Website Active Total Total Total Total Total Total Money Money for
Since Campaigns (%) Workers Tasks Submissions (%) Accepted (%) Money for Workers Website (%)

Zhubajie (ZBJ)| Nov. 2006 76K (92%) 169K 17.4M 6.3M (36%) 3.5M (56%) $3.0M $2.4M $595K (20%
Sandaha (SDH) March 2010| 3K (88%) 11K 1.1M 1.4M (130%) 751K (55%) $161K $129K $32K (20%)

Table 3.1: General information for two large crowdturfing websites.

ZBJ. Both sites are structured similarly, starting with a maage that links to a paginated
list of campaigns, ordered reverse chronologically. Earhmaign has its own page that gives
pertinent information, along with links to another pagedlist of completed submissions from
workers. All information on both sites is publicly availebland neither site employs security
measures to prevent crawling.

Our crawler recorded details of all campaigns and submissom ZBJ and SDH. Cam-
paigns are characterized by a description, start and ered titotal number of tasks, total money
available to pay workers, whether the campaign is comp/eted the number of accepted and
rejected submissions. It also includes details for eacmgsgion entered by workers, includ-
ing the worker username and UID, a submission timestamppomneore screenshots and/or
URLSs pointing to content generated by the worker, and a fladgiimgithe submission as either
accepted or rejected after review.

Both ZBJ and SDH make the complete history of campaigns avaitabtheir sites, which
enables the crawler to collect data dating back to eachsditeeption. Tablé 3]1 lists the
total number of campaigns on each site, as well as the pagerhat were usable for our
study. Data on some campaigns is incomplete because thenwrstleleted them or made
them private. Other data could be missing because eitheraimgaign only provided partial
information €.g.no task count or price per task), or the campaign was stilborggat the time
of our crawl. Incomplete campaigns only account for 8% ofttial on ZBJ and 12% on SDH,
and thus have little impact on our overall results. For tfawe convert all currency values on

ZBJ and SDH (Chinese Yuan) to US Dollars using an exchange f@té®13 to 1.

General Statistics.  Table[3.1 shows the high-level results from our crawls. ZBdlder
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Figure 3.3: Campaigns, dollars per month. Figure 3.4: Tasks, submissions per camp.

and more well-established than SDH, hence it has attracta@ @ampaigns, workers, and
money. Campaigns on both sites each include many individis&bkt and task count is almost
three orders of magnitude greater than number of campaighs. number of submissions
generated by workers in response to tasks is highly variabl@BJ only 36% of tasks receive
submissions, whereas on SDH 130% of tasks receive submssgie. there is competition
among workers to complete the same tasks). Roughly 50% ailathssions are accepted.
Most importantly, more than $4 million dollars have beenrgpen crowdturfing on ZBJ
and SDH in the past five years. Both sites take a 20% cut of cgmplailars as a fee, resulting
in significant profits for ZBJ, due to its high volume of campag Furthermore, Figufe 3.3
shows that the number of campaigns and total money spent@aneng exponentially. The
younger SDH has a growth trend that mirrors ZBJ, suggestiagithvill reach similar levels
of profitability within the next year. These trends indictte rising popularity of crowdsurfing

systems, and foreshadow the potential impact these systéhhsive in the very near future.

3.1.3.2 Campaigns, Tasks, and Workers

Figure[3.4 illustrates the high level breakdown of tasks sutamissions on ZBJ and SDH.
There are three lines corresponding to each site: tasksgpepaign, submissions per cam-
paign, and accepted submissions per campaign. CampaignBbte#d to have an order of
magnitude fewer tasks than those on SDH. Although both sitgsaccept=50% of submis-
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Campaign Num of Monthly
Type Campaigns $/Camp.  $/Task Growth
Account Reg.| 29,413 (39%) $71 $0.35 16%
Forum Post | 17,753 (23%) $16 $0.27 19%
ZBJ | QQGroup | 12,969 (17%) $15  $0.70  17%
Microblog 4,061 (5%) $12 $0.18 47%
Blog Post | 3,067 (4%) $12  $0.23  20%
Forum Post | 1,928 (57%) $48 $0.19 40%
QQ Group | 473 (14%) $48  $0.13  31%

SDH Q&A 463 (14%) $47 $0.21 30%
Blog Post 113 (3%) $49 $0.19 21%
Microblog 93 (3%) $49 $0.27 42%

Table 3.2: The top five campaign types on ZBJ and SDH.

sions, the overabundance of submissions on SDH means é&atithber of accepted submis-
sions closely tracks the required number of tasks, espefoalcampaigns with>100 tasks.
Campaign Types. Crowdturfing campaigns on ZBJ and SDH can be divided into skvera
categories, with the five most popular listed in Tdblg 3.2esehfive campaign types account
for 88% of all campaigns on ZBJ, and 91% on SDH.

“Account registration” refers to the creation of user acuswn a target website. Unlike
what has been observed by prior wdrk [157], these accouetslarost never used to automate
the process of spamming. Instead, customers request thises& bolster the popularity of
fledgling websites and online games, in order to make theraappell trafficked.

Four campaign types refer to spamming in specific contex@:ir@dtant-message groups,
forums, blogs, and microbloge.g. Twitter). Customers in China prefer to pay workers di-
rectly to generate content on popular websites, ratherphachasing accounts from workers
and spamming through them. Note, that QQ and forums repradarger percentage of cam-
paigns because their existence predates microblogs, Whiahonly become popular in China
in the last year[[165]. The last column of Talle]3.2 shows trerage monthly growth in

number of campaigns, and shows that microblogs campaigngrawing faster than all other
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Figure 3.5: Submissions per worker. Figure 3.6: Submissions by top workers.

top-5 categories in both ZBJ and SDH. As the popularity of aaoetworks and microblogs
continues to grow, we expect to see more campaigns targémg.

Finally, “Q&A’ involves posting and answering questions swcial Q&A sites like Quora
(quor a.com). Workers are expected to answer product-related quesitioa biased manner,
and in some cases post dummy questions that are immedia®iyeeed by other colluding
workers.

Worker Characteristics. We now focus our discussion on the behavior of workers on
crowdturfing websites. Figufe 3.5 shows that the total nurobsubmissions per worker (in-
cluding both accepted and rejected submissions) variessitne worker population, and even
between ZBJ and SDH. Roughly 40% of SDH workers only completegestask, compared

to 20% on ZBJ. The average worker on both sites complete areuhisks each.

Figure[3.b also reveals that a small percentage of extrepmelific workers (especially on
SDH) generate hundreds, even thousands, of submissiogsteR3.6 plots the percentage of
submissions from top workers ordered from most to leastfprolThe distribution is highly
skewed in favor of these career crowdturfers, who are resplenfor generating=75% of
submissions.

We now examine the temporal aspects of worker behavior. réf@ plots the time dif-
ference between a campaign getting posted online, and #testibmission from a worker.
On SDH, 50% of campaigns become active within 24 hours, vaseoa ZBJ (with its larger
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Figure 3.7: Time to first response. Figure 3.8: Daily submissions.

worker population) 75% of campaigns become active withirh@drs. However, some cam-
paigns take significantly longer to ramp up: up to 15 days on 2Bd 30 days on SDH. As we
discuss in Section 3.1.3.3, these slow moving campaigns very specific requirements that
cannot be met by the vast majority of workers.

Figure[3.8 shows the correlation between time of day and enmbsubmissions on ZBJ
and SDH. Most submissions happen during the workday anderetiening. Slight drops
around lunch and dinner are also visible. This pattern amsfihat submissions are generated

by human beings, and not automated bots.

3.1.3.3 Money

We now explore the monetary reward component of crowdtudiysgems. As is common
on crowd-sourcing systems like Mechanical Turk, workerZ&3 and SDH make a tiny fee
for each accepted submission. As shown in Figure 3.9, thenvarity of workers on ZBJ
and SDH earn $0.11 per submission, althoagt0% of submissions command higher prices
than this. Workers must complete many submissions in omdeatn substantial pay, leading
to the prolific submission habits of career crowdturfersmseeFigure[3.6. Note that this is a
very different model from bid-for-tasks systems like theeawt Freelancer study [157].

The total amount of money earned by most workers on ZBJ and SDidry small. As

illustrated in Figuré_3.70, close to 70% of workers earn thas $1 for their efforts. The re-
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Figure 3.11: Money earned by top workers. Figure 3.12: # of tasks vs. submission price.

maining 30% of workers earn between $1 and $100, making drov¥inlg a potentially reward-
ing part-time job to supplement their core income. For a wemall group of workers (0.4%),
crowdturfing is a full-time job, earning rewards in the $0abllar range. Not surprisingly,
the distribution of monetary rewards matches this distiiiou As seen in Figure 3.11, the top
5% of workers take home 80% of the proceeds on ZBJ and SDH. ¢leanard-core contin-
gent of career crowdturfers is taking the bulk of the rewahay by quickly completing many
submissions.
Task Pricing. The goal and budget of each crowdturfing campaign affectatnaber and
price of tasks in that campaign. Figlire 3.12 plots the cati@i between the number of tasks
in a campaign, versus the price per submission the cust@malting to pay. The vast majority
of campaigns with 1K-10K tasks call for generating numefitwsets” on microblog sites. We
examine these tasks in more detail in Sedfion 8.1.4.

Although the vast majority of campaigns call for many taskfvow price per submission,
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Figure[3.1P reveals that there is a small minority of wellipgytasks. In many cases, these
campaigns only include a single task that can earn an actepbemissior>$100 dollars. We
examined the 158 outlying tasks that earneBll0 and determined that they include a large

range of very strange campaigns, some prominent examulesie

e Pyramid SchemesWorkers recruit their friends into a pyramid scheme to nexailarge
payment.

e Commissioned SalesiVorkers sell products in order to receive a percentage ofales.

e Dating Sites: Workers crawl OSNs and clone the profiles of attractive mehveomen
onto a dating site.

e Power-Users: These tasks call for a single worker who owns a powerful $oeavork
account, well-read blog, or works for a news service to gaeea story endorsing the

customer.

3.1.4 Crowdturfing on Microblogs

In this section, we study the broader impact of crowdturfiggrieasuring the spread of
crowdturf content on microblogging sites. We gather datanfiSina Weibo, the most pop-
ular microblogging social network in China that has the sapok land feel as Twitter. We
study Weibo for two reasons. First, as shown in Tablé 3.2rablogging sites and Weibo in
particular are very popular targets for crowdturfing camgpai Second, the vast majority of
information on Weiboi(e. “tweets” and user profile information) is public, making it @eal
target for measurement and analysis.

We begin by introducing Weibo and our data collection metihogly. Next, we examine
properties of crowdturfing tasks and workers on Weibo. Hmnale gauge the success of

campaigns across the social network by analyzing the smfeadwdturfing content.
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Figure 3.13: Weibo campaigns in 2011. Figure 3.14: Submissions and accounts.

3.1.4.1 Weibo Background and Data Collection

Founded in August 2009, Sina Weibo is the most popular miogging social network in
China, with more than 250 million users as of October 2011\\Mibo has functionality iden-
tical to Twitter: users generate 140 character “tweetsjttviban be replied to and “retweeted”
by other users. Users may also create directed relationshilp other users bfpllowingthem.

We focus our study of Weibo campaigns from ZBJ, because ZBXheasost microblog-
ging campaigns by far. Of the 4,061 microblogging campaam&BJ, 3,145 target Weibo. As
shown in Figuré 3.13, the number of Weibo campaigns on ZBJnsiWeibo’s rapid growth
in popularity in 2011.

The goal of crowdturfing campaigns on Weibo is to increasectlstomer’s reach, and to
spread their sponsored message throughout the socialnketWoese goals lead to three task
types: “pay per tweet,” “pay per retweet,” and “purchasiolipivers.” The most common task
type is retweeting, in which the customer posts a tweet aed fays workers to retweet it.
Alternatively, customers may pay workers to generate tbwin tweets, laden with specific
keywords and URLS, or to have their accounts follow the custéfor future messages.

To increase the power of their campaigns, customers prefekess who use realistic,
well-maintained Weibo accounts to complete tasks. Custemmay not accept submissions
from poor quality,e.g. easily detected or banned, Sybil accounts. Conversely, ex®nkho
control popular accounts with many followers can earn manetask than worker accounts
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with average popularity.

Data Collection. Understanding the spread of crowdturfing content on Weilopiires
identifying information cascadefl28]. Each cascade is characterized byoagin postthat
initiates the cascade, and retweets that further propdagatenformation. Cascades form a
directed tree with the origin post at the root. drowdturfing cascadeshe origin post is
always generated by a customer or a worker, but retweets eaittbuted to workers and
normal Weibo users. Each campaign is a forest of cascade tree

We crawled Weibo in early September, 2011 to gather data erspinead of crowdturf
content. The crawler was initially seeded with URLs that rhattcampaigns already found
on ZBJ, and used simple content analysis to determine if eackewsubmission was an origin
post or a retweet in order to differentiate between “pay tedivand “pay to retweet” tasks. In
the latter case, the crawler fetched the origin post usifggnmation embedded in the retweet.

Our crawler targets the mobile version of the Weibo site beeat lists all retweets of a
given origin post on a single page, including the full pathrafiti-hop retweets. The crawler
recorded the total number of tweets, followers, and usdiswed by each user involved in
crowdturfing cascades. Unfortunately, Weibo only divulgfes first 1K followers for each
user, so we are unable to fully reconstruct the social graph.

Overall, our crawler collected 2,869 campaigns involving8D customers. These cam-
paigns received submissions from more than 12,000 Weibouats, and reached more than
463,000 non-worker users. Among these, 2% of worker acsomete inaccessible, and were
presumably banned by Weibo for spamming. 0.08% of the nomkavaiser accounts were
inaccessible, and all customer accounts remained actiRay per tweet” campaigns initiated
25,000 cascades, while “pay per retweet” campaigns tregh&;,000 cascades. We ignore
“purchase followers” campaigns, since they do not generawdturfing cascades.

To get a baseline understanding of normal Weibo user acspwetperformed a snowball

crawl of Weibo’s social graph in October 2011. The resultrfife data for 6 million “normal”
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Weibo users.

3.1.4.2 Weibo Account Analysis

We begin by examining and comparing the characteristicseb@accounts controlled by
workers and customers to those of normal Weibo users. Asrshowigure[3.14, the number
of accounts controlled by each worker follows the same teenslubmissions per worker. This
is intuitive: workers need multiple accounts in order to makultiple submissions to a single
campaign. Hence, professional crowdturfers who generatg/isubmissions need to control a
commensurate number of accounts. In absolute terms, wevebb4,151 accounts controlled
by 5,364 ZBJ workers. The top 1% of workers each contrtD0 accounts, but the average

worker controls onlyx=6 accounts.

Comparison to Normal Accounts. We now compare characteristics of worker’'s and cus-
tomer’s accounts to normal users. We find that each accopatttyeets with the same fre-
guency. This suggests that workers and customers are bagfulcaot to overwhelm their
followers with spam tweets.

Previous work on Sybil detection on OSNs showed thbw rateis an effective metric
for locating aberrant accounts [206]. A user’s follow ratelefined as the ratio of followers
to users followed. Sybils often attempt to gain followersfojyowing many other users and
hoping they reciprocate. Thus Sybils have follow rates e.g. they follow more users than
they have followers.

Figure[3.1b shows the follow rates for different Weibo acttdypes. Surprisingly, normal
users have the lowest follow rates. Most worker accounts Fallow ratesx1, allowing them
to easily blend in. This may represent a conscious efforherpiart of workers to make their
Weibo accounts appear “normal’ so that they will evade aatenSybil detectors. Customers

tend to have follow rates 1. This makes sense, since customers tend to be commeritiigisen
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Figure 3.15: Follow rates for Weibo users.

and are thus net information disseminators rather thamrnrdton consumers.

3.1.4.3 Information Dissemination on Weibo

Much work has studied how to optimize information dissertioraon social networks. We
analyze our data to evaluate the level of success in crofuaijutascades, and whether there

are factors that can predict the success of social crowdgucmpaigns.

Campaign Analysis. We start by examining the number wfessagegenerated by crowd-
turfing campaigns on Weibo. We define a message as a singleie@iWVeibo timeline. A
tweet from a single user generatésnessages, wherg is their number of followers. The
number of messages in a campaign is equal to the number obgessgenerated by the cus-
tomer, workers, and any normal users who retweet the confetdl messages per campaign
represents an upper bound on ¢halience sizef that campaign. Since we have an incomplete
view of the Weibo social graph, we cannot quantify the nundbeluplicate messages per user.

Figure[3.16 shows the CDF of messages generated by Weibo icarepa0% of campaigns
generate<146K messages, and 8% manage to breach the 1M-messag®naless expected,
workers are responsible for the vast majority of messaigesthere are very few retweets.
Considering the low cost of these campaigns, however, treegsenumbers are nonetheless
impressive.

Next, we want to examine the depth of crowdturfing cascadigsir€f3.17 plots the depth
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Figure 3.18: Message creation over time. Figure 3.19: Cost of Weibo campaigns.

of cascades measured as the height of each informationdsasea. Pay-per-tweet campaigns
are very shallowi.e. worker’s tweets are rarely retweeted by normal users. Inrast) pay-
per-retweet campaigns are more successful at engagingahasars: 50% reach deptb,
i.e. they include at least one retweet from a normal user. Onelpessxplanation for the
success of pay per retweet is that normal users may placeegtaast in information that is
retweeted from a popular customer, rather than contenbeadihy random worker accounts.
Next, we examine the temporal dynamics of crowdturfing cagnsa Figurd_3.118 shows
the number of messages generated per hour after each canipamitiated. The “all” line
is averaged across all campaigns, while the top- and bo2e¥h-lines focus on the largest
and smallest campaigns (in terms of total messages). Mostages are generated during a
campaigns’ first hour (10K on average), which is bolsteredhgyhigh-degree of customers
(who tend to be super-nodes), and the quick responses @raamvdturfers (see Figuke 3.7).

However, by the end of the first day, the message rate drop&koper hour. There is a two or-
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der of magnitude difference between the effectivenesseofdp- and bottom-25% campaigns,

although they both follow the same falloff trend after day 1.

Factors Impacting Campaign Success. We now take a look at factors that may affect the
performance of crowdturfing cascades. The high-level queste wish to answer is: are there
specific ways to improve the probability that a campaign goe?

The first factor we examine is the cost of the campaign. Figut® illustrates the number
of messages generated by Weibo campaigns versus theifft@simedian line, around which
the bulk of campaigns are clustered, reveals a linear oglstiip between money and messages.
This result is intuitive: more money buys more workers, wintuirn generate more messages.
However, Figuré_3.19 also reveals the presencéraf campaigns, which we define as cam-
paigns that generate at least two times more messages #iarcdbt would predict. There
are 723 viral campaigns scattered randomly throughoutpiperportion of Figuré 3.19. This
shows that viral popularity is independent of campaign letidg

We look at whether specific workers are better at generatragjcampaigns. We found that
individual workers are not responsible for the success i@l wampaigns. The only workers
consistently involved in viral campaigns are career cronfdts, who tend to be involved il
campaigns, viral or not.

Surprisingly, a small number of customers exhibit a comsisability to start viral cam-
paigns. Figuré_3.20 plots the total number of campaigngestdsy each customer vs. the
number that went viral, for all customers who started attléasral campaign. The vast ma-
jority of customers initiate<3 campaigns, which makes it difficult to claim correlationamh
one or more go viral. However, the 20 customers (1.5%) in tgklighted region do initiate
a significant number of campaigns, and they go vit&D% of the time. Since many of these
customers do not actively participate in their own campsjiginis suggests that campaigns go
viral because their content is of interest to Weibo userdhgyes because they are related to

customers such as well-known actors or performers.
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Figure 3.20: Viral campaigns per customer. Figure 3.21: Crowdturfing data collection.
3.1.5 Active Experiments

Our next step to understanding crowdsurfing systems ing@veok from the perspective
of a paying customer on ZBJ. We initiate a number of benign didueg campaigns on dif-
ferent platforms and subjects. By redirecting the clickficathrough ameasurement server
under our control, we are able to analyze the clicks of warked of users receiving crowdturf
content in real-time. We begin by describing our experirakes¢tup before moving on to our

findings, and conclude with a discussion of practical lesse®learned during this process.

3.1.5.1 Experimental Setup

Methodology. Figure[3.21 depicts the procedure we use to collect rea-tlata on crowd-
turfing clicks. The process begins when we post a new campaigBJ that contains a brief
description of the tasks, along with a URL (“Task Info” in Fig(B.21) that workers can click
on to find details and to perform the tasks. The task detage pahosted on our measurement
server, and thus any worker who wants to accept our tasksfirsistisit our server, where we
collect their informationi(e. IP, timestamp, etc). Referring workers to task details orrexd
sites is a common practice on ZBJ, and does not raise suspigiong workers.

Workers that accept our tasks are directed to post spam gessdeat advertise real online
stores to one of three target networks: Weibo, QQ instansages groups, and discussion

forums. The posted messages urge normal users to click elathéidks (“Visit my store!” in
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Campaign| Network | Subm. Time Msgs. Clicks W/IP
Weibo 47  45min 197K 204  24/54
iPhoned4s QQ 41 6hr 35K 244 34/36
Forums| 71 3day N/A 43 40/22
Weibo 108 3h 220K 28 35/30
Maldives QQ 118 4h 46K 187  24/29
Forums | 123 4h N/A 3 18/11
Weibo 131 2h 311K 47 67/38
Raffle QQ 131 6day 60K 78 29/33
Forums | 124 lday N/A 0 28/9

| OceanPark Weibo | 204 4day 369K 63  204/99

Table 3.3: Results from our crowdturfing campaigns.

Figure[3.21) that take them to our measurement server. Theunement server records some
user data before transparently redirecting them to theordade store.

We took care to preserve the integrity of our experimentalseBecause some Chinese
Internet users have limited access to websites hosteddeutéimainland China, we placed
our measurement server in China, and only advertised legjgi@hinese e-commerce sites. In
addition, we also identified many search engines and botsrgeng clicks on our links, and
filtered them out before analyzing our logs.

Campaign Details. In order to experiment with a variety of topics and venues pasted
nine total campaigns to ZBJ in October 2011. As shown in Taldev@e created three different
advertising campaignsRhone4$ Maldives and Rafflg, and targeted each at three distinct
networks. We discuss a fourth campai@gteanParklater in the section.

The first campaign promotes an unofficial iPhone dealer whapits iPhones from North
America and sells them in China. We launched this campaignatol@r 4, 2011, immediately
after Apple officially unveiled the iPhone 4S. In the taskuiegments, we required workers to
post messages advertising a discount price from the dealdredPhone 4S ($970).

The second campaign tried to sell a tour package to the Meddav popular tourist destina-

tion in China). The spam advertises a 30% group-purchaseuhsoffered by the seller that
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saves $600 on the total trip price ($1542 after discountp thivd campaign tells users about
an online raffle hosted by a car company. Anyone could ppdteiin the raffle for free, and
the prizes were 200 pre-paid calling cards worth $4.63 each.

All campaigns shared the same set of baseline requirenmeath campaign had a budget
of $15 on each target network, and workers had a time limit d&ys to perform tasks. The
desired number of tasks was set to either 50 or 100, dependititge campaign type. Submis-
sions were not accepted if the content generated by the wa®deleted by spam detection
systems within 24 hours of creation. These baseline remaings closely match the expected
norms for campaigns on ZBJ (see Figurd 3.4 and Table 3.2).

We applied additional requirements for campaigns on spaugfiworks. For campaigns on
the QQ instant messaging network, workers were require@neigte content in groups with
a minimum of 300 members. For campaigns on user discussiam&) workers were only
allowed to post content on a predefined list of forums thagivecat least 1,000 hits per day.

Each campaign type had additional, variable requireméfds Maldives and Raffle cam-
paigns, the price per task was set to $0.154, meaning 100issibms would be accepted.
However, the price for iPhone4S tasks was doubled to $0.308am expectation of 50 sub-
missions. iPhone 4S tasks were more challenging for twamreasOn Weibo, workers were
required to tweet using accounts with at least 3,000 follsw®n QQ, workers needed to spam
two groups instead of one. Finally, on forums, the list ofegatable sites was reduced to only

include the most popular forums.

3.1.5.2 Results and Analysis

Table[3.3 lists the high level results of from our crowdtuyfecampaigns, including 9 short
campaigns and the “OceanPark” campaign. Seven of the shimpaigns received sufficient
submissions, and six were completed within a few hours (Tiatemn). Interestingly, workers

continued submitting to campaigns even after they werd,"“fml the hopes that earlier sub-
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Figure 3.22: Response time of ZBJ workers. Figure 3.23: Long campaign characteristics.

missions would be rejected, and they would claim the rewémdotal, the short campaigns
garnered 894 submissions from 224 distinct workers.

Figure[3.22 shows the response times of workers for campaaygeting different net-
works. We aggregate the data across campaign types ratdrengtworks because workers’
ability to complete tasks is based on the number of accolets ¢control on each network.
More than 80% of submissions are generated within an houM&Bbo and forum campaigns,
and within six hours for QQ.

The “Msgs” column lists the number afessagegenerated by each campaign. For Weibo
campaigns, we calculate messages using the same methpdsiag Section 3.114. For QQ
campaigns, messages are calculated as the number of uak@@groups that received spam
from our workers. We cannot estimate the number of messagésrims because we do not
know how many users browse these sites.

We can understand the effectiveness of different crowdiyisirategies by comparing the
number of messages generated to the number of clicks (respdry normal users, “Clicks”
column in Tabld_313). We see that QQ campaigns are the masttie#, and generate more
clicks than Weibo campaigns despite generating only 1/5 asymmessages as Weibo. One
possible reason is that QQ messages pop-up directly on desktops, leading to more views
and clicks. Tweets on Weibo, on the other hand, are not asiv®jaand may get lost in the

flood of tweets in each user’s timeline. Forums perform theswof the three, most likely
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because admins on popular forums are diligent about dglespammy posts.

Finally, we try to detect the presence of Sybil accounts {iplel accounts controlled by
one user) on crowdturfing sites. Column “W/IP” in Tablel 3.3 cangs the number of distinct
workers (1) to the number of distinct IPS/ ) that click on the “Task Info” link (see Fig-
ure[3.21) in each campaign. WW>17P, then not all ZBJ workers clicked the link to read the
instructions. This suggests that multiple ZBJ worker act®ane controlled by a single user,
who viewed the instructions once before completing task® fmultiple accounts. Our results
show thatlV >1P for 66% of our campaigns. Thus, not only do crowdturfersizgiimulti-
ple accounts on target websites to complete tasks (Figd#B,3out they also have multiple

accounts on crowdturfing sites themselves.

Long Campaigns. The campaigns we have analyzed thus far all requit@@0 tasks,
and many were completed within about an hour by workers (sga@rd{3.22). These short
campaigns favor career crowdturfers, who control many @aatsoon target websites and move
rapidly to generate submissions.

To observe the actions of less prolific workers, we experteemwith a longer campaign
that required 300 tasks. This campaign included an additi@striction to limit career crowd-
turfers: each ZBJ worker account could only submit once. Tded gf the campaign was to
advertise discount tickets to an ocean-themed amusemeninpdong Kong on Weibo. This
campaign is listed a®ceanParkn Table[3.3.

Figure[3.2B plots the number of worker submissions and €fickm Weibo users over time
for the OceanPark campaign. Just as in previous experigbetéirst 100 submissions were
generated within the first few hours. Clicks from users on tivegised links closely track
worker submission patterns. Overall, 191 submissions wesreived on day one, 11 more on
day two, and 2 final submissions on day four, for a total of 2dghsissions. This indicates that
there are~200 active Weibo workers on ZBJ: if there were more, they wdade submitted

to claim one of the 97 incomplete tasks in our campaign.
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Discussion. Our real-world experiments demonstrate the feasibilitgrofvd-sourced spam-
ming. The iPhone4S and Maldives campaigns were able to gené®1 and 218 click-backs
(respectively) while only costing $45 each. Considering tha iPhone 4S sells for $970 in
China, and the Maldives tour package costs $1,542, just dessae of either item would
be more than enough to recoup the entire crowdturfing fee.cobeper click CPC) of these
campaigns are $0.21 and $0.09, respectively, which is mquensive than observed CPC rates
($0.01) for traditional display advertising on the web [RG4owever, with improved targeting
(i.e. omitting underperformers like forum spam) the costs cowddxuced, bringing CPC
more in line with display advertising.

Our Maldives campaign is a good indicator of the effectigsnef crowdturfing. The tour
website listed 4 Maldives trips sold to 2 people in the mordfolke our campaign. However,
the day our Maldives campaign went live, 11 trips were sol@ fmeople. In the month after
our campaign, no additional trips were sold. While we canmos$ire, it is likely that the 218

clicks from our campaign were responsible for these sales.

3.1.6 Crowdturfing Goes Global

In previous sections, we focused on the crowdturfing mark€tiina. We now take a global
view and survey the market for crowdturfing systems in the drl India. Additional crawls
conducted by us, as well as prior work from other researchkeraonstrates that crowdturfing
systems in the U.S. are very active, and are supported bytemational workforce.
Mechanical Turk.  Although prior work has found that 41% of tasks on Mechaniaak
were spam related in 2010 [107], our measurements indibatethis is no longer the case.
We performed hourly crawls of Mechanical Turk for one monthQctober 2011, and used
keyword analysis to classify tasks. As shown in Tablé 3 dwdturfing now only accounts for

only 12% of campaigns.
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Cam- % Crowd- $ per
L . asks
paigns  turfing Subm.

Amazon Turk (US) | 41K 12% 2.9M $0.092
ShortTask (US) 30K 95% 527K $0.096

Website

MinuteWorkers (US) 710 70% 10K $0.241
MyEasyTask (US) | 166 83% 4K $0.149
Microworkers (US) | 267 89% 84K $0.175

Paisalive (India) 107 N/A N/A  $0.01

Table 3.4: Details of U.S. and Indian crowd-sourcing sites. Data enca@pase month of

campaigns, except ShortTask which is one year.
Other U.S. Based Sites. However, the drop in crowdturfing on Mechanical Turk does
not mean this problem has gone away. Instead, crowdturfisgusa shifted to alternative
websites. For example, recent work has shown that 31% ofote gn Freelancer over the
last seven years were related to search engine optimizZ&©B0), Sybil account creation, and
spam [157]. Many SEO products are also available on eBayaltkeyword searches turn up
many sellers offering bulk Facebook likes/fans and Twiilowers.

To confirm this finding, we crawled four U.S. based crowd-smg sites that have been
active since 2009. Since they do not provide information ast fiasks, we crawled Min-
uteWorkers, MyEasyTask, and Microworkers once a day duhegmonth of October 2011.
ShortTask does provide historical data for tasks going leekyear, hence we only crawled
them once. As shown in Tab[e_B.4, keyword classification aksvéhat between 70-95% of
campaigns on these sites are crowdturfing. We manually egtifiat the remaining campaigns
were not malicious. The types of campaigns on these siteglglonatches the types found on
Freelanceri.e. the most prevalent campaign type is SEO [157].

Sites like ShortTask, Microworkers, and MyEasyTask fill tneeds in the underground
market. First, they do not enforce any restrictions agasnaivdturfing. This contrasts with
Mechanical Turk, which actively enforces policies agagsammy jobs[[73]. Second, these

sites enable a truly international workforce by supportingide range of payment methods.
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Amazon requires workers to have U.S. bank accounts, or epactheques in Indian Rupees,
and hence most “turkers” are located in the US (46.8%) and|(@81%) [106]. However,
alternative crowd-sourcing sites support payments thiaygtems like Paypal and E-Gold,
which makes them accessible to non-U.S. and non-Indianeverikor example, Microworkers
come from Indonesia (18%), Bangladesh (17%), Philippin@s)(&nd Romania (5%) [101].
Freelancers are also located in the United Kingdom and Raki$57].

Paisalive. = We located one crowdturfing site in India called Paisalivag takes globaliza-
tion even further. As shown in Takble B.4, Paisalive is veralmnd the wages are very low
compared to other services. However, the interesting ffeaifiPaisalive is that it is e-mail
based: workers sign up on the website, and afterwards &llr&giests and submissions are
handled through e-mail. This design is geared towards ampblorkers in rural populations

constrained by low-bandwidth, intermittent Internet cectivity.

3.1.7 Summary of Results

In summary, we contribute to the growing pool of knowledgewbmalicious crowd-
sourcing systems. Our analysis of the two largest crowdiyir§ites in China reveals that
$4 million dollars have already been spent on these two glte®e. The number of campaigns
and dollars spent on ZBJ and SDH are growing exponentiallgmimng that the problems as-
sociated with crowdturfing will continue to get worse in thiuire.

We measure the real-world ramifications of crowdturfing lipking at spam dissemination
on Weibo, and by becoming active customers of ZBJ. Our resaltsal the presence of career
crowdturfers that control thousands of accounts on OSNkn@nage them carefully by hand.
We find that these workers are capable of generating largenation cascades, while avoiding
the security systems that are designed to catch automaded $fge also observe that this spam

is highly effective, driving hundreds of clicks from normaders.
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Finally, our survey of crowdturfing sites in the U.S. and efsere demonstrates the global
nature of this problem. Unscrupulous crowd-sourcing sitesipled with international pay-
ment systems, have enabled a burgeoning crowdturfing mén&ketargets U.S. websites, fu-
eled by a global workforce. As part of ongoing work, we arelesipg the design and quanti-

fying the effectiveness of both passive and active defeagamst these systems.

3.2 Defense and Adversarial Attacks

3.2.1 Introduction

Thus far, Sectioh 311 shows that crowdturfing is an emergeegrity threat to online users
and online services. Next, we explore possible defensentgebs against crowdturfing using
machine learning techniques.

Today'’s online services are extremely complex systemsuwvigiredictable interactions be-
tween numerous moving parts. In the absence of accuraterdeistic models, applying Ma-
chine Learning (ML) techniques such as decision trees apdastivector machines (SVMs)
produces practical solutions to a variety of problems. Bghcurity context, ML techniques
can extract statistical models from large noisy datasetg;iwhave proven accurate in detect-
ing misbehavior and attacks,g.email spam([179, 182], network intrusion attacks [129,/ 250]
and Internet worms_[164]. More recently, researchers haegl them to model and detect
malicious users in online services,g. Sybils in social networks [206, 244], scammers in
e-commerce sites [249] and fraudulent reviewers on onériew sites[[169].

Detection of Crowdturfing.  In the rest of this chapter, we explore the possibility ohgsi
machine learning techniques to detect crowdturfing a@wit For our analysis, we focus on
Sina Weibo, China’s microblogging network with more than B@i0ion users, and a frequent

target of crowdturfing campaigns. Most campaigns involwgrgausers to retweet spam mes-
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sages or to follow a specific Weibo account. We extract rexcofd0,416 crowdturfing cam-
paigns (1,012,923 tasks) published on confirmed crowdtudites over the last 3 years. We
then extract a 28,947 Weibo accounts belonging to crowdwisiorkers. We analyze distin-
guishing features of these accounts, and build detectang nsultiple ML models, including
SVMs, Bayesian, Decision Trees and Random Forests.

We seek answers to several key questions. First, can mdehimeng models detect crowd-
turfing activity? Second, once detectors are active, whapassible countermeasures avail-
able to attackers? Third, can adversaries successfullypuate ML models by tampering
with training data, and if so, can such efforts succeed ictpr@, and which models are most

vulnerable?

Adversarial Attacks. Despite a wide range of successful applications, machemileg
systems have a weakness: they are vulnerable to adversauatermeasures by attackers
aware of their use. First, through either reading publicetior self-experimentation, attack-
ers may become aware of details of the ML deteaay, choice of classifier and parameters
used, and modify their behavior &vadedetection. Second, more powerful attackers can ac-
tively tamper with the ML models by polluting the trainingtsesducing or eliminating its
efficacy. Adversarial machine learning has been studiediioy work from a theoretical per-
spective [[51 68, 160], using simplistic all-or-nothingasptions about adversaries’ knowl-
edge about the ML system in use. In reality, however, attacaee likely to gain incomplete
information or have partial control over the system. An aateiassessment of the robustness
of ML techniques requires evaluation undealistic threat models.

The detection of crowdturfing activity is an ideal contexstody the impact of adversarial
attacks on machine learning tools. First, crowdturfing ig@ving threat to today’s online
services. Because tasks are performed by intelligent idals, these attacks are undetectable
by normal measures such as CAPTCHAs or rate limits. The resultese tasks, fake blogs,

slanderous reviews, fake social network accounts, are afidistinguishable from the real
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thing. Second, centralized crowdturfing sites like ZBJ andH$idofit directly from malicious

crowdsourcing campaigns, and therefore have strong mgnetzentive and the capability to
launch adversarial attacks. These sites have the cagabilinodify aggregate behavior of
their users through interface changes or explicit polidiesreby either helping attackers evade
detection or polluting data used as training input to ML nisde

We consider two types of practical adversarial models agaiih systems: those launched
by individual crowd-workers and those involving coordinated behavior driven by adstiat
tors of centralized@rowdturfing sitesFirst, individual workers can perforevasionattacks, by
adapting behavior based on their knowledge of the targssitiar €.gML algorithms, feature
space, trained models). We identify a range of threat matiatsvary the amount of knowl-
edge by the adversary. The results should provide a compsefeeview of how vulnerable ML
systems to evasion, ranging from the worst case (total keagd by attacker) to more practi-
cally scenarios. Second, more powerful attacks are pessiith the help of crowdturfing site
administrators, who can manipulate ML detectorgbysoningor polluting training data. We
study the impact on different ML algorithms from two pollni attacks: injecting false data
samples, and altering existing data samples.

Our study makes four key contributions:

¢ We demonstrate the efficacy of ML models for detecting crownfdtg activity. We find
that Random Forests perform best out of multiple classifieits, 95% detection accu-
racy overall and 99% for “professional” workers.

e We develop adversarial models farasion attackeanging from optimal evasion to more
practical/limited strategies. We find while such attacks loa very powerful in the opti-
mal scenario (attacker has total knowledge), practicatk#t are significantly less effec-
tive.

¢ \We evaluate a powerful classpbisonattacks on ML training data and find thajecting
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carefully crafted data into training data can significandgtuce detection efficacy.

e We observe a consistent tradeoff between fitting accuradyraloustness to adversar-
ial attacks. More accurate fits (especially to smaller, hgem@ous populations) make
models more vulnerable to deviations introduced by adviesaThe exception is Ran-
dom Forests, which naturally supports fitting to multiplgplations, thus allowing it to

maintain both accuracy and robustness in our tests.

3.2.2 Datasets and Methodology

In this section, we provide background on crowdturfing, amdoduce our datasets and

methodology.

3.2.2.1 Background: Crowdturfing Systems

Malicious crowdsourcing (crowdturfing) sites are web ssggiwhere attackers pay groups
of human workers to perform questionable (and often malg)jtasks. While these services are
growing rapidly world-wide, two of the largest are ChinesesizhuBaJie (ZBJ) and SanDaHa
(SDH) [230]. Both sites leave records of campaigns publiésjtle to recruit new workers,
making it possible for us to crawl their data for analysis.

Crowdturfing on Weibo.  Sina Weibo is China’s most popular microblogging social roekw
with over 500 million users [167]. Like Twitter, Weibo usegrgst 140-charactdweets which
can beretweetedoy other users. Users can allow each other to form asymmetric social
relationships. Unlike Twitter, Weibo allows users to haeaersations vicommenton a
tweet.

Given its large user population, Weibo is a popular targetfowdturfing systems. There
are two major types of crowdturfing campaigns. One type askkevs to follow a cus-

tomer’s Weibo account to boost their perceived populantg sisibility in Weibo’s ranked
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Category | # Weibo IDs | # (Re) Tweets| # Comments
Turfing 28,947 18,473,903 15,970,215
Authent. | 71,890 7,600,715 13,985,118
Active 371,588 34,164,885 75,335,276

Table 3.5: Dataset summary.

social search. A second type pays crowd-workers to retweghsnessages or URLS to reach
a large audience. Both types of campaigns directly violatéboWe ToS [21]. A recent state-
ment (April 2014) from a Weibo administrator shows that Véelias already begun to take

action against crowdturfing spam [26].

3.2.2.2 Ground Truth and Baseline Datasets

Our study utilizes a largground-truthdataset of crowdturfing worker accounts. We extract
these accounts by filtering through records of all campaagstasks targeting Weibo from
ZBJ and SDH, and extracting all Weibo accounts that accepieskttasks. This is possible
because ZBJ and SDH keep complete records of campaigns arddt@n details e.workers
who completed tasks, and their Weibo identities) visible.

As of March 2013, we collected a total of 20,416 Weibo campsi@ver 3 years for ZBJ
and SDH), with a total of 1,012,923 individual tasks. We agted 34,505 unique Weibo
account IDs from these records. 5,558 of which have alre@ey Iblocked by Weibo. We
collected user profiles for the remaining 28,947 active antx) including social relationships
and the latest 2000 tweets from each account. These acdoavesperformed at least one

crowdturfing task. We refer to this as tiarfingdataset.
Baseline Datasets for Comparison. We need a baseline dataset of “normal” users for

comparison. We start by snowball sampling a large collactibWeibo accoun& We ran

I'Snowball crawls start from an initial set of seed nodes, ams breadth-first search to find all reachable
nodes in the social graph [37].
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breadth-first search (BFS) in November 2012 using 100 Seedsmay chosen from Weibo’s

public tweet stream, giving us 723K accounts. Because thesdex accounts can include
malicious accounts, we need to do further filtering to obtaieal set of “normal” users.

We extract two different baseline datasets. First, we coosa conservativAuthenticated
dataset, by including only Weibo users who have undergonep&ional identity verification
by phone number or Chinese national ID (equivalent to US wsilieense). A user who has
bound her Weibo account to her real-world identity can be tegally liable for her actions,
making these authenticated accounts highly unlikely todslas crowdturfing activity. Our
Authenticateddataset includes 71,890 accounts from our snowball sang#eond, we con-
struct a larger, more inclusive baseline sefcofiveusers. We define this set as users with at
least 50 followers and 10 tweets (filtering out dormant an(guand Sybil accounts with no
followers). We also cross reference these users agairisi@iin crowdturfing sites to remove
any worker accounts. The resulting dataset includes 381868ounts. While it is not guaran-
teed to be 100% legitimate users, it provides a broader aseple that is more representative
of average user behavior. This is likely to provide a loweurmbfor detector accuracy, since
more carefully curated baselines would produce higherctiete accuracy. Our datasets are

listed in Tabld35.

3.2.2.3 Our Methodology

We have two goals: evaluating the efficacy of ML classifierddtect crowdturfing workers,

and evaluating the practical impact of adversarial attackBIL classifiers.

e We analyze ground-truth data to identify key behavioralfess that distinguish crowd-

turfing worker accounts from normal usef8.2.3).

2Dormant accounts are unlikely to be workers. To qualify fuivg, ZBJ/SDH workers must meet minimum
number of followers/tweets.
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Figure 3.24: Followee-to-Follower ratio. Figure 3.25: Reciprocity.

e We use these features to build a number of popular ML modueikjding Bayesian prob-
abilistic models via Bayes’ theoreng.conditional probability), Support Vector Ma-
chines (SVMs), and algorithms based on single or multipEsien trees€.gDecision
Trees, Random Forestsj3(2.3).

e We evaluate ML models against adversarial attacks rangorg fveak to strong based
on level of knowledge by attackers (typically evasion &scand coordinated attacks
potentially guided by centralized administrators (pagsiimison or pollution of training

data).

3.2.3 Profiling Crowdturf Workers

We begin our study by searching for behavioral featuresdistinguish worker accounts
from normal users. These features will be used to build Mledeirs in§3.2.4.
User Profile Fields.  We start with user profile features commonly used as indisaib
abnormal behavior. These features include followee-lovier ratio (FFRatio), reciprocity
(i.eportion of user’s followees who follow back), user tweets gay, account age, and ratio
of tweets with URLs and mentions.

Unfortunately, our data shows that most of these featu@seatannot effectively distin-

guish worker accounts from normal users. First, FFRatio aogbrocity are commonly used
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Figure 3.26: Ratio of commented tweets. Figure 3.27: Tweet client usage.

to identify malicious spammers [46, 213, 241]. Intuitivelpammers follow a large number
of random users and hope for them to follow back, thus theg Inéyh FFRatio and low reci-
procity. However, our analysis shows worker accounts halenced FFRatios, the majority of
them even have more followers than followees (Fidurel3 24d,their reciprocity is very close
to those of normal users (Figure 3.25). Other profile featare also ineffective, including
account age, tweets per day, ratio of tweets with URLs and iotent For example, existing
detectors usually assume attackers create many “freslguats to spam [46, 213], thus ac-
count age has potential. But we find that more than 75% of wakeounts in our dataset
have been active for at least one year. These results showartived-worker accounts in many

respects resemble normal users, and are not easily detgcpedfile features aloné [225].

User Interactions.  Next, we move on to features related to user interactions. ifituition
is that crowdturf workers are task-driven, and log on to wamkasks, but spend minimal time
interacting with others. User interactions in Weibo are a@ated by comments and retweets.
We perform analysis on both of them and find consistent resufich show they are good
metrics to distinguish workers from non-workers. For bingwive limit our discussion to results
on comment interactions.

Figure[3.26 shows crowdturf accounts are less likely toiveosomments on their tweets.
For 80% of crowdturf accounts, less than 20% of their tweetscammented; while for 70%

of normal users, their ratio of commented tweets exceeds A0 makes sense, as the fake
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Categ. | Top Tweet Clients
Web Weibo Web, Weibo PC, 360Browser, Weibo Pyo.
Mobile | iPhone, Android, iPad, XiaoMi

Auto PiPi, Good Nanny, AiTuiBao, Treasure Box
Share | Taobao, Youku, Sina Blog, Baidu

Table 3.6: High-level categories for tweeting clients.

content posted by crowdturf workers may not be interestimgugh for others to comment
on. We also examine the number of people that each user hiasdiichal comments with
(bi-commentors). Crowdturf workers rarely interact witthet users, with 66% of accounts

having at most one bi-commentor.

Tweeting Clients.  Next we look at the use of tweeting clients (devices). We camthe
“device” field associated with each tweet to infer how twests sent. Tweet clients fall into
four categories: web-based browsers, apps on mobile dgviced-party account manage-
ment tools, and third-party websites via “share” buttores{&[3.6). Figuré 3.27 shows key
differences in how different users use tweet clients. Farstwdturf workers use mobile (10%)
much less than normal usesB${o — 46%). One reason is that crowdturf workers rely on web
browsers to interact with crowdturfing sites to get (submaitks and process payment, actions
not supported by most mobile platforms.

We also observe that crowdturf workers are more likely to aig®mated tools. A close
inspection shows that workers use these tools to autorigtpmest non-spam tweets retrieved
from a central content repositorg.ga collection of hot topics). Essentially, crowdturf ac-
counts use these generic tweets as cover traffic for thewdttofing content. Third, crowd-
turf accounts “share” from third-party websites more oftence that is a common request in

crowdturfing tasks [230].

Temporal Behavior. Finally, we look at temporal characteristics of tweetingdédor: tweet

burstiness and periodicity. First, we expect task-drivenkers to send many tweets in a short
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(thresholdd = 1 minute). tweeting inter-arrival time.
time period. We look for potential bursts, where each buwrsiefined asn consecutive tweets
with inter-arrival times< d. We examine each user’s maximum burst siz@ (ith different
time thresholds/, e.gFigure[3.28 depicts the result faris set to 1 minute. We find that
crowdturf accounts are more likely to post consecutive tav@éthin one-minute, something
rarely seen from normal users. In addition, crowdturf woskare more likely to produce big
bursts €.910 consecutive tweets with less than one-minute interval).

Second, workers accept tasks periodically, which can lesy@ar patterns in the timing of
their tweets. We usentropyto characterize this regularity [B1], where low entropyiaades
a regular process while high entropy indicates randomniesge®ting. We treat each user’s
tweeting inter-arrival time as a random variable, and camghe first-order entropy [81]. Fig-
ure[3.29 plots user’'s entropy, normalized by the largesiopgtin our dataset. Compared
to normal users, crowdturf accounts in general have lowgopy, indicating their tweeting

behaviors have stronger periodic patterns.

3.2.4 Detecting Crowdturfing Workers

We now use the features we identified to build a number of ctoxidg detectors using
machine learning models. Here, we summarize the set ofresatme use for detection, and

then build and evaluate a number of machine-learning deteasing our ground-truth data.
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3.2.4.1 Key Features
We chose for our ML detectors a set of 35 features across ftega@aes shown below.

e Profile Fields (9). We use 9 user profile fie|ESiS features: follower count, followee
count, followee-to-follower ratio, reciprocity, total &gt count, tweets per day, mentions
per tweet, percent of tweets with mentions, and percent eétsvwith embedded URLSs.

e User Interactions (8).We use 8 features based on user interactioagomments and
retweets. 4 features are based on user comments: perceméestwith comments,
percent of all comments that are outgoing, number of bi-cemtors, and comment h-
index (a user with h-index df has at least tweets each with at leagtcomments). We
include 4 analogous retweet features.

o Tweet Clients (5)We compute and use the % of tweets sent from each tweet ofieat t
(web, mobile, automated tools, third-party shares andrs}laes a feature.

e Tweet Burstiness (12)These 12 features capture the size and number of tweet bursts
A burst ism consecutive tweets where gaps between consecutive tweess enostd
minutes. For each user, we first compute the maximum burst(siz while varying
threshold/ from 0.5to 1, 30, 60, 120, 1440. Then we &b 1 minute, and compute the
number of bursts while varying size over 2, 5, 10, 50, 100, and 500.

e Tweeting Regularity (1)This is the entropy value computed from each user’s tweeting

time-intervals.

3.2.4.2 Classification Algorithms

With these features, we now build classifiers to detect ctoéiccounts. We utilize a
number of popular algorithms widely used in security cot#excluding two Bayesian meth-

ods: Naive Bayesian (NB)) [115] and BayesNet (BN)/[99]; two Suppector Machine meth-

3Although profile fieldsalonecannot effectively detect crowdturf accouri8.2.3), they are still useful when
combined with other features.
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Alg. Settings

NB Default

BN Default, K2 function

SVMr | Kernely =1, Cost parameter’ =100

SVMp | Kernel degreel =3, Cost parameter’ =50
J48 Confidence factof' =0.25, Instance/leaf/ =2
RF 20 trees, 30 features/tree

Table 3.7: Classifier configurations.

ods [176]: SVM with radial basis function kernel (SVMr) an¥I8 with polynomial kernel
(SVMp); and two Tree-based methods: C4.5 Decision Treed(J488] and Random Forests
(RF) [55]. We leverage existing implementations of thesertlgms in WEKA [94] toolkits.

Classifier and Experimental Setup. We start by constructing two experimental datasets,
each containing all 28K turfing accounts, plus 28K randonalgngled baseline users from
the “authenticated” and “active” sets. We refer to themAashenticated+Turfingand Ac-
tive+Turfing

We use a small sample of ground-truth data to tune the paeasnet different classifiers.
At a high-level, we use grid search to locate the optimizedp&ters based on cross-validation
accuracy. For brevity, we omit the details of the paramateing process and give the final
configurations in Table_3.7. Note that features are norradlfar SVM algorithms (we tested
unnormalized approach which produced higher errors). Wehis configuration for the rest
of our experiments.
Basic Classification Performance. We run each classification algorithm on both experi-
mental datasets with 10-fold cross-valida@orlﬁgure presents their classification error
rates, including false positives (classifying normal ss&s crowdturf workers) and false nega-

tives (classifying crowdturf accounts as normal users).

4348 is WEKA's C4.5 implementation.
5Cross-validation is used to compare the performance drifit algorithms. We will split the data for training
and testing the detectors later.
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Figure 3.30: Classification error rates. Tree-based algorithms and S\Midsrform Bayesian
methods.

We make four key observations. First, the two simple Bayesiathods generally per-
form worse than other algorithms. Second, Decision Tre8)(@4d Random Forests (RF) are
more accurate than SVMs. This is consistent with prior tedhiat show SVMs excel in ad-
dressing high-dimension problems, while Tree algorithsisally perform better when feature
dimensionality is low (35 in our case) [60]. Third, Randomexis outperform Decision Tree.
Intuitively, Random Forests construct multiple decisiogets from training data, which can
more accurately model the behaviors of multiple types ofvctarf workers [55]. In contrast,
decision tree would have trouble fitting distinct types ofrkey behaviors into a single tree.
Finally, we observe that the two experiment datasets showisignt results in terms of relative
accuracy across classifiers.

Comparing the two datasets, it is harder to differentiatevdtarf workers fromactive
users than fronauthenticatedisers. This is unsurprising, sine@thenticatecaccounts often
represent accounts of public figures, whalgtiveusers are more likely to be representative of
the normal user population. In the rest of the experimenterever the two datasets show

consistent results, we only present the resultdctive+Turfingfor brevity, which captures the

worse case accuracy for detectors.
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of workers. The majority of spams were  of workers. Workers are filtered by # of
produced by top active workers. crowdturfing tasks finished.

3.2.4.3 Detecting Professional Workers

Our machine learning detectors are generally effectivedeniifying worker accounts.
However, the contribution of tasks per worker is quite skavie. 90% of all tasks are com-
pleted by the top 10% most active “professional” workerg(ee[3.31). Intuitively, these
“professional workers” are easier to detect than one-tirngkers. By focusing on them, we
can potentially improve detection accuracy while stileetively eliminate the largest majority
of crowdturf output.

We evaluate classifier accuracy in detecting professiomakevs, by setting up a series
of datasets each consisting of workers who performed mamsihasks (withn set to 1, 10,
and 100). Each dataset also contains an equal number ofmiyndampled normal users. We
focus on the most accurate algorithms: Random Forests (RIE)siDe Tree (J48) and SVM
(SVMr and SVMp), and run 10-fold cross-validation on eaclhef datasets.

Figure[3.3P shows the classification resultsfative+Turfing As expected, our classifiers
are more accurate in identifying “professional” workersiff@ent algorithms converge in
accuracy as we raise the minimum productivity of professiomorkers. Accuracy is high
for crowdturf workers who performed 100 tasks: Random Forests only produce 1.2% false

positive rate and 1.1% false negative rate (99% accuraaye that while these top workers are

142



Spam, Human Factors and Malicious Crowdsourcing Chapter 3

098 | I 7
0.96 | §

0.94 [ 1
SVMp 1
SVMr =——

E JA8 wimmimin
09 ¢ :

0 0.02 0.04 0.06 0.08 0.1
False Positive Rate

True Positive Rate

092 £

Figure 3.33: ROC curves of classifying professional workers (exsrkvho finished more

than 100 tasks).
only 8.9% of the worker population, they are responsiblectimpleting 90% of all tasks. In
the rest of our analysis, we use “professional workers” terr® workers who have completed

>100 tasks.

False Positives vs. False Negatives. In practice, different application scenarios will seek
different tradeoffs between false positives (FP) and faésgatives (FN). For example, a system
used as a pre-filter before more sophisticated toelg. (manual examination) will want to
minimize FN, while an independent system without additiateecks will want to minimize
false positives to avoid hurting good users.

Figure[3.3B shows the Rgeurves of the four algorithms on the dataset of professional
workers. Again, Random Forests perform best: they achiererarly low false positive rate
of <0.1% with only 8% false negative rate, @0.1% false negative rate with only 7% false

positive rate. We note that SVMs provide better false paesiind false negative tradeoffs than
J48, even though they have similar accuracy rates.

Imbalanced Data. We check our results on imbalanced data, since in practece #re more
normal users than crowdturf workers. More specifically, weaur classifier (RF, professional)
on imbalancedestingdata with turfing-to-normal ratio ranging from 0.1 to 1. Noh&at we

can still train our classifiers on balanctdining data since we use supervised learning (we

SROC (receiver operating characteristic) is a plot thastiates classifier’s false positives and true positives
versus detection threshold.
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make sure training and testing data have no overlag find all the classifiers have accuracy
above 98% (maximum FP 1.5%, FN 1.3%) against imbalanceiigesata. We omit the plot
for brevity.

Summary. Our results show that current ML systems can be used to m#gctdetect
crowdturf workers. While this is a positive result, it asssme adversarial response from the
crowdturfing system. The following sections will examindedgion efficacy under different

levels of adversarial attacks.

3.2.5 Adversarial Attack: Evasion

We show that ML detectors can effectively identify “pasSieewdturf accounts in Weibo.
In practice, however, crowdturfing adversaries can be higthptive: they will change their
behaviors over time or can even intentionally attack the Mitedtors to escape detection.
We now re-evaluate the robustness of ML detectors undegrdift adversarial environments,

focusing on two types of adversaries:

1. Evasion Attackindividual crowd-workers adjust their behavior pattermgvade detec-
tion by trained ML detectors.
2. Poisoning Attackadministrators of crowdturfing sites participate, maragpinlg the ML

detector training process by poisoning the training data.

We focus on evasion attacks in this section, and delay thay sitipoisoning attacks to
§3.2.6. First, we define the evasion attack model. We theneameht evasion attacks of dif-
ferent strengths, and study the performance of ML deteaocerdingly. Specifically, we
consider “optimal evasion” attacks, where adversarieg fiall knowledge about the ML de-
tectors and the Weibo system, and more “practical’” evasitatlks, where adversaries have

limited knowledge about the detectors and the Weibo system.
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3.2.5.1 Basic Evasion Attack Model

Evasion attacks refer to individual crowdturfing workersldag to escape detection by al-
tering their own behavior to mimic normal users. For examgilen knowledge of a deployed
machine learning classifier, a worker may attempt to evatkcten by selecting a subset of
user features, and replacing their values withrtiedianof the observed normal user values.
Since mimicking normal users reduces crowdturfing effigfenorkers are motivated to min-
imize the number of features they modify. This means they ne@entify a minimal core set
of features enabling their detectign.

This attack makes two assumptiorfdrst, it assumes that adversarieg,workers, know
the list of features used by the classifiers. Technical pabtins,e.gon spam detection [46,
[213,[241], make it possible for adversaries to make reasematkesses on the feature space.
Secondit assumes that adversaries understand the characeos$thormal users in terms of
these features. In practice, this knowledge can be obtdypedawling a significant portion of
Weibo accounts.

Depending on their knowledge of the ML features and of nowmsal behavior, adversaries
can launch evasion attacks of different strengths. We imptd and evaluate ML models
on a range of threat models with varying levels of adversamywkedge and computational
capabilities. We start from theptimal evasionscenario, where adversaries hagmnplete
knowledge of the feature set. The corresponding ML detesults represent worst-case

performance (or lower bound) under evasion attacks. Wesdigty a set opractical evasion

models where adversaries have limited (and often noisyyladge, and constrained resources.

"For simplicity, we consider features to be independent.
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3.2.5.2 Optimal Evasion Attack

In this ideal case, adversaries have perfect knowledge about the seitafds they need
to modify. To understand the impact of the feature choices ook at multiple variants of
the optimal evasion models. These includepleworker optimal evasion modethere each
worker finds her own optimal set of features to alter, ¢fhabal optimal evasiorwhere all
workers follow the same optimal set of features to alter, Bsadure-aware evasiowhere
workers alter the most important features. We implemergdteayasion models on our ground-
truth dataset, and evaluate ML detector accuracy. Notetlieste attacks we identify are not

necessarily practical, but are designed to explore woase-scenarios for ML models.

Per-worker Optimal Evasion. Intuitively, each worker should have her own optimal strat-
egy to alter featureg.gsome workers need to add followers first, while others needdace
tweeting burstiness. Doing so is hard in practice: each granlas to apply exhaustive search
to identify its optimal strategy that minimizes the set dadtiees to modify.

We implement this scenario on olctive+Turfingdataset. We first split the data into
equal-sized training and testing datasets, and use thé topst accurate algorithms to build
classifiers with authentic training data. We then run dedaan worker accounts in the testing
dataset. Here for each worker, we exhaustively test all aoantxial combinations of possible
features to modify until the classifier classifies this worke normal. In this way, we find the
minimal set of features each user must modify to avoid dietect

Figure[3.34h plots the evasion rate for the four ML algorghr@learly, this optimal eva-
sion model is highly effective. By simply altering one fe&u20-50% of workers can evade
detection (different workers can choose to alter diffefeatures). And by altering five fea-
tures, 99% of workers can evade all four classifiers. We diseiwe that the Random Forests
(RF) algorithm achieves the best robustness, since it regjthie most number of features to be

altered.
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Figure 3.34: Evasion rate of optimal evasion strategies (all workers).
Global Optimal Evasion. The per-worker model makes a strong assumption that each

worker can identify her own optimal feature set. Next, wesko this assumption and only

assume that all workers exercise a uniform strategy. Thi®ssible if a third-partyd.gsite

admin) guides workers in altering their features.

To identify the global optimal strategy, we search exhaastithrough all possible feature

combinations, and locate the feature set (for a given shag)dllows the majority of workers

to achieve evasion. The corresponding evasion rate resultRigure 3.34b. 99% of workers

can successfully evade all four detectors by altering 18ufea, which is much larger than

the per-worker case (5 features). This is because any aedis-all strategy is unlikely to be

ideal for individual workers, thus the feature set must logdanough to cover all workers.

Feature-aware Evasion. Achieving optimal evasion is difficult, since it requires/adsaries

to have knowledge of the trained classifiers. Instead, tlmdahassumes that adversaries can
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accurately identify the relatively “importance” of the faees. Thus workers alter the most
important features to try to avoid detection.

We implement this attack by building the classifiers and &@nputing the feature impor-
tance. For this we use thé (Chi Squared) statistiC [242], a classic metric to measiatife’s
discriminative power in separating data instances of da'ﬁECIass@ During detection, work-
ers alter features based on their rank.

Figure[3.34k plots evasion results for the four classifiege make two key observa-
tions. First, this feature-aware strategy is still far aviieym the per-worker optimal case
(Figure[3.34h), mostly because it is trying to approximédéag optimal evasion. Second, per-
formance depends heavily on the underlying classifier. FoaiFJ48, performance is already
very close to that of the global optimal case, while the twdvBAlgorithms are more resilient.
A possible explanation is that the’ statistic failed to catch the true feature importance for
SVM, since SVM normalizes feature values before trainirgdfassifier. These results sug-
gest that without knowing the specific ML algorithm used by tlefenders, it is hard to avoid

detection even knowing the importance of features.

3.2.5.3 Evasion under Practical Constraints

Our results show workers can evade detection given comiiet@ledge of the feature set
and ML classifiers. However, obtaining complete knowledgeery difficult in practice. Thus
we examinepractical evasion threat models to understand their efficacy comparegtimal
evasion models. We identify practical constraints facidgeasaries, present several practical
threat models and evaluate their impact on our detectors.

Practical Constraints. In practice, adversaries face two key resource constrdtirts, they

cannot reverse-engineer the trained classifiettfe ML algorithm used or its model parame-

8We also tested information gain to rank features, which peed similar ranking results €. the same top-10
as usingy?).
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ters) by querying the classifier and analyzing the outpuis-tdo costly to establish millions of

profiles with controlled features and wait for some of thergebbanned. Thus workers cannot
perform exhaustive search to launch optimal evasion attditk have to reply on their partial
knowledge for evasion. Second, it is difficult for adversario obtaincompletestatistics of
normal users. They can estimate normal user statistics (@aall) sampling of user profiles,
but estimation errors are likely to reduce their ability teg@sely mimic normal users.

Next, we will examine each constraint separately, and exalthe likely effectiveness of

attacks under the more realistic conditions.

Distance-aware Evasion. We consider the first constraint which forces workers to rely
on partial knowledge to guide their evasion efforts. In this case viddial workers are only
aware of their own accounts and normal user statistics. Wheasing features to alter, they
can prioritize features with the largest differential beém them and normal users. They must
guantify the “distance” between each crowdturf account@omnal users on a given feature.
Here, we pick two very intuitive distance metrics and exasrtime effectiveness of the corre-
sponding evasion attacks. For now, we ignore the secondreartdy assuming workers have

perfect knowledge of average user behaviors.

e Value Distance (VD)Given a featurek, this captures the distance between a crowd-

workeri and normal user statistics ByD(i, k) = L@’;ﬁ%&%fﬁﬁ&%‘ whereF (i) is the

value of feature: in worker:, and/V;, is normal user statistical distribution on feature
When altering featuré, worker: replacesty (i) with Median(Ny).

e Distribution Distance (DD):Here the distance depends on whéigi) is positioned
within N,. For example, ifF}(¢) is around 50%-tile ofVy, then worker: is similar to a
normal user. Therefore, we define the distanc®y(i, k) = | Percentile( Ny, Fy(1)) —
50|/100 where Percentile( Ny, Fi(i)) is the percentile of’.(7) in the normal user CDF

Ny. Note that wherf’, (i) exceeds the range of;, this distance metric becomes invalid.
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Figure 3.35: Evasion rate of practical evasion strategies (all workers)

However, our data suggests that this rarely happeig4).

To evaluate the impact of practical evasion attacks, we gm@iActive+Turfingdata into

equal-sized training and testing sets. After classifiening, we simulate the distance-aware

evasion attacks on the testing data. Figure 3.35Ip and|3n®scevasion rates based on VD and

DD respectively. As a baseline, we also show Fidure 3.35aavidversariesandomlyselect

features to alter. Compared to random evasion, distanclesgsproaches require much less

feature altering. For example, when altering 15 featusesjom approach only savegl0% of

workers, while distance strategies provide as high as 91Re$SVMp) and 98% (DD-SVMp).

The four classifiers perform very differently. RF and J48 sifgexs are much more vulner-

able to DD based evasion than to VD based evasion. While SVMerpe similarly in both

strategies. In general, Tree-based algorithms are monestaban SVM classifiers against

distance-aware evasions. This is very different to what i&eoved in the optimal evasion
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Figure 3.36: Evasion rate using distribu-
tion distance aware strategy (DD) for pro-
fessional workers.

cases (Figure_3.34a—=3.34b), where SVMs are generally mbrest. This suggests that theo-
retical bounds on ML algorithms may not truly reflect theirfpemance in practice.

Consistently, the impact of practical evasion attacks ishmueaker than that of optimal
evasion i.e per-worker optimal). Adversaries are severely constdhime lack of knowledge
of detection boundaries of the classifiers, and have to duegessd on “distance” information.
The implication is that the less adversaries know abousiflass, the harder it is for them to
evade detection.

We also evaluate the attack impact on classifiers to detetegsional workers. We find

the general trends are similar and only show the results ebBged attack in Figute 3136. We
note that it is easier to evade classifiers dedicated to fetefessionals (compared with Fig-
ure[3.35k). This is because when trained to a smaller, mar®@geneous worker population,
classifiers expect strong malicious behaviors from crovedkers. Thus even a small deviation
away from the model towards normal users will help achiewasien.
Impact of Normal User Estimation Errors.  We extend the above model by accounting for
possible errors in estimating normal user behaviors (thergkconstraint). These errors exist
because adversaries can only sample a limited number of,usading to noisy estimations.
Here, we investigate the impact of sampling strategies erattack efficacy.

For all 35 features, we vary the sampling rate, the ratio of normal users sampled by
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adversaries, by taking random samples of 0.001%, 0.01%l8 0f theActivedataset. We
repeat each instance 100 times, and compute the mean addrstaieviation of the estimated
median feature values (Figure_3.37). We show each featpestentilein the true CDF of
the Activedataset. In this case, the optimal value is 50%. Clearly samphte does impact
feature estimation. With the 0.001% sampling rate, theveggd value varies significantly
across instances. Raising the sample rate to 0.1% meankseast@an accurately estimate the
median value using only a few instances. Furthermore, wahsgeburstiness features.(.
features 30-34) are easy to sample, since normal user \aieésghly skewed to zero.

Finally, we evaluate the impact of estimation errors on ficat evasion attacks. This
time we run distance-aware evasions based orstienatednedian feature values. For each
worker’s featurek, we estimate the median valué’(k) with a given bound of erroA. That
is, M'(k) is randomly picked from the percentiles withis0% — A,50% + A] on the true
CDF of normal user behaviors. By iterating through differanffrom 5% to 25%), our results
show thatA only has a minor impact. The most noticeable impact is on S\igipg DD
distance (Figure_3.38). Overall, we conclude that as lorapasrsaries can get a decent guess
on normal user behaviors, the residual noise in the estimatishould not affect the efficacy
of evasion attacks.

Summary. Our work produces two key observations.
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e Given complete knowledge, evasion attacks are very effectHowever, adversaries
under more realistic constraints are significantly lessatife.

e While no classifier is robust against all attack scenariosteths a consistent inverse
relationship between single model fitting accuracy and stiess to adversarial evasion.
Highly accurate fit to a smaller, more homogeneous populdtigprofessionals) makes

models more vulnerable to evasion attacks.

3.2.6 Adversarial Attack: Poisoning

After examining evasion attacks, we now look at how cergealicrowdturfing sites can
launch more powerful attacks to manipulate machine legrmodels. Specifically, we con-
sider the poisoning attack where administrators of crowiim sites intentionally pollute the
training dataset used to build ML classifiers, forcing detfens to produce inaccurate classifiers.
Since the training data.¢. crowdturfing accounts) actually comes from these crowdttgrfi
sites, administrators are indeed capable of launchingtagacks.

In the following, we examine the impact of poisoning attaoksML detection accuracy.
We consider two mechanisms for polluting training data. fitst method directly adds mis-
leading/synthetic samples to the training set. Adversanehe second method simply alter
data records, or modify operational policies to alter theposition of the training data used

by ML models.

3.2.6.1 Injecting Misleading Samples

Perhaps the simplest way to pollute any training data is tnaidleading or false samples.
In our case, since the training data has two classes (grafiggcounts, this can be done by
mixing normal user samples into the “turfing” class, poisoning the turfing class, or mixing

crowdturf samples into the “normal” user class, poisoning the normal class. Both introduce
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incorrectly labeled training data to mislead the classifier

Poisoning Turfing Class. To poison the turfing class, adversariegg¢ZBJ and SDH admin-
istrators) add normal Weibo accounts to the public subiseecords in their own systems.
Since ML classifiers take ground-truth crowdturf accoumtsnf those public records, these
benign accounts will then be mixed into the training data labéled as “turfing.” The result
is a model that marks some characteristics of normal usecsoagiturfing behavior, likely
increasing false positive rate in detection.

We simulate the attack with our ground-truth dataset. Aga kevel, we train the classifiers
on “polluted” training data, and then examine changes issileers’ detection accuracy. Here
we experiment with two strategies to pollute the turfing €lakirst, as a baseline strategy,
adversariesandomlyselect normal users as poison samples to inject into thengudiass.
Second, adversaries can injspecifictypes of normal users, causing the classifiers to produce
targetedmistakes.

Random Poisoning: We simulate this poisoning attack witkctive+Turfingdataset, where
adversaries inject random normal accounts to the turfingscl&pecifically, for training, the
turfing class (14K accounts) is a mixture of crowdturf acdswamd poison samples randomly
selected fronActive with a mixing ratio ofp. The normal class is another 14K normal accounts
from Active Then we use 28K of the rest accounts (14K turfing and 14K nbusers) for
testing. For any givem, we repeat the experiment 10 times with different randonsqoi
samples and training-testing partitions to compute awedagection rates.

Results are shown in Figure_3.39b. As a baseline comparisealso present the results
of the classifiers for professional workers in Figlre 3]3@& have three observations. First,
as poison-to-turfing ratip increases, false positive rates go up for all four algorghiRalse
negative rates are not much affected by this attack, thusrarted from the ploH Second,

we find that the SVM classifiers are more resilient: SVMp'ségpositive rate increase$%

9False negative rates increase2% whenp approaches 1.0.
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Figure 3.39: Poisoning training dataset by injecting random normal usggisa to the turfing class.

asp approaching 1.0, while the analogous increases exceed d0OR@ahdom Forests and J48.
Particularly, J48 experiences more drastic fluctuationsirzdt average, indicating it is very
sensitive to the choice of poison samples. This is congistéh our prior observation that
more accurate single model fittingg(J48 is more accurate than SVM) is more vulnerable to
adversarial attacks. Similarly, highly accurate detectbthe more homogeneous population
of professional workers§8.2.4) means the models experience larger relative imgjemts
attacks compared to classifiers over all workers.

Note that we limited the poison-to-turfing ratiol, since in practice adversaries cannot
inject unlimited poison samples to defender’s trainingd&irst, injecting noise causes incon-
venience to their own customers in locating qualified wask&econd, defenders may collect
ground-truth records from multiple crowdturfing sites.

Targeted Poisoning: Next, we explordargetedpoisoning to the turfing class. Here the ad-
versaries want to carefully inject selected poison sanguedassifiers make targeted mistakes.
For example, our classifier uses “ratio of commented tweet sl feature with the intuition that
worker’s tweets rarely receive commen§8.2.3). Once adversaries gain this knowledge, they
can intentionally select accounts whose tweets oftenve@@mments as the poison samples.

As a result, the trained classifier will mistakenly learntthsers with high comment ratio can

155



Spam, Human Factors and Malicious Crowdsourcing Chapter 3

~ 4517348 A =
S 40 S
© 35| SVMr —e— Py
£ 30 SVMp &
2 25 2
a 15t a
8 10, - 3
2 LA A 9
w 57 w
0 L L L L L L
0.01 0.1 1 0.01 0.1 1
Ratio of Poison-to-Turfing Ratio of Poison-to-Turfing
(a) Injecting Accounts with> 50% tweets(b) Injecting Accounts with< 150 followers
commented

Figure 3.40: Targeted poisoning. Adversaries inject specific typerafaaisers to the turfing
class (all workers).
be malicious, thus are likely to misclassify this kind of mad users as crowd-workers.

To evaluate the impact of targeted poisoning, we perfornilairaxperiments, except that
we select poison samples based on specific feature. HiglilesBows the attacking results
on two example features: ratio of tweets with comments atlover count. Compared with
Figure[3.39, targeted poisoning can trigger higher falstipes than randomly selecting poi-
son samples. Also, the previous observations still holth 8%M being more robust and J48
experiencing unstable performance (large deviation freenage).

Poisoning Normal User Class. Next, we analyze the other direction where adversaries
inject turfing samples into the “normal” class to boostféilse negative ratef classifiers. This
may be challenging in practice since the normal user pool ib&ewhole user population —

is extremely large. Hence it requires injecting a signifimount of misleading samples in
order to make an impact. Here from defender’s perspectieeaim to understand how well
different classifiers cope with “noisy” normal user data.

We repeat the previous “Random Poisoning” attack on the nastass. Figuré 3.41a and
Figure[3.41b show the attack results on classifiers for peid@al workers and all workers

respectively. As we increase the ratio of poison samplestaise negatives of all four classi-
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Figure 3.41: Poisoning training dataset by adding turfing samples to nolasal ¢

fiers increase. This is expected as the classifiers will kestig learn crowdturf characteristics
when modeling normal users, thus are likely to misclassiffirig accounts as benign later.

In addition, we find the robustness of different classifiessias, with Random Forests
algorithm producing the lowest overall false negativesaHy, we again observe that the more

accurate classifier for professional workers suffers largjative impacts from adversaries than

classifiers for all-workers.

3.2.6.2 Altering Training Data

The above poisoning attacks focus on misleading classiGeatch the wrong target. How-
ever, it does not fundamentally prevent crowd-workers fd@tection, since workers’ behavior
patterns are still very differently from normal users. Tiz#nd, we explore a second poisoning
attack, where adversaries direcélijer the training data by tuning crowd-workers’ behavior to
mimic normal users. The goal is to make it difficult (or everpossible) to train an accurate
classifier that isolates crowdturf accounts with normabaacds.

To carry out this attack, adversariesgadministrators of ZBJ and SDH) need to modify the
behaviors of numerous crowdturf workers. This can be doneebyrally enforcing operational

policies to their own system. For example, enforcing miditmae interval between taking
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tasks to reduce the tweeting burstiness or enforcing scrgenechanisms to reject worker
accounts with “malicious” profile features. In the followinwe evaluate the attack impact

using simulations, followed by the discussion of practazdts.

Feature Altering Attack.  To simulate this attack, we let adversaries select a settdifes

F' of crowdturf accounts and altér to mimic the corresponding features of normal users.
Unlike evasion attacks that can simply mimic normal userstian values, here we need to
mimic the whole distribution in order to make the two classesstinguishable on these fea-
tures. Since the feature altering is for all workers in theaatturfing system, thus it actually
applies to crowdturf accounts in both training and testiatpdets. Finally, note that features
are not completely independemt.changing one feature may cause changes in others. To
mitigate this, we tune features under the same categonytsin@ously.

Figure[3.42 shows the attack results Turfing+Activedataset. We attack each feature
category and repeat the experiment for 10 times. Here welaienattacking one category at
a time, and will discuss attacking category combinatiotexldn general, the attack makes all
classifiers produce higher error rates compared with basathere no feature is altered (the
horizontal lines). However the impact is mild compared fection-based poisoning attacks.
For example, the most effective attack is on J48 when afieinteraction features, which
causes error rate increased by 4%, while injection-bagadkatan boost error rate by more
than 20% (Figure_3.40). One possible reason is that unljketion-based poisoning, altering-
based poisoning does not cause inconsistencies in traamddesting data, but only make the
two classes harder to separate.

Costs of Altering.  In practice, feature altering comes with costs, and somifest may
be impossible to manipulate even by crowdturfing administsa For instancelweeting Reg-
ularity (Entropy) andBurstinesdeatures are easier to alter. Recall that crowdturfing system

can enforce minimal (random) time delay between workensgaén new tasks, or use delays
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Figure 3.42: Performance of different classifiers when adversaltescrowd-workers’ fea-
tures to mimic normal users. The horizontal lines represent the baselingtagive (false
negative) rates when no feature is altered.

to increase entropy. Changing theeet Clienfeature is also possible, since crowdturfing sys-

tems can develop mobile client software for their workerssimply release tools for workers

to fake their tweeting clients.

Profile and Interactionfeatures are more difficult to alter. Some features are ntanda

for common tasks. For example, workers need to maintain tainemumber of followers in

order to spread spam to reach large enough audiences. lioagddome features are rooted

in the fact that crowd-workers don’t use their accounts wigaly, which, making it hard

to generate normal user interactions. Although, crowdtgrBystems could potentially use

screening mechanisms to reject obviously-malicious ctovfcaccounts from their system.

However, this high bar will greatly shrink the potential \er population, and likely harm the
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Features Error Rate (FP %, FN %)
Attacked RF J48 SVMr SVMp
None (6.2,3.4)| (6.7,6.8)| (7.7,10.1)| (7.9, 12.1)
C+B (5.7,4.4)| (7.9,8.7)| (8.7,12.2)| (8.0, 14.0)
B+E (6.5,3.9)| (7.1,7.8)| (8.7,12.5)| (7.3, 13.1)
C+E (6.4,4.5)| (7.9,8.2)| (7.5, 11.8)| (6.3, 13.8)
C+B+E | (5.8,4.2)| (8.3,8.5)| (8.6, 13.2)| (7.7, 15.2)

Table 3.8: Error rates when features are altered in combinations. We @tattacking
low-cost features: Tweet Client (C), Burstiness (B) and Entropy (E)
system’s spam capacity.

Considering practical costs, we consider whether it is mongactful to alter the combi-
nations of features from different categories. Here we $amu altering the low cost features
in Tweet Clien{C), BurstinesgB) andEntropy(E). As shown in Tablg_3]8, attacking feature
combinations produces slightly higher error rates thasclihg a single feature category, but

the overall effect is still small (less than 4% error rate@ase).

Discussion.  Through our analysis, we find that injecting misleading si@smto training
data causes more significant errors than uniformly altewogker behavior. In addition, we
again observe the inverse relationship between single hfitdey accuracy and robustness.
To protect their workers, crowdturfing sites may also try pplg stronger access control
to their public records in order to make training data unawe for ML detector@. However,
this creates obvious inconvenience for crowdturfing sges;e they rely on these records to
attract new workers. Moreover, even if records were privdégenders can still obtain train-

ing data by joining as “customers,” offering tasks, and tdgimg accounts of participating

workers.

10As of late 2013, some crowdturfing sitesd. ZBJ) have already started to follow this direction, by limat
access to public transaction records to verified activeqipaints.
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3.2.7 Summary of Results

We use a large-scale ground truth dataset to develop matdang@ng models to detect
malicious crowdsourcing workers. We show that while crawfilhg workers resemble normal
users in their profiles, ML models can effectively detectutagworkers (95% accuracy) or
“professionals” (99% accuracy) using distinguishing fees such as user interactions and
tweet dynamics.

More importantly, we use crowdturfing defense as contexxpboee the robustness of ML
algorithms against adversarial attacks. We evaluate pheiidversarial attack models targeting
both training and testing phases of ML detectors. We findttieste attacks are effective against
all machine learning algorithms, and coordinated attasksH{ as those possible in crowdturf-
ing sites) are particularly effective. We also note a cdasistradeoff where more accurate
fits (especially to a smaller, more homogeneous populatiesylt in higher vulnerability to
adversarial attacks. The exception appears to be Randorst§ondich often achieves both
high accuracy and robustness to adversaries, possiblyodite natural support for multiple
populations.

We note that our study has several limitations. First, oahgis focuses on Weibo, and our
adversary scenarios may not generalize fully to other giat§ €.greview sites, instant mes-
sage networks). However, more work is necessary to valoaténdings on other platforms.
Second, our adversarial models use simplifying assumpti@features are independent and
costs for feature modification are uniform. In additionaekiers may behave differently to
disrupt the operation of ML detectors.

Moving forward, one goal is to validate our adversarial msdepractice, perhaps by car-
rying out a user-study on crowdturfing sites where we ask @arsrto actively evade and disrupt
ML detectors. In addition, our results show we must expl@@raaches to improve the robust-

ness of ML-based systems. Our analysis showed that ML #hgosireact differently to differ-
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ent adversarial attacks. Thus one possible direction ig¥eldp hybrid systems that integrate
input from multiple classifiers, ideally without affectingerall accuracy. We also observe that
limiting adversaries’ knowledge of the target system cagatly reduce their attack abilities.

How to effectively prevent adversaries from gaining knadge or reverse-engineering models

is also a topic for future work.
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Chapter 4

User Behavior Modeling for Security

Defense

So far in Chapter]2 and Chapfér 3 we have shown that the nextag@meof Internet services
is increasingly dependent on human users and their coméanth makes it more challeng-
ing than ever to secure online services. In this chapter, weenour attention to developing
practical solutions towards identifying and understagdmalicious) user behaviors in online
communities. We build a novel framework for behavior maoaglusing (semi-)unsupervised
learning techniques based on clickstream traces.

In the following, we first explain the clickstream-basednisghavior model and the exam-
ple application for Sybil detection (Sectionk.1). Then wiead this to identify and understand

more fine-grained user behavior groups within user pomrg®ectioi 412).
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4.1 Sybil Detection using Clickstream Analysis

4.1.1 Introduction

It is easier than ever to create fake identities and useruatson today’s online commu-
nities. Despite increasing efforts from providers, erigtservices cannot prevent malicious
entities from creating large numbers of fake accounts oilSyHL]. Current defense mecha-
nisms are largely ineffective. Online Turing tests such aPTBHASs are routinely solved by
dedicated workers for pennies per request[156], and eveiplex human-based tasks can be
overcome by a growing community of malicious crowdsouraegvices([157, 230]. The re-
sult of this trend is a dramatic rise in forged and malicionkn® content such as fake reviews
on Yelp [219], malware and spam on social netwofks [77,88],24nd large, Sybil-based
political lobbying efforts[[1817].

Recent work has explored a number of potential solutionsisgfoblem. Most proposals
focus on detecting Sybils in social networks by leveraghegassumption that Sybils will find
it difficult to befriend real users. This forces Sybils to oent to each other and form strongly
connected subgraphs [221] that can be detected using gnaphetic approaches [69, 217,
[246,247]. However, the efficacy of these approaches inipeaist unclear. While some Sybil
communities have been located in the Spanish Tuenti netf@8jk another study on the Chi-
nese Renren network shows the large majority of Sybils dgtaed successfully integrating
themselves into real user communities [244].

In this chapter, we describe a new approach to Sybil detectioted in the fundamental
behavioral patterns that separate real and Sybil userscifigpdly, we propose the use of
clickstream modelas a tool to detect fake identities in online services sudoeaml networks.
Clickstreams are traces of click-through events generayednbne users during each web
browsing “session,” and have been used in the past to modeltra#ic and user browsing

patterns[[91], 139, 166, 189]. Intuitively, Sybils and resérs have very different goals in their
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usage of online services: where real users likely partakeuoferous features in the system,

Sybils focus on specific actiongsd.acquiring friends and disseminating spam) while trying
to maximize utility per time spent. We hypothesize that ¢hddferences will manifest as
significantly different (and distinctive) patterns in ¢lgtreams, making them effective tools
for “profiling” user behavior. In our context, we use thesefppes to distinguish between real
and Sybil users.

Our work focuses on building a practical model for accuratection of Sybils in social
networks. We develop several models that encode distiectteequences and inter-event gaps
in clickstreams. We build weighted graphs of these seqssthes capture pairwise “similarity
distance” between clickstreams, and apply clustering entifly groups of user behavior pat-
terns. We validate our models using ground-truth clickstréraces from 16,000 real and Syabill
users from Renren, a large Chinese social network with 220sugksing our methodology,
we build a detection system that requires little or no knolgke of ground-truth. Finally, we
validate the usability of our system by running initial gotyfpes on internal datasets at Renren
and LinkedIn.

The key contributions are as follows:

e To the best of our knowledge, we are the first to analyze clattepns of Sybils and
real users on social networks. By analyzing detailed clrelesh logs from a large social
network provider, we gain new insights on activity patteshSybils and normal users.

e We propose and evaluate several clickstream models toatbar user clicks patterns.
Specially, we map clickstreams to a similarity graph, whaiekstreams (vertices) are
connected using weighted edges that capture pairwiseasityil We apply graph parti-
tioning to identify clusters that represent specific cliektprns. Experiments show that
our model can efficiently distinguish between clickstreainSybil and normal users.

e We develop a practical Sybil detection system based on akstteam model, requiring
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minimal input from the service provider. Experiments usgngund-truth data show that
our system generatesl% false positives ane4% false negatives.

e Working closely with industrial collaborators, we have g ed prototypes of our sys-
tem at Renren and LinkedIn. Security teams at both compames tun our system
on real user data and received very positive results. Whitpazate privacy policies
limit the feedback visible to us, both companies have exga@strong interest in further

experimentation and possible deployment of our system.

To the best of our knowledge, we are the first to study cligestr models as a way to detect
fake accounts in online social networks. Moving forward, vedieve clickstream models are
a valuable tool that can complement existing techniquesdbynly detecting well-disguised
Sybil accounts, but also reducing the activity level of aesnaining Sybils to that of normal
users.

Roadmap. We begin in Sectiofi 4.7.2 by describing the problem contegt@ur ground-

truth dataset, followed by preliminary analysis resultSactiod 4.1.3. Next, in Secti¢n 4.1.4
we propose our clickstream models to effectively distisgusybil with normal users. Then
in Section 4,15, we develop an incremental Sybil detedtat tan scale with today’s large
social networks. We then extend this detector in Se¢tiorG4§ proposing an unsupervised
Sybil detector, where only a minimal (and fixed) amount ofugrd-truth is needed. Finally, in
Sectiorl4.1.J7, we describe experimental experience afigestir prototype code in real-world

social networks (Renren and LinkedIn). We then conclude tti&a4.1.8.

4.1.2 Background: Renren and Clickstream

In this section, we provide background for our study. Fins briefly introduce the Renren
social network and the malicious Sybils that attack it. ®elcove describe the key concepts of

user clickstreams, as well as the ground-truth dataset eenusur study.
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Renren. Renren is the oldest and largest Online Social Network (O8Ihina, with more
than 220 million users [112]. Renren offers similar featuaed functionalities as Facebook:
users maintain personal profiles and establish social @bions with their friends. Renren
users can update their status, write blogs, upload photbsideo, and share URLSs to content
on and off Renren. When a user logs-in to Renren, the first pagesteeis a “news-feed” of

their friends’ recent activities.

Sybils.  Like other popular OSNs, Renren is targeted by maliciousgmlboking to dis-
tribute spam and steal personal information. As in priorkyeve refer to the fake accounts
involved in these attacks as Syblls [244]. Our goal is tocetad deter these malicious Sybils;
our goal is not to identify benign fakes,gpseudonymous accounts used by people to preserve
their privacy.

Prior studies show that attackers try to friend normal uasiisg Sybil accounts [244]. On
Renren, Sybils usually have complete, realistic profiles @l attractive profile pictures to
entice normal users. Itis challenging to identify theseilSyising existing techniques because
their profiles are well maintained, and they integrate seasty into the social graph structure.
Clickstream Data. We investigate the feasibility of usinglickstreamso detect Sybils.

A clickstream is the sequence of HTTP requests made by a asewebsite. Most requests
correspond to a user explicitly fetching a page by clickinfin&, although some requests
may be programmatically generateeldXmlHttpRequest). In our work, we assume that a
clickstream can be unambiguously attributed to a specific ascounte.gby examining the
HTTP request cookies.

Our study is based on detailed clickstreams for 9994 Syhdss®98 normal users on Ren-
ren. Sybil clickstreams were selected at random from theladipn of malicious accounts that
were banned by Renren in March and April 2011. Accounts coalddnned for abusive be-

haviors such as spamming, harvesting user data or sendsgjv@aumbers of friend requests.
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Dataset || Users| Clicks Date (2011) | Sessionsg
Sybil || 9,994 | 1,008,031 Feb.28-Apr.30| 113,595
Normal || 5,998 | 5,856,941 Mar.31-Apr.30| 467,179

Table 4.1: Clickstream dataset.
Normal user clickstreams were selected uniformly at ranéfom Renren user population in
April 2011, and were manually verified by Renren’s securignte

The dataset summary is shown in Tablg 4.1. In total, our datasludes 1,008,031 and
5,856,941 clicks for Sybils and normal users, respectivélgch click is characterized by a
timestamp, an anonymized userID, andaativity. The activity is derived from the request
URL, and describes the action the user is undertaking. Fampbea the “friend request”
activity corresponds to a user sending a friend requestdthanuser. We discuss the different
categoriesf activities in detail in Section 4.1.3.2.

Each user’s clickstream can be divided is@ssionswhere a session represents the se-
guence of a user’s clicks during a single visit to Renren. dofately, users do not always
explicitly end their session by logging out of Renren. As ilopwork, we assume that a user’s
session is over if they do not make any requests for 20 mirfd#s Session duration is cal-
culated as the time interval between the first and last clithiva session. Overall, our traces

contain 113,595 sessions for Sybils and 467,179 sessiongfmal users.

4.1.3 Preliminary Clickstream Analysis

We begin the analysis of our data by looking at the high-lebaracteristics of Sybil and
normal users on Renren. Our goals are to provide an overvighealataset, and to motivate
the use of clickstreams as a rich data source for uncoveraigious behavior. Towards these
ends, we analyze our data in four wajyisst, we examine session-level characterist®scond
we analyze the activities users engage in during each sedsiod, we construct a state-based

Markov Chain model to characterize the transitions betwéeksoduring sessions. Finally, we
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Figure 4.3: Sessions per day per user.  Figure 4.4: Average session length per user.

use a Support Vector Machine (SVM) approach to learn the itapbfeatures that distinguish

Sybil and normal user clickstreams.

4.1.3.1 Session-level Characteristics

In this section, we seek to determine the session-levetreifices between normal and
Sybil accounts in our dataset. First, we examine the totalbar of sessions from each user.
As shown in Figuré_4]1;>50% of Sybils have only a single session; far fewer than nbrma
users. Itis likely that these Sybils sent spam during timglsisession and were banned shortly
thereafter. A small portion of Sybils are very active andéhat00 sessions.

Next, we examine when Sybils and normal users are activedmchriguré 4.2 shows that
all users exhibit a clear diurnal pattern, with most sessioeginning during daytime. This
indicates that at least a significant portion of Sybils in dataset could be controlled by real
people exhibiting normal behavioral patterns.
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Next, we investigate the number of sessions per user perfdgyre[4.8 shows that 80%
of Sybils only login to Renren once per day or less, versus 2D@6nal users. The duration
of Sybil sessions is also much shorter, as shown in Figuie7% of Sybil session are100
seconds long, versus 10% of normal sessions. The vast tgyabriormal sessions last several
minutes.

Figure[4.b shows the number of clicks per session per userostl60% of Sybil sessions
only contain one click, whereas 60% of normal user sessiamse k10 clicks. Not only do
Sybil sessions tend to be shorter, but Sybils also click nfaster than normal users. As shown
in Figure[4.6, the average inter-arrival time between Sgliiks is an order of magnitude
shorter than for normal clicks. This indicates that Sybdsndt linger on pages, and some of
their activities may be automated.

The observed session-level Sybil characteristics aredrby attacker’s attempts to cir-
cumvent Renren’s security features. Renren limits the nurabactions each account can
take,e.g50 friend requests per day, and 100 profiles browsed per lbus, in order to maxi-
mize efficiency, attackers create many Sybils, quicklyrndgieach one and perform malicious
activities e.gsending unsolicited friend requests and spam), then lcgmadimove to the next
Sybil. As shown in Table 412, Sybils spend a great deal okslgending friend requests and

browsing profiles, despite Renren’s security restrictions.
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Sybil Clks | Nrml Clks

Category | Description

#K) % |[#(K) %

Send request 417 41 | 16 0

Friending | Accept invitation | 20 2 |13 0
Invite from guide | 16 2 |0 0

Photo \ﬁs?t photo 242 24 | 4,432 76
Visit album 25 2 |330 6

Profile Visit profiles 160 161|214 4
Share Share content 27 3 | 258 4
Message | SendIM 20 2 199 2
Blog Visit/reply blog 12 1 103 2
Notification | Check notification 8 1 [136 2

Table 4.2: Clicks from normal users and Sybils on different Renrewnities. # of clicks are
presented in thousands. Activities witl1% of clicks are omitted for brevity.

4.1.3.2 Clicks and Activities

Having characterized the session-level characteristiosrodata, we now analyze the type
and frequency clicks within each session. As shown in Tale we organize clicks into
categorieghat correspond to high-level OSN features. Within eacagaty there aractivities
that map to particular Renren features. In total, we obsebvachvities that can be grouped

into 8 primary categories. These categories are:

e Friending: Includes sending friend requests, accepting or denyingethequests, and
un-friending.

e Photo: Includes uploading photos, organizing albums, taggirenfis, browsing friend’s
photos, and writing comments on photos.

e Profile: This category encompasses browsing user profiles. Likebéage profiles on
Renren can be browsed by anyone, but the information thaspagied is restricted by
the owner’s privacy settings.

e Share: Refers to users posting hyperlinks on their wall. Common exesripclude links

to videos and news stories on external websites, or link$o@ fosts and photo albums

on Renren.
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Message:Includes status updates, wall posts, and real-time instessages (IM).

Blog: Encompasses writing blogs, browsing blog articles, andingacomments on
blogs.

Notification: Refers to clicks on Renren’s notification mechanism that allesers to

comments or likes on their content.

Like: Corresponds to the user liking (or unliking) content on Renren

Table[4.2 displays the most popular activities on Renren. ritheber of clicks on each
activity is shown (in thousands), as well as the percentioksl Percentages are calculated
for Sybils and normal users separatelg,each “%” column sums to 100%. For the sake of
brevity, only activities with>1% of clicks for either Sybils or normal users are shown. The
“Like” category has no activity with>1% of clicks, and is omitted from the table.

Table[4.2 reveals contrasting behavior between Sybils anchal users. Unsurprisingly,
normal users’ clicks are heavily skewed toward viewing ped?76%), albums (6%), and shar-
ing (4%). In contrast, Sybils expend most of their clicksdieg friend requests (41%), viewing
photos (24%), and browsing profiles (16%). The photo brogvaimd profile viewing behavior
are related: these Sybils crawl Renren and download usersop& information, including
profile photos.

Sybils’ clicks are heavily skewed toward friending (41% &ybils, 0.3% for normal users).
This behavior supports one particular attack strategy orrdRerfriending normal users and
then spamming them. However, given that other attacks aslge €.gmanipulating trending
topics [109], passively collecting friends [213]), we cahrely on this feature alone to identify
Sybils.

Normal users and Sybils share content (4% and 3%, respiggtasgewell as send messages
(2% and 2%) at similar rates. This is an important obsermatecause sharing and messaging

are the primary channels for spam dissemination on Renrensintfilar rates of legitimate and
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Figure 4.7: State transitions for a Sybil ac-
count. Figure 4.8: State transitions for a real user.

illegitimate sharing/messaging indicate that spam dietecystems cannot simply leverage

numeric thresholds to detect spam content.

4.1.3.3 Click Transitions

Sectiong 4.1.311 and 4.1.8.2 highlight some of the diffeesrbetween Sybils and normal
users. Next, we examine differences in click orderireghow likely is it for a user to transition
from activity A to activity B during a single session?

We use a Markov Chain model to analyze click transitions. Is thodel, each state is
a click category, and edges represent transitions betwatgaries. We add two abstract
states, initial and final, that mark the beginning and endacheclick session. Figute 4.7 and
Figure[4.8 show the category transition probabilities fothbSybils and normal users. The
sum of all outgoing transitions from each category is 1.0.rdauce the complexity of the
Figure, edges with probability 5% have been pruned (except for transitions to the final)state
Categories with no incoming edges after this pruning proaesalso omitted.

Figure[4.Y demonstrates that Sybils follow a very regimeérget of behaviors. After
logging-in Sybils immediately begin one of three malici@agsivities: friend invitation spam-
ming, spamming photos, or profile browsing. The profile biogath represents crawling

behavior: the Sybil repeatedly views user profiles untiirtiaily allotment of views is ex-
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hausted.

Compared to Sybils, normal users (Figlrel 4.8) engage in arweéshgle of activities, and
the transitions between states are more diverse. The higheisality category is photos, and
it is also the most probable state after login. Intuitiveisers start from their newsfeed, where
they are likely to see and click on friends’ recent photose $acond most probable state after
login is checking recent notifications. Sharing and messpgre both low probability states.
This makes sense, given that studies of interactions on M@&is shown that users generate
new content less than once per day [236,/112].

It is clear that currently, Sybils on Renren are not trying tegsely mimic the behavior
of normal users. However, we do not feel that this type of nindeepresents a viable Sybil
detection approach. Simply put, it would be trivial for Sglib modify their behavior in order
to appear more like normal users. If Sybils obfuscated thelravior by decreasing their tran-
sition probability to friending and profile browsing whiledreasing their transition probability

to photos and blogs, then distinguishing between the twoatsoslould be extremely difficult.

4.1.3.4 SVM Classification

The above analysis shows that Sybil sessions have veryatiffeharacteristics compared
to normal user sessions. Based on these results, we exp&om#sibility of distinguishing
normal and Sybil sessions using a Support Vector Machind{)g¥77]. For our SVM experi-

ments, we extract 4 features from session-level informeadind 8 features from click activities:

e Session FeaturesWe leverage 4 features extracted from user sessions: &velialgs
per session, average session length, average intertdimeabetween clicks, and aver-
age sessions per day.

e Click Features: As mentioned in Sectidn 4.1.3.2, there are 8 categoriesaischctiv-

ities on Renren. For each user, we use the percentage of olidach category as a
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Feature Weight
% of clicks undefFriending | +5.65
% of clicks undeotification | -3.68
Time interval of clicks (TBC)| -3.73
Session length (SL) +1.34
% of clicks undeiPhoto +0.93

Table 4.3: Weight of features generated by SVM.

feature.

We computed values for all 12 features for all users in ouasktt input the data to an
SVM, and ran 10 fold cross-validation. The resulting clasation accuracy was 98.9%, with
0.8% false positived.g classify normal users as Sybils) and 0.13% false negativeddssify
Sybils as normal users). Talhle 4.3 shows the weights asbigribe top 5 features. Features
with positive weight values are more indicative of Sybilfil features with negative weights
indicate they are more likely in normal users. Overall, leighbsolute value of the weights cor-
responds to features that more strongly indicate eitheilsSgbnormal users. These features
agree with our ad-hoc observations in previous sections.

While our SVM results are quite good, an SVM-based approastilis supervised learn-
ing tool. In practice, we would like to avoid using any grounath datasets to train detection
models, since they can introduce unknown biases. Later, Wel@gcribe our unsupervised

detection techniques in detalil.

4.1.3.5 Discussion

In summary, we analyze the Renren clickstream data to clesizetuser behavior from
three angles: sessions, click activities, and click ttaoss. SVM analysis of these basic
features demonstrates that clickstreams are useful fotifgieg Sybils on social networks.

However, these basic tools (session distributions, Mafko&in models, SVM) are of lim-

ited use in practice: they require training on large sampl@sound-truth data. For a practical
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Sybil detection system, we must develop clickstream arsatgshniques that leverage unsu-
pervised learning on real-time data sampigs,require zero or little ground-truth. In the next
section, we will focus on developing clickstreams modelsréal-time, unsupervised Sybil

detection.

4.1.4 Clickstream Modeling and Clustering

In Section[4.1.3, we showed that clickstream data for Sydoild normal users captured
the differences in their behavior. In this section, we builddels of user activity patterns that
can effectively distinguish Sybils from normal users. Ooalgs to cluster similar clickstreams
together to form general user “profiles” that capture speatttivity patterns. We then leverage
these clusters (or profiles) to build a Sybil detection syste

We begin by defining three models to represent a user’s tteds. For each model, we
describe similarity metrics that allow us to cluster simitiickstreams together. Finally, we
use our ground-truth data to evaluate the efficacy of eactemodlistinguishing Sybils from
normal users. We build upon these results later to develagtipal Sybil detection systems

based on clickstream analysis.

4.1.4.1 Clickstream Models

We define three models to capture a user’s clickstream.
Click Sequence Model. We start with the most straightforward model, which only siders
click events. As shown in Sectign 4.11.3, Sybils and normatsigxhibit different click tran-
sition patterns and focus their energy on different adgisit The Click Sequence (CS) Model
treats each user’s clickstream as a sequence of click ewemtsd by order of arrival.
Time-based Model. As shown in Figuré& 416, Sybils and normal users generatk elients

at different speeds. The Time-based Model focuses on thébdison of gaps between events:
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each user’s clickstream is represented by a list of intevedttimes|t,, 5, t3, ..., t,] wheren is

the number of clicks in a user’s clickstream.

Hybrid Model.  The Hybrid Model combines click types and click inter-aatitimes. Each
user’s clickstream is represented as an in-order sequémtels along with inter-event gaps
between clicks. For example(t;)c(t2)a(ts)d(t,)b wherea, b, ¢, d are click types, and is the
time interval between thé" and(i + 1) event.

Click TypesBoth the Click Sequence Model and the Hybrid Model represestt egent in
the sequence by its click event type. We note that we canaldrdw granular the event types
are in our sequence representation. One approach is toertokls based on their specific
activity. Renren’s logs define 55 unique activities. Another optiotoiencode click events
using their broadecategory In our dataset, our 55 activities fall under 8 click catégelsee
Section 4.1.3]2). Our experimental analysis evaluatels tegiresentations to understand the

impact of granularity on model accuracy.

4.1.4.2 Computing Sequence Similarity

Having defined three models of clickstream sequences, wenmove on to investigating
methods to quantify the similarity between clickstreanmsother words, we want to compute
thedistancebetween pairs of clickstreams. First, we discuss genembaghes to computing
the distance between sequences. Then we discuss how toesalyapproach to our three

clickstream models.

Defining Distance Functions

Common Subsequenceshe first distance metric involves locating the common subse
guences of varying lengths between two clickstreams. Wmdbze a clickstream as a se-
quenceS = (s;s9...8;...5,), Wheres; is the i element in the sequence. We then define

T} as the set of all possible-grams § consecutive elements) in sequertte7;(S) = {k-

177



User Behavior Modeling for Security Defense Chapter 4

graml|k-gram = (8;S;+1...Sivk-1),7 € [1,n + 1 — k]}. Simply put, eactk-gram inTy(S) is
a subsequence of. Finally, the distance between two sequences can then bputecthbased
on the number of common subsequences shared by the two seguémspired by th@accard

Coefficien{135], we define the distance between sequengesd.S; as:

|T5(51) N T5(52)|
|T5(51) U Ti(52)]

Dy (51,8) =1 — (4.1)

We will discuss the choice df in Sectior{4.1.4]2.

Common Subsequences With Coufitee common subsequence metric defined above only
measures distinct common subsequencesjt does not consider the frequency of common
subsequences. We propose a second distance metric thfiesetttis by taking thecount
of common subsequences into consideration. For sequéhcés and a choser, we first
compute the set of all possible subsequences from both seggi@sl” = 73(51) U T5(52).
Next, we count the frequency of each subsequence within sagence (i = 1, 2) as array
[ci1, Ci2, ..., Cin] Wheren = |T'|. Finally, the distance betweefy and.S; can be computed as

the normalizecEuclidean Distancéetween the two arrays:

n

D(Sy, So) = % > (ej — e)? (4.2)

i=1

Distribution-based MethodJnfortunately, the prior metrics cannot be applied to seqas
of continuous valued.ethe Time-based Model). Instead, for continuous value sstpes,
and S,, we compute the distance by comparing their value disiobutising a two-sample
KolmogorovSmirnov test{-Stest). A two-sampl&-Stest is a general nonparametric method
for comparing two empirical samples. It is sensitive toeténces in location and shape of the

empirical Cumulative Distribution Functions (CDF) of the temmples. We define the distance
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function using K-S statistics:

D(Sl, SQ) = supt|Fn71(t) - Fnlvg(t” (43)

whereF,, ;(t) is the CDF of values in sequensg

Applying Distances Functions to Clickstreams

Having defined three distance functions for computing secgisimilarity, we now apply
these metrics to our three clickstream models. Table 4.4manmes the distance metrics we
apply to each of our models. The Time-based Model is the gistglase, because it only has
one corresponding distance metric (K-S Test). For the Cledg@nce and Hybrid Models, we
use several different parameterizations of our distandeicae

Click Sequence ModelWWe use the common subsequence and common subsequence with
counts metrics to compute distances in the CS model. Howthese two metrics require that
we choosek, the length ofk-gram subsequences to consider. We choose two valués for
1 and 10, which we refer to asmigramand10gram Unigram represents the trivial case of
comparing common click events in two clickstreams, whileoigng the ordering of clicks.
10gramincludes all unigrams, as well as bigrams, trigragts, As shown in Tablé 4]4, we
also instantiatainigram-+countand 10gram+count which include the frequency counts of
each unique subsequence.

Although values of: > 10 are possible, we limit our experimentsio= 10 for two rea-
sons. First, whe& = n (wheren is the length of a clickstream), the computational compyexi
becomes)(n?). This overhead is significant when you consider that?) subsequences will
be computed for every user in a clickstream dataset. Setmmgl subsequences have dimin-
ishing utility, because they are likely to be unique for atigatar user. In our tests, we found
k = 10 to be a good limit on computational overhead and subseqummrespecificity.

Hybrid Model. Like the Click Sequence Model, distances between sequendas Hy-
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Model Distance Metrics
unigram unigram-+counf
10gram 10gram+count
Time-based Model K-Stest

Hybrid Model 5gram 5gram+count

Click Sequence Model

Table 4.4: Summary of distance functions.

brid Model can also be computed using the common subseq@erceommon subsequence
plus count metrics. The only change between the Click Sequand Hybrid Models is
that we must discretize the inter-arrival times betweeonksliso they can be encoded into
the sequence. We do this by placing inter-arrival times latpscale buckets (in seconds):
0,1],[1, 10], [10, 100], [100, 1000], [1000, cc]. Based on Figurg 4.6, the inter-arrival time dis-
tribution is highly skewed, so log-scale buckets are betiited than linear buckets to evenly
encode the times.

After we discretize the inter-arrival times and insert thato the clickstream, we use= 5
as the parameter for configuring the two distance metricghBuincreasing: offers little im-
provement in the model but introduces extra computationhma. As shown in Table 4.4, we
refer to these metrics &gramand5gram+count Thus, each 5gram contains three consecutive

click events along with two tokens representing intervatriime gaps between them.

4.1.4.3 Sequence Clustering

At this point we have defined models of clickstreams as wethagics for computing the
distance between them. Our next step is to cluster usersswaiibar clickstreams together. As
shown in Section 4.11.3, Sybil and normal users exhibit veffer@nt behaviors, and should
naturally form distinctive clusters.

To achieve our goal, we build and then partitiosegguence similarity graphEach user’s
clickstream is represented by a single node. The sequemdarsly graph is completei.e.

every pair of nodes is connected by a weighted edge, wherediggt is the similarity distance
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between the sequences. Partitioning this graph means @nodthe desired clusters while
minimizing the total weight of cut edges: users with simaativities (high weights between
them) will be placed in the same cluster, while users witlsichdar activities will be placed

in different clusters. Thus the clustering process separ@ybil and normal users. Note that
not all Sybils and normal users exhibit homogeneous behathas, we expect there to be
multiple, distinct clusters of Sybils and normal users.

Graph Clustering.  To cluster sequence similarity graphs, we use METIS[[121jidely
used multilevel k-way partitioning algorithm. The objeetiof METIS is to minimize the
weight of edges that cross partitions. In the sequenceaiityigraph, longer distanceisg.dissimilar
sequences) have lower weights. Thus, METIS is likely to@ldissimilar sequences in differ-
ent partitions. METIS requires a parametérthat specifies the number of partitions desired.
We will assess the impact @& on our system performance in Section 4.7.4.4.

Cluster Quality. A key question when evaluating our methodology is assesdbmgjual-

ity of clusters produced by METIS. In Sectibn 4.1]4.4, weelage our ground-truth data to
evaluate false positives and negatives after clusteriag#guence similarity graph. We label
each cluster as “Sybil” or “normal” based on whether the mgjof nodes in the cluster are
Sybils or normal users. Normal users that get placed intadl $itsters are false positives,
while Sybils placed in normal clusters are false negatiw&e. use these criteria to evaluate

different clickstream models and distance functions.

4.1.4.4 Model Evaluation

We now evaluate our clickstream models and distance fumetio determine which can
best distinguish Sybil activity patterns from those of nafmsers. We examine four different
variables: 1) choice of clickstream model, 2) choice ofatise function for each model, 3)

what representation of clicks to use (specific activitiesaiegories), and 4x, the number of
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Figure 4.9: Error rate of three models.

desired partitions for METIS.

Experiment Setup. The experimental dataset consists of 4000 normal usersG@iSybils
randomly selected from our dataset. In each scenario, we tlick sequences for each user
(based on a given clickstream model and click represenjattompute all distances between
each pair of sequences, and then cluster the resulting segjsmilarity graph for a given
value of K. Finally, each experimental run is evaluated based on tke fesitive and negative

error rates.

Model Analysis. First, we examine the error rates of different clickstreawdeis and
click representations in Figure 4.9. For the CS and Hybridelgdve encode clicks based on
activities as well as categories. In the Time model, allksliare encoded as inter-arrival times.
In this experiment, we usBdgram-+count5gram+count andK-Sas the distance function for
CS, Hybrid, and Time, respectively. We fix = 100. We investigate the impact of distance
functions andk in subsequent experiments.

Two conclusions can be drawn from Figlrel4.9. First, the CSHyiatid models signifi-
cantly outperform the Time-based model, especially inefalsgatives. This demonstrates that
click inter-arrival times alone are insufficient to disagnoate Sybils from normal users. Man-
ual inspection of false negative Sybils from the Time expent reveals that these Sybils click
at the same rate as normal users. Thus these Sybils are @pveted by real people, or the

software that controls them has been intentionally ratédien
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Figure 4.10: Error rate using different dis-  Figure 4.11: Impact of number of clusters
tance functions. (K).

The second conclusion from Figdre 4.9 is that encoding sllzksed on category outper-
forms encoding by activity. This result confirms findingsnfréhe existing literatures on web
usage mining[44]: representing clicks using high-levéégaries (oiconceptyinstead of raw
click types better exposes the browsing patterns of usepgos&ible explanation is that high-
level categories have better tolerance for noise in th&stiieam log. In the rest of our analysis,
we use categories to encode clicks.

Next, we examine the error rate of different distance fumgifor the CS and Hybrid
models. As shown in Figufe 4110, we evaluate the CS model ukawgnigramand 10gram
functions, as well as counting versions of those functidis evaluate the Hybrid model using
the5gramand5gram+countfunctions.

Several conclusions can be drawn from Figure 4.10. Firgtutiigram functions have
the highest false negative rates. This indicates that fgpki clicks in isolationi(e.without
click transitions) is insufficient to discover many Sybisecond, the counting versions of all
three distance functions produce low false positive rafBsis demonstrates that the repeat
frequency of sequences is important for identifying norossrs. Finally, we observe that CS
10gram+countand Hybrid have similar accuracy. This shows that clickriateival times are
not necessary to achieve low error rates.

Finally, we examine the impact of the number of clustEr®n detection accuracy. Fig-
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ure[4.11 shows the error rate of HybBidram+countas we varyKk'. The overall trend is that
larger K produces lower error rates. This is because lafggrants METIS more opportuni-
ties to partition weakly connected sequences. This obsemnvia somewhat trivial: ifk = NV,
whereN is the number of sequences in the graph, then the error ratkele zero given our
evaluation methodology. In Sectibn 4J]1.6, we discuss waateasons whyx” must be kept
~100.

Summary. Our evaluation shows that the Click Sequence and Hybrid rsogletform
best at disambiguating Sybils and normal uséf@gram+couniand5gram+countare the best
distance functions for each model, respectively. We find élsauracy is highest when clicks
are encoded based on categories, and when the number tbpatii is large. In the following

sections, we will use these parameters when building oull 8gtection system.

4.1.5 Incremental Sybil Detection

Our results in Section 4.1.4 showed that our models cantaféy distinguish between
Sybil clickstreams and normal user clickstreams. In thitise, we leverage this methodology
to build a real-time, incremental Sybil detector. This eystworks in two phases: first, we
create clusters of Sybil and normal users based on groutiteata, as we did in Sectibn 4.11.4.
Second, we compute the position of unclassified clickstsgarour sequence similarity graph.
If an unclassified clickstream falls into a cluster repréisgnclickstreams from ground-truth

Sybils, we conclude the new clickstream is a Sybil. Othegwiisis benign.

4.15.1 Incremental Detection

To classify a new clickstream given an existing clusteregusace similarity graph, we
must determine how to “re-cluster” new sequences into th&tieg graph. We investigate

three algorithms.

184



User Behavior Modeling for Security Defense Chapter 4

The first isK Nearest Neighbo(KNN). For a given unclassified sequence, we find the top-
K nearest sequences in the ground-truth data. If the mpjoirithese sequences are located in
Sybil clusters, then the new sequence is classified as a &dpilence.

The second algorithm islearest Cluste(NC). We compute the average distance from an
unclassified sequence to all sequences in each cluster.nthessified sequence is then added
to the cluster with the closest average distance. The neuweseg is classified as Sybil or
normal based on the cluster it is placed in.

The third algorithm is a less computationally-intensivesi@en of Nearest Cluster that we
refer to adNearest Cluster-CentdNCC). NC and KNN require computing the distance from
an unclassified sequence to all sequences in the grourdetugters. We can streamline NC'’s
classification process by precomputiogntersfor each cluster. In NCC, we only need to
compute the distance from an unclassified sequence to tier adreach existing cluster.

For each existing cluster, the center is chosenlbgeness centralityntuitively, the center
sequence is the one that has the shortest distance to athiéeresequences in the same cluster.
To be more robust, we precompute three centers for eaclegltisat is, the three sequences

with highest closeness centrality.

4.1.5.2 System Evaluation

In this section, we evaluate our incremental Sybil detecsigstem using our ground-truth
clickstream dataset. We start by evaluating the basic acgusf the system at classifying
unknown sequences. Next, we evaluate how quickly the systamdentify Sybils, in terms
of number of clicks in their clickstream. Finally, we expdnow long the system can remain
effective before it needs to be retrained using updatedngtaéruth data.

Detection Accuracy. We start with a basic evaluation of system accuracy usingjound-

truth dataset. We split the dataset into training data astthgpdata. Both datasets include 3000
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Figure 4.12: Error rate of three recluster-

ing algorithms.
Sybils and 3000 normal users. We build sequence similaraglgs from the training data using
Hybrid Model with 5gram+countas distance function. The number of clust&rs= 100. In
each sequence similarity graph, we label the Sybil and nicchasters.

Next, we examine the error rates of the incremental detedten unclassified users (3000
Sybils and 3000 normal users) are added to the sequencarsiyngraph. We perform this
experiment three times, once for each of the proposed tecing algorithms (KNN, NC and
NCC). As shown in Figure 4.12, the error rates for all threeustelring algorithms are very
similar, and all three have:1% false positives. NC has slightly fewer false positivehjlev
NCC has the fewest false negatives.

Detection Speed. The next question we want to addresswahat is the minimum number
of clicks necessary to accurately classify clickstreardgtther way to frame this question
is in terms of detection speediow quickly (in terms of clicks) can our system accurately
classify clickstreamso identify and respond to Sybils quickly, we must detectiSyising
the minimal number of click events.

Figure[4.1B shows the results of our evaluation when the maxi number of clicks in all
sequences are capped. The “All” results refer to a cap ofiinfire.all clicks in our dataset are
considered. Note that not all sequences in our dataset I@aee0 clicks: some Sybils were

banned before they produced this may clicks. Hence, the ar@pgpper bounds on sequence
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Figure 4.13: Error rate vs. maximum # of  Figure 4.14. Detection accuracy when
clicks in each sequence. training data is two weeks old.

length.

Surprisingly, the “All” results are not the most accurateml. As shown in Figure 4.13,
using all clicks results in more false negatives. This osa@ue to overfitting: given a large
number of very long clickstreams from normal users, it iglykthat they will occasionally
exhibit unusual, Sybil-like behavior. However, this prail is mitigated if the sequence length
is capped, since this naturally excludes these infreqaet;rant clickstreams.

In contrast to the “All” results, the results from tke50 click experiments produce the most
false positives. This demonstrates that there is a minimespence length necessary to per-
form accurate classification of clickstreams. We repedtesd experiments using AB8fgram+count
and received similar result, which we omit for brevity.

There are two additional, practical take-aways from Figuie. First, the NCC algorithm
performs equally well versus NC and KNN. This is a positiveule since the computational
complexity of NCC is dramatically lower than NC and KNN. Sedpmwe observe that our
system can produce accurate results (false positvE%, false negatives:3%) when only
considering short sequences. This means that the systemmalea classifications quickly,
without needing to store very long clickstreams in memory.

Accuracy Over Time. In order for our incremental detection system to be praltyica

useful, its accuracy should remain high for long periodsmag&t Put another way, sequence

187



User Behavior Modeling for Security Defense Chapter 4

P Known Good METIS

OO./ Users <" Partitions

1 \ P
‘O
' O A~/ .4 !
] B .

\ O’ , ~ ~ ’
\ ', s \

‘ .- @00

~ -
~

17 /”——‘\‘

Q.7 7 Q0]
T 00 o0
R4 S\ )", N _‘1/

Colored Clusters Uncolored Cluster

Figure 4.15: Unsupervised clustering with coloring.

similarity graphs trained with old data should be able teedefresh Sybil clickstreams. To

evaluate the accuracy of our system over time, we split otasgéd based on date. We train
our detector using the early data, and then apply the detectbe later data. We restrict our
analysis to data from April 2011; although we have Sybil dedan March 2011, we do not

have corresponding data on normal users for this month.

Figure[4.14 shows the accuracy of the detector when it isd@thion data from March
31-April 15, then applied to data from April 16-30. As theukts show, the detector remains
highly accurate for at least two weeks after it has beendrhursing the NCC reclustering algo-
rithm. Unfortunately, the limited duration of our dataset\yents us from examining accuracy
at longer time intervals.

We repeated this experiment using only one week of trainaig,dout the false negative
rate of the detector increased4d.0%. This shows that the detector needs to be trained on

sufficient data to provide accurate results.

4.1.6 Unsupervised Sybil Detection

Our incremental Sybil detection system from Secfion 4.8 & serious shortcoming: it
must be trained using large samples of ground-truth datahisnsection, we develop an un-

supervised Sybil detection system that requires only alsomaistant amount of ground-truth.
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The key idea is to build a clustered sequence similarity lyegpbefore. But instead of using
full ground-truth of all clickstreams to mark a cluster ab®Bgr normal, we only need a small
number of clickstreams of known real users as “seeds” thiat ¢le clusters they reside in.
These seeds can be manually verified as neededcdlide all clusters that include seedse-
guence as “normal,” while uncolored clusters are assumée t@ybil.” Since normal users
are likely to fall under a small number of behavioral profilelsisters in the graph), we expect a
small fixed number of seeds will be sufficient to color all ¢dus of normal user clickstreams.

Figure[4.1b depicts our unsupervised approach, showing\heW S partitions nodes into
clusters which are then colored if they contain seed usense@he system is trained in this
manner, it can be used incrementally to detect more Syb#s thime, as described in Sec-
tion[4.1.5.

In this section, we discuss the design of our unsupervisstésyand evaluate its perfor-
mance. We begin by analyzing the number and composition exdfsséhat are necessary to
ensure high accuracy of the system. Next, we evaluate therpence of the system by com-
paring its accuracy to our ground-truth data. Finally, wareie how the ratio of Sybils to

normal users in the unclassified data impacts system agcurac

4.1.6.1 Seed Selection and Composition

Number of Seeds. = The most important parameter in our unsupervised Sybilctiete
system is the number of seeds. On one hand, the number ofrsssdisto be large and diverse
enough to color all “normal” clusters. Normal clusters tleahain uncolored are potential false
positives. On the other hand, the seed set needs to be sroalileto be practical. If the size
of the seed set is large, it is equivalent to having grounthtabout the dataset, which is the
situation we are trying to avoid.

We now conduct experiments to determine how many seeds aessay to color the
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Figure 4.16: # of seeds vs. % of correctly ~ Figure 4.17: Consistency over time of
colored normal user clusters. normal seeds for coloring.

clusters. We choose 3000 Sybils and 3000 normal users atmafrdm our dataset to be the
unclassified dataset. We also randomly choose some numlzatddfonal normal users to
be the seeds. As in Sectibn 4]1.5, we use the Hybrid Model thébgram-+countdistance
function. We also conducted experiments with @Xjram+count but the results are very
similar and we omit them for brevity.

Figure[4.16 depicts the percentage of normal of clustetsatieacorrectly colored for differ-
ent values of’ (number of METIS partitions) as the number of seeds is varedexpected,
fewer seeds are necessary whi€ns small because there are fewer clusters (and thus each
cluster includes more sequences). Whér- 100, 250 seeds (or 4% of all normal users in the
experiment) are able to color 99% of normal clusters.
Seed Consistency Over Time. Next, we examine whether a set of seeds chosen at an early
date are equally effective at coloring clusters based @ @dta. In other words, we want to
know if the seeds are consistent over time. If this is not teecit would represent additional
overhead on the deployment of our system.

To test seed consistency over time, we divide our two montt&ybil clickstream data
into four, two-week long datasets. We add an equal numberafamly selected normal users
to each of the four datasets. Finally, we select an additiomandom normal users to act as

seeds. We verify (for each value of that these seeds color 100% of the normal clusters in

190



User Behavior Modeling for Security Defense Chapter 4

the first temporal dataset. We then evaluate what percenfag@mal clusters are colored in
the subsequent three temporal datasets. In all experimweatsetl’ = 100, i.ethe worst case
scenario for our graph coloring approach.

The results of the temporal consistency experiments anershioFigure 4.1V. In general,
even though the Sybil and normal clickstreams change owvey, tihe vast majority of normal
clusters are successfully colored. Given 600 seeds, 99%rofal clusters are colored after 4
weeks, although the percentage drops to 83% with 300 sedwseTesults demonstrate that

the seed set does not need to be drastically altered over time

4.1.6.2 Coloring Evaluation

We now evaluate the overall effectiveness of our Sybil deirsystem when it leverages
unsupervised training. In these experiments, we use oueatickstream dataset. We choose
x random normal users as seeds, build and cluster the segsienitaity graph using Hy-
brid/5gram+count and then color the clusters that contain the seeds. Fina#ycalculate
the false positive and negative rates using the same mddwydas in Sectiof 4.115,e by
comparing the composition of the colored clusters to grewath.

The results are shown in Figure 4.18. As the number of seausadses, the false pos-
itive rate decreases. This is because more seeds mean nranal ridusters are correctly
colored. With just 400 seeds, the false positive rate dropsi%. Unfortunately, relying
on unsupervised training does increase the false negatteeof our system by 2% versus
training with ground-truth data. However, in cases wheorigd-truth data is unavailable, we
believe that this is a reasonable tradeoff. Note that we @peated these experiment with
CMS/10gram+count and it produced slightly higher false positive rates, @lijh they were

still <1%.

Unbalanced Training Dataset. Next, we evaluate the impact of having an unbalanced
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Figure 4.18: Detection accuracy versus Figure 4.19: Detection accuracy versus
number of seeds. Normal-Sybil ratio.
training datasetq.gmore normal users than Sybils) on the accuracy of our systdms far,
all of our experiments have assumed a roughly equal pegemiSybils and normal users
in the data. However, in practice it is likely that normal tsswill outnumber Sybils when
unsupervised learning is used. For example, Facebook asgpat 8.7% of its user base is
illegitimate, out of>1 billion total users([12].

We now evaluate how detection accuracy changes when weadectke percentage of
Sybils in the training data. In these experiments, we canstraining sets of 6000 total users
with different normal-to-Sybil ratios. We then run unsupsed training with 500 seeds. Fi-
nally, we incrementally add an additional 3000 Sybils an8@@Aormal users to the colored
similarity graph using the NCC algorithm (see Secfion 47).5We ran additional tests using
the NC and KNN algorithms, but the results were very simitaa e omit them for brevity.

Figuré4.19 shows the final error rate of the systemafter 6000 users have been incre-
mentally added) for varying normal-to-Sybil ratios. Thésépositive rate remains1.2%
regardless of the normal-to-Sybil ratio. This is a very goesult: even with highly skewed
training data, the system is unlikely to penalize normatsisenfortunately, the false negative
rate does rise as the number of Sybils in the training dals f&his result is to be expected:

the system cannot adequately classify Sybil clickstredmssitrained on insufficient data.

Handling False Positives. The above analysis demonstrates that our system achieves
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high accuracy with a false positive rate of 1% or less. Thhoognual inspection, we find
that “false positives” generated by our detector exhibiitdyeors generally attributed to Sybils,
including aggressively sending friend requests or brogvpirofiles. In real-world OSNs, sus-
picious users identified by our system could be further \etifria existing complementary
systems that examines other aspects of users. For exarniglenight include systems that
classify user profile$ [213, 244], systems that verify usal-world identity [22], or even Sybil
detection systems using crowdsourced human inspectidsl.[ZBhese efforts could further

protect benign users from misclassification.

4.1.7 Practical Sybil Detection

In this section, we examine the practical performance ofppoposed Sybil detection sys-
tem. First, we shipped our code to the security teams at RemrériLinkedIn, where it was
evaluated on fresh data in a production environment. Bothiésslts are very positive, and we
report them here. Second, we discuss the fundamental lfroisr approach, by looking at our

impact on Sybil accounts that can perfectly mimic the clickam patterns of normal users.

4.1.7.1 Real-world Sybil Detection

With the help of supportive collaborators at both Renren ami#tddin, we were able to
ship prototype code to the security teams at both compaorasternal testing on fresh data.
We configured our system to use unsupervised learning to chlsters. Sequence similarity
graphs are constructed using the Hybrid Model andSidpam-+countdistance function, and
the number of METIS partition&” is 100.

Renren. Renren’s security team trained our system using clickstsgfaom 10K users, of
which 8K were randomly selected, and 2K were previouslytified as suspicious by the secu-

rity team. These clickstreams were collected between Jgira-27, 2013. 500 honest users
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that have been manually verified by Renren’s security teans weed as seeds. Once trained,
our system was fed clickstreams from 1 million random useodigcted in early February,
2013) for classification as normal or suspicious. In total, gystem identified 22K potential
Sybil accounts. These accounts are now being investiggtételsecurity team.

While corporate privacy policies prevented Renren from sigadetailed results with us,
their feedback was very positive. They also indicated thatsystem identified a new attack
performed by a large cluster of users whose clickstreamvi@htocused heavily on photo
sharing. Manual inspection revealed that these photoserséédded text to spread spam for
brands of clothes and shoes. Traditional text analysisébggam detectors and URL blacklists
were unable to catch this new attack, but our system ideahiifienmediately.

Linkedin. LinkedIn’s security team used our software to analyze tieksfreams of 40K
users, of which 36K were randomly sampled, and 4K were pusiyodentified as suspicious
by the security team. These clickstreams were gatheredinukey, 2013. Again, our feedback
was very positive, but did not include precise statisticewilver, we were told that our system
confirmed thatz1700 of the 4000 suspicious accounts are likely to be SyBils.system also
detected an additional 200 previously unknown Sybils.

A closer look at the data shows that many of the accounts netctde by our system
were borderline accounts with specific flags popping up iir fh@files. For example, some
accounts had unusual names or occupational specialtialg @thers had suspicious URLs
in their profiles. These results remind us that a behaviorah@dclearly only a part of the
eqguation, and should be used in conjunction with existirgfileranalysis tools and spam de-
tectors[46| 717, 222, 225, 245].

Ongoing Collaboration.  In summary, the security teams at both Renren and Linkedle wer
very pleased with the initial results of our system. We ptandntinue collaborating with both

groups to improve our system and implement it in production.
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Figure 4.20: Clicks per day by outlier normal users.

4.1.7.2 Limits of Sybil Detection

Finally, we wish to discuss the worst case scenario for oatesy,i.e.a scenario where
attackers have full knowledge of the clickstream patteonsdal users, and are able to instru-
ment the behavior of their Sybils to mimic them preciselytHis attack model, the attacker’s
goal is to have Sybils carry out malicious actioegysending spam) without being detected.
However, to evade detection, these Sybils must limit théraseto behavior consistent with
that of normal users.

We can thus bound the capabilities of Sybils that avoid diete this attack model. First,
the Sybil's clickstream must remain inside the “normal”stkrs produced by our detector.
Second, the most aberrant behavior within a given “normiaister is exhibited by real users
within the cluster who are farthest from the center. Thevies performed by thesautliers
serve as effective bounds on Sybil behavior. Sybil cligdatns cannot deviate from the center
of the cluster more than these outliers, otherwise they lvélexcluded from the cluster and
risk detection. Thus, we can estimate the maximum amoungdi€ious activity a Sybil could
perform (without getting caught) by studying these ouslier

We now examine the behavior of outliers. We calibrate outesysto produce clusters
with false positive ratec1% using Hybridbgram+countand X' = 100. In this configuration,
the detector outputs 40 Sybil and 60 normal clusters wheroruaur full dataset. Next, we

identify the two farthest outliers in each normal clustemaly, we plot the clicks per day
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in three activities from the 120 outliers in Figure 4.20. Weus on clicks for sending friend
requests, posting status updates/wall messages, anchgiewer profiles. These activities
correspond to the three most common attacks we observe ground-truth data,e sending
friend request spam, status/wall spam, and profile crawling

As shown in Figur€4.20, 99% of outliers generatk) clicks per day in the target activities.
In the vast majority of cases, even the outliers genet&elicks per day. These results show
that the effective bound on Sybil behavior is very tighgto avoid detection, Sybils can barely
generate any clicks each day. These bounds significantlgase the cost for attackers, since

they will need many more Sybils to maintain the same levepahs generation capacity.

4.1.8 Summary of Results

To the best of our knowledge, this is the first work to leveraliekstream models for
detecting malicious users in OSNs. Our results show that avebzild an accurate Sybil
detector by identifying and coloring clusters of “similasfickstreams. Our system has been
validated on ground-truth data, and a prototype has alrdatBcted new types of image-spam
attacks on Renren.

We believe clickstream models can be a powerful techniqueder profiling in contexts
outside of OSNs. In our ongoing work, we are studying wayterel clickstream models to

detect malicious crowdsourcing workers and forged onlimelpct and travel reviews.

4.2 Interpretable User Behavior Model

4.2.1 Introduction

Thus far, we have demonstrated the effectiveness of usickstleam similarity graph to

detect Sybils. However, the current model only performsabjrclassification among users
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(i.e., either malicious or benign). It helps to capture attackernsdoes not provide explicit

knowledge about how users (or attackers) behave and howiibleavior changes over time.
For instance, among the Sybil accounts, there are likelgrdiit attacking strategies used
by different attackers while the current model cannot d#fgiate them. Even among real
users, there can be undesired behaviors such as bully bngrthat are remain undetected.
So in the following sections, we extend this clickstream gldmyond binary classification to
identifying and understanding fine-grained user behawoasline services.

Understanding user behavior in today’s online services@aplex and difficult challenge.
In systems with millions of users, how can system builderdeustand the factors that drive
each user’s behavior? Understanding such factors can dcathaimprove a user’s experi-
ence, either through better performance, customized osaface features, or better targeted
ads. Take for example the LinkedIn social network. Linkadlnsed by different types of users
ranging from students not yet on the job market, happily eygd professionals, professionals
seeking new positions, and recruiters. Each user type hsagtvice differently, and yet rarely
identifies their usage type explicitly in their profile dateetsewhere.

The intuitive solution is to survey users on how they use @éh®stems through well-
designed user studies |49, 243]. Unfortunately, this aggiias limited by three factors. First,
detailed user studies are limited in scale because of tlggiifisant cost to conduct and ana-
lyze. Studies sacrifice scale for depth on a small samplesofiser population. Second, users
may not be willing or able to self-identify into differenterscategories. Finally, user surveys
rely on known questions or hypotheses. Unknown or new useners cannot be anticipated
in these studies.

These issues can be addressed by a data-driven approactetstanding user behavior.
With improving data mining tools, today’s online servicesdlect all traces of user activity to
produceclickstreams sequences of timestamped events generated by user addong/eb-

based services, these might include detailed HTTP requéstsmobile apps, clickstreams
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can include everything from button clicks, to finger swiped gext or voice input. Compared
to user studies, clickstream analysis can scale to largepogrilations, identify behaviors
without user assistance, and identify previously unknoefmaviors.

Yet identifying common user behaviors in clickstreams isyw&hallenging. Early works
on clickstreams are limited, and focused on users’ “naioggpaths” within a website [200,
[216,[100], or use Markov Chain models to predict popular wgbpd189| 139]. To identify
user behaviors today, we need a sophisticated clickstreahgsas system that meets three re-
quirementsFirst, it must scale and function well on large, noisy clickstredatasetsSecond
the system should be able to capture previously unknownhedgavior,i.e. capture behavior
without categories or labels defined a priori. This is caitibecause users often utilize popular
services in unexpected ways, and adapting to these bebaaaordetermine the long-term vi-
ability of a service.Finally, the system should be interactive, and help others unaderstser
behavior by presenting detected behaviors in an intuithéenderstandable way. In contrast,
current tools usually treat user models as a “black box” fassification tasks, while offering
little explanations on how users behave and why [91].

In this work, we present the design and evaluation of a pralcéind scalable clickstream
tool for user behavior analysis. Based on clickstream sritylgraph (previous section), we
use a hierarchical clustering approach to detect the mgatlpobehavior patterns, and use an
iterative feature pruningechnique to remove the influence of dominating features feach
subsequent layer of clusters. The result is a hierarchy béweral clusters where higher-
level clusters represent more general user behavior pajtand lower-level clusters further
identifying smaller groups that differ in key behavioraltteans. We can further use Chi-
square statistics to identify statistical features thatlmaused to categorize and label behavior
clusters.

Our system provides an easy way for service providers toyaeand understand groups

and patterns in user behavior. First, the hierarchy of behalusters presents a compressed
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view of the most dominant user behavior patterns. In additi@cause our approach does not

rely on prior knowledge of categories or labels, it is abledpture any behavior patterns, both
known and unknown. Finally, we integrate ameractive visualization tooto help service
providers to examine the clustering results in real time.

To demonstrate the effectiveness of our system, we perfaga studies using two large-
scale, real-world clickstream datasets. One clickstreaptuces 135 million smartphone app
events from 100K users on Whisper, a popular anonymous soetalork app. A second
dataset comes from Renren (China’s Facebook) and containkighnslick events from 16K
normal and malicious users. Our tool produces user belavioodels and reveals key in-
sights about users on both networks. First, we identifygpa#t that capture different levels
of “dormant users” on Whisper, and effectively predict dontasers based on neighboring
behavior clusters. Second, we study user blocking behaviai/hisper and show that much
of the blocking behavior is bidirectional, often followipgivate message sessions, and is often
correlated with sexually suggestive messages (sextingpu®Renren dataset, our system not
only accurately identifies fake accounts with 95% accuragtalso reveals subgroups that uti-
lize different attack strategies. For example, we iderditacker subgroups that try to emulate
normal users by intentionally slowing down their attackesp& avoid detection.

Finally, we evaluate our tool on two key benchmarks: Firsg evaluate whether the
algorithm-generated behavioral cluster are easy to utatetswith a controlled user study.
We let participants summarize the corresponding user h@tsawm a given cluster by exam-
ining cluster features. We find that most participants caerpret the semantic meaning of
the user behavior and their summaries reach a high levamdistency Second, we evaluate
the clustering quality produced by our algorithm, in conigam to existing clustering methods
(e.g, K-means). Results show that our approach reaches a haglaracyin detecting and
grouping similar users.

We make three key contributions.
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e We propose a novel unsupervised method to model online @$&viors. By building
and partitioning a clickstream similarity graph, we capttine detailed user behavior
models as hierarchical clusters in the graph. In additionf@ol automatically produces
intuitive features to interpret the meaning of the behaltiolusters.

e We perform real-world case studies on two large-scale sfielam traces (142 million
click events in total). We demonstrate that our tool canatiffely help service providers
to identify unexpected user behaviors (malicious accoum®enren, hostile chatters in
Whisper) and even predict users’ future actions (dormansusaVhisper).

e Finally, we perform benchmark evaluations on our tool. Thsutts show that the
algorithm-generated cluster labels are easy to underssaadour tool produces highly

accurate user behavioral models.

4.2.2 Whisper Datasets

In this work, we seek to build a clickstream tool for user hetal modeling in online
services. To provide context, we first describe the clidestr datasets used in our study. In
addition to the Renren clickstream dataset described in lbgeasection (Section 4.1), we
introduce a new clickstream dataset from a popular mobitgasometwork Whisper. In the
following, we describe Whisper and the clickstream datasdetails. Note that we have taken
careful precautions to avoid any personally identifiabfermation in our datasets, and our
study has been approved by our local IRB under protocol #COMS¥¢E-010-6N.

Whisper is a popular smartphone app for anonymous socialagegs It allows users
to share confessions and secrets under anonymous nickneithesit worrying about pri-
vacy [66]. As of April 2015, Whisper has reached 10 million ngsdJnlike traditional social
networks, Whisper does not maintain user profiles or sociahections. Its key function is

messaging: the app overlays a user’s short text message @f tobackground picture se-
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Events | Initiated
Category | Event Type #(K) % | By User?
Browsing View whisper 52437 38| Yes
View popular feed 16008 12| Yes
View nearby feed 5354 4 | Yes
View latest feed 2346 2 | Yes
View other feed 196 1 | Yes
Account Login 16994 12| Yes
Heart whisper 2156 2 | Yes
Posting Upload image 1325 1 | Yes
Create whisper 1308 1 | Yes
Being blocked in chat 3271 3 | No
Chatting Block user in chat 3271 3 | Yes
Start a chat 2238 2 | Yes
Notification Re(_:eive notification _ 9680 7 | No
Whisper recommendation2530 2 | No

Table 4.5: Event types in the Whisper dataset. # of click events are pedserthousands.
Events that arec1% are omitted for brevity.

lected by keywords. The resultinghispermessage is posted to the public stream where other
users can read, reply or heart (like) it. In addition, the ppgvides a chat feature to facilitate
direct communication. Any user can start a private chat Wighwhisper author. Finally, users
browse whispers from several public lists.

We collect detailed clickstream data from Whisper in coliabion with Whisper's Data
Science team. The dataset contains 135,208,159 clicksfremt 99,990 users over 45 days
in 2014. Users were randomly selected from the Whisper ugaulation as a representative
sample. Each click event is characterized by userID, tiamept event type and event param-
eter. The userID in our dataset (including Renren data) isailp unique and has been fully
anonymized to protect user privacy. We obtained userlD® feach company through inter-
nal collaborators. The Whisper dataset contains 33 typegeoite that can be grouped into 6

categories. These categories are:

e Browsing: Browsing whispers, visiting the public whisper feeds (paptnearby/latest
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list).

e Account: Creating a user account and login the app.

e Posting: Posting original whispers and replies, hearting/unhegré whisper, sharing
whispers, and tagging a whisper to a topic.

e Chatting: Initiating a chat, blocking other users in a chat, and beioghked in a chat.

o Notification: Receiving notifications about hearts/replies on their wérispand whisper
recommendations.

e Spam: Whisper being examined or deleted by system admins, flaggimgy eople’

whispers. Events in this category are all below 1% (omittechf Table 4.5).

Among the 33 event types, 25 are user-initiated eventsgporeling to the user performing
an action on the ap(g, “posting a whisper”). The rest 8 events are system evenitsvdon’t
require user actione(g, “receiving notifications”). Tablé 415 shows the most p@pdvents
and the absolute number (in thousands) and the percentcscliOverall, the most preva-
lent events are related to content consumption such asngewhispers. Interestingly, under
the chatting category, the most prevalent events are “bigaisers” and “being-blocked” by
others. Intuitively, anonymous environment is more likedyfoster abusive behaviore.(,
bullying) [210]. Later, we investigate this behavior in gter details using behavioral models.

Our dataset also contains the content of the public whisfadxsut 1 million) posted by
these users. This content data is not used to construcsukens, but used to understand

specific user behavior and user intent later in our analysis.

4.2.3 Unsupervised User Behavior Modeling

In this section, we describe our unsupervised method tal lusér behavior models from
clickstream data. At the high level, our system assumeshilna@ian behavior naturally forms

clusters. Despite users’ differences in personalitiesheatults, their behavioral patterns within
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a given service cannot be entirely disparate. Our goal isleatify such natural clusters as
behavioral models. In addition, user behavior is likely thdimensional. We expect user
clusters to fall into a tree hierarchy instead of a one-disimmal structure (Figufe 4.21). In this
hierarchy, most prominent features are used to place userkigh-level categories while less
significant features characterize detailed sub-strusture

To these ends, we design an algorithm to captures hierataickstream clusters witt-
erative feature pruningAt the high-level, we partition the similarity graph to rtéy clusters
of users with similar clickstream activities. To capture ktherarchical structure, we recursively
partition newly generated clusters, whpeuning the feature set used to measure clickstream
similarity. Intuitively, by identifying and pruning domating features in higher-level clus-
ters, we allow the secondary features to manifest and desaoere fine-grained subclusters.
Also, the pruned features are indicative of why this clugdormed, which can help service
providers to understand the behavioral model.

In the following, we describe the feature-pruning algonitto identify clusters in the sim-
ilarity graph. Finally, we build a visualization tool to Ipekervice providers examine and

understand behavioral clusters.

203



User Behavior Modeling for Security Defense Chapter 4

4.2.3.1 Feature Pruning based Clickstream Clustering

A similarity graph dominated by very few features giveddiihsight on subtle differences
between users. The generated clusters may only descrilliedhdest user categories, while
interesting and detailed behavioral patterns remain midiée recognize that similarity graph
has the capability to capture user behavior at differemitenf granularity. We implemeirter-
ative feature prunin@s a means of identifying fine-grained behavioral clustettsimvexisting
clusters, and recursively partitioning the similarity jgina In the following, we first introduce
the key steps of our clustering algorithm and feature pinirhen we describe using pruned
features to interpret the meaning of the clusters, and ttlenteal details to determine the

number of clusters.

Iterative Feature Pruning & Clustering. We explain how our algorithm works using
the example in Figure_4.21. We start with a similarity graplalb users, where clickstream
similarity is measured based on the full feature set (unicadld:-grams). By partitioning the
similarity graph, we get the top-level clusters andC,. The partitioning algorithm we use
is Divisive Hierarchical Clusterindg [122], which can work arbitrary metric space and find
clusters of arbitrary shapes.

To identify more fine-grained subclusters witldit or Cs, we perform feature pruning: We
identify the primary features that are responsible for fiagrthe parent cluster, remove them
from the feature set, and use the remaining secondary é&satarfurther partition the parent.
For example, supposg, is the current parent cluster. We first perform feature $ieledo
determine the key featuresq, k-grams) that classify users in€d. Then to partition”;, we
remove those tog-grams from the feature set, and use the remaikiggams to compute
a new similarity graph fo”;. In this way, secondary features can step out to partifipn
into C'3 andC; (by running Divisive Hierarchical Clustering on the new damty graph). For

each of the newly generated clusteesg( C; andC';), we recursively run the same process
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to produce more fine-grained subclusters. Our algorithmsstehen all the new partitions
cannot be further splii,e. clustering quality reaches a minimal threshold. The rasudttree
hierarchy of behavioral clusters.

The key step of feature pruning is finding the primary featussponsible for forming the
parent cluster. We select features based on Chi-squarstisgfi?) [242], a classic metric to
measure feature’s discriminative power in separating matances of different classes. For a
given clustere.g, C, we measure thg? score for each feature based the distribution of users
in C; and those outsid€’;. We sort and select the top features with the highésscores.
Our empirical data showsg? distribution usually exhibits “long-tail” property — only small
number of dominating features have highscores. We automatically select top features by
identifying the sweet point (or turning point) in thé distribution [190].

Understanding the Behavioral Clusters.  We can infer the meaning of the clusters based
on the selected features during feature pruning phase. trée#&s selected because users
in this cluster are distinct from users outside the clustethis particular feature dimension.
Thus it can serve as explanations for why a cluster has foamedwvhich user behaviors the
cluster encompasses. Later we construct a visualizatmrnddelp service providers interpret
behavioral clusters.

Determining the Number of Subclusters. For each parent cluster (and its similarity graph),
our system identifies the natural number of subclustersinwitio do so, we monitor the
changes of the overatllustering qualitywhile continuously partitioning the graph to more
subclusters. We stop when generating more subclustersavibnger improve the clustering
quality. The metric to assess clustering quality is the Widisedmodularity, which measures
the density of edges inside clusters to edges outside dy8§#]. The modularity value ranges

from -1 to 1, with a higher value indicating a better clustgrgquality.
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Figure 4.22: Whisper behavioral clusters. Cluster labels are manuallyybagad on results
of each cluster. The pop-up window shows users in Cluster #1 tend teeseajly read
whispers.

4.2.3.2 Cluster Visualization

We build a visualization tool for service providers to exaemand understand user behav-
ioral clusters generated by our algorithm. The tool alloessise providers to answer key
guestions about their uselsg, what are the major behavioral categories? Which behavior is

more prevalent? What'’s the relationship between diffengoeed of behavior?

Visualization Interface.  Figure[4.22 shows a screenshot of our tool displaying theweh
ioral clusters of Whisper (best viewed in color). We buildsttool usingD3.js, a JavaScript

library for data visualization. By default, we display theistler hierarchy using Packed Cir-
cle [232], where child clusters are nested within their paotuster. This gives a clear view of
the hierarchical relationships of different clusters. @irsizes reflect the number of users in

the cluster, which allows service providers to quickly itiignthe most prevalent user behav-
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Figure 4.23: Renren behavioral clusters. The pop-up window sheers in Cluster #2 focus
on sending friend requests and browsing user profiles.

iors. Finally, the visualization tool is zoomable and easpavigate among clusters. We also
implemented other interfaces such as Treemaps [116], $strfB02] and Icicle[[127]. Service
providers can choose any of these based on personal predggifeigurd 4.24). We use Packed
Circle as default because it leaves more space betweenrslustaking it easier to visually
separate different clusters.

To understand the user behavior in a specific cluster, we leeintbe cluster to pop-up
an information window. Take the one in Figlre 4.22 for example show the basic cluster
information on top, including clusterID and the number oéngs Below is a list of “Action
Patterns” £-grams) selected by our Feature Pruning algorithm to desd¢row users behave.
Each row contains one pattern, rankedyByscore (brighter color indicates higher score). The
“Frequency (PDF)” column shows how frequently each actiattgon appears among users of
this cluster. The red bar indicates the pattern frequenmybgbility density function) inside

the cluster, and the green bar denotes frequency outsidesofltister. Intuitively, the more
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(a) Treemaps (b) Icicle (c) Sunburst

Figure 4.24: Whisper hierarchical clusters displayed with differentalization methods. We
mark the cluster number of the top-level clusters in the text box.
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Figure 4.25: # of Selected features per cluster.

divergent the two distributions are, the more distinguighpower the pattern has. In this
example, the first pattern shows users viewing whispersesgiglly with a time interval of
one minute or less. The red bar is much more skewed to the iigfitating users in this
cluster perform this action more often than users outsidallly, service providers can “add
descriptions” to the cluster using the button in blue.

Visualizing Whisper and Renren Clusters.  We run our system on Whisper and Renren
datasets and display the behavioral clusters in Figuré4.23. \We apply the same configura-
tion on both runs: the partitioning of a cluster stops if thedwlarity reaches a threshold 0.01
(insignificant cluster structure). We intentionally sebade threshold to let the algorithm dig
out very detailed sub-clusters. In practice, service ghend can tune this parameter depending
on how detailed behavioral clusters they need. For our Whidgiaset, our system produces a
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tree hierarchy of 107 clusters (root included) with 95 ldasters. The maximum tree depth is
4. For Renren, the hierarchy contains 108 clusters (95 leafas) with a maximum depth of
4,

Note that our visualization tool only displays the seledteatures for each cluster. As
shown in Figuré 4.25, 80% of the clusters have less than Gteeléeatures, and 90% of the
clusters have less than 10. This indicates that the prevasem behavior can be characterized
by a small number of key feature dimensions. Also, this maikpessible for people to un-
derstand the cluster without looking through the full featset €.g, Whisper data has 80903

unique kgrams as features).

4.2.4 Evaluation: Cluster Labels

In the following, we analyze the behavioral clusters in Whisand Renren, and demon-
strate their effectiveness in identifying unexpected ba&haand predicting future activities.
Our evaluation contains three steps. First, To evaluatedlse of understanding and labeling
behavioral clusters, we run a user study. We ask the paatitip read cluster information
and describe the corresponding user behavior. Then we eramfiether different people give
consistent descriptions. Second, we perform in-depth saghes on the unusual behavioral
clusters, and provide new insights to both networks. Third,evaluate cluster quality.e.,

how well behavioral clusters capture similar users.

4.2.4.1 User Study to Interpret Clusters

User behavioral models need to be intuitive and understdeda the service providers.
Thus we conduct a user study to answer two key questions: egetbehavioral clusters
understandable to humans? How consistently do differemplpanterpret the corresponding

user behaviors?
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Figure 4.26: Distribution of consistency  Figure 4.27: Consistency score vs. cluster
score. level.

In this user study, we ask participants to browse behavabuaters using our visualization
tool (Packed Circle interface). For each cluster, the ppditt is asked to describe the user
behavior using her own words (in one sentence) based onfthreiation displayed. If a cluster
is not understandable to the participant, she can mark iN&&""* Since our tool is designed
for service providers, we expect they will have basic techinbackgrounds. Our participants
include 15 graduate students in Computer Science who haieKrasvledge in online social
networks. To best utilize participants’ time, we only useWhisper clusters (Figute 4122), and
the participants only look at top clusters that cover 90%sgfrs at each level of the hierarchy
(37 clusters in total). Before the test, we ask the partidgpém use the Whisper app for at
least 10 minutes to get familiar with it. Each participargoagoes through a quick instruction

session to learn how to use the visualization tool and howdd the information in the pop-up

window.

4.2.4.2 User Study Results

We gathered a total of 555 descriptions from the particpamt the 37 clusters (15 de-
scriptions per cluster). We find that the behavioral clisstae generally understandable to
the participants. Out of the 555 descriptions, 530 (95.5ké)valid descriptions about user

behaviors (others are “N/A” marks). In addition, most pap@ants can finish the task within
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a reasonable amount of time. The average completion tim8.i&Binutes (46 seconds per
cluster).

To understand the “consistency” of the descriptions, w8 &tternal experts independently
read and assess the collected descriptions. These exgegtaduate students recruited outside
of our research group (to avoid bias) and none of them ppatied in labeling clusters in the
first round. For each cluster, an expert reads all 15 degamgpand assigns a consistency score
(0 to 1), which is the ratio of the maximum number of consistiscriptions over all descrip-
tions. For example, if 10 out of the 15 descriptions are «iast, the score is 10/15=0.667.
The final consistency score is averaged over three expegiste.26 shows the consistency
score distribution. The most common scores range from 0®G80 The score distribution
skews heavily to the right. This indicates that most clistan be interpreted consistently.

Upon examining clusters with low consistency scores, we hao key observations. First,
lower-level clusters are more difficult to interpret. As wlmoin Figure[4.2l7, average consis-
tency scores decrease as we move further along the treedmeralntuitively, lower-level
clusters represent more specific or even outlier behavairishdifficult to describe. Second,
we find clusters with more selected features are harder ¢oprégt. \We perform correlation
analysis between the consistency score and the numbereufteglfeatures per cluster, and
find they correlate negatively (Pearson coefficiernt-0.1, p =0.5). Noticeably, the consis-
tency score also correlates negatively with the uniquetdypes in selected features (Pearson
coefficientr =-0.4,p =0.02).

Finally, we add short labels to the top-level clusters in \Warsand Renren based on the
descriptions from user study and our own interpretatiott® [abels are shown in Figure 4122

and Figuré 4.23 respectively.
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Figure 4.28: Number of days when users Figure 4.29: Ratio of blocking event over
have active events in their clickstreams. all click events in a user’s clickstream.

4.2.5 Evaluation: Case Studies

Next, we present in-depth analysis on a few behavioral etssis case studies. We have
two goals. First, by analyzing the user behavior in thesstehs, we validate the correctness
of our cluster labels. Second, we explore the interestingif@xpected) user behavior, and
demonstrate the prediction power of the user behavioraletsodue to space limitation, we
focus on two clusters from Whisper (Cluster#2 and Cluster#4d, ane from Renren (Sybil

Cluster).

4.2.5.1 Case Study 1: Inactive Whisper Users

We start with Cluster#2, which is labeled as inactive usetse Jelected action patterns
of this cluster consist almost entirely of “receiving nat#tion” events, indicating these users
have not been actively engaged with the app. This is alsorcoedi in Figurd 4.28: users
in Cluster#2 have far fewer active days (when users activeherate clicks) than the rest of
users. A remarkable 80% of users in Cluster#2 did not genargtactive events through the
45 days, representing completely dormant users. In factalgorithm successfully groups
dormant users into a separate subcluster (Figure 4.22jgbedi subcluster in Cluster#2).

Contrary to expectation, inactive users are not outliers.si@h#2 is the second largest

cluster with 21,962 users (20% of all users). From the petseof service providers, it is
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important to identify the early signals of user disengagaimand implement mechanisms to

re-gain user activities.

Predicting Dormant Users. We demonstrate the effectiveness of our behavioral models i
predicting future user dormancy. The high-level idea isg@nWhisper can build behavioral
models using users’ most recent clickstreams, and updatadlels at regular intervals.g,
every month). Our hypothesis is that users placed in thectivel’ cluster are more likely to
turn completely dormant. Thus we can use the inactive alisteredict future dormant users.

We validate this hypothesis by investigating whether ugerthe “inactive” cluster will
migrate to the “dormant” cluster over time. To do so, we split clickstream data by date
into three snapshots: Oct.13-27, Oct.28-Nov.12 and Ne26.3Then we generate behavioral
clusters for each snapshot. The inactive cluster can by gagpointed within each snapshot
based on selected activity patterme.( notification events). Also, we consistently find the
following sub-structures within the inactive cluster: g ldormant” cluster in which users have
zero active events, alongside several “semi-dormanttetasn which users are occasionally
active.

In Table[4.6, we compare clusters from two adjacent snapshatetermine the likelihood
of users migrating into the dormant cluster. The resultsioorour hypothesis: Users in semi-
dormant clusters are more likely to migrate to the dormamstel than others. For example,
17% of semi-dormant users in snapshot-2 end up in the dorohaster in snapshot-3, while
only 1.1% of other users do so. Users already within the dotrokuster are highly likely
to remain there through future snapshots (94%-99%). Thusltrshows that our behavioral
models can successfully track and predict the dormancy ofkpéniusers. It allows service

providers to make timely interventions before losing usetipipation.
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Cluster # (%) of Users Join the Dormant Cluster
Snap 1—» Snap 2 | Snap 2— Snap 3
Dormant Cluster 15873/16872 (94%) 16161/16314 (99%
Semi-dormant Clusters363/9383 (4%) 2026/11773 (17%)
Other Clusters 63/73735 (0.09%) | 804/71903 (1.1%)

Table 4.6: Users becoming dormant over time. We split the clickstream data iaeoshap-
shots, and report the number of users who migrate to the dormant clustemavadjacent
shapshots.

Actions per day Statistics: Mean (STD) | T-statistics (p value
Inside C#4 | Outside C#4| In vs. Out

Whisper Posted | 1.25 (1.77) | 0.65 (1.46) || 27.43 (p<0.001)*
Replies Received 0.70 (4.09) | 0.26 (1.41) || 8.89 (p<0.001)*
Heart Received | 2.39 (48.68) 0.69 (5.34) || 2.93 (p=0.0034)*
Chats Initiated | 2.20 (10.93)| 1.18 (3.98) | 7.79 (p<0.001)*

Table 4.7: Activity statistics for users inside and outside Cluster#4. *Tlierdrice is statis-
tically significant based on Welch two-sample t-tests.

4.2.5.2 Case Study 2: Hostile Behaviors of Whisper Chatters

Next, we analyze Cluster#4, which contains 7026 users wha tieiblock other people
during private chat. As shown in Figure 4129, users in thistelr perform blocking actions
much more frequently. 80% of users spend more than 10% af tibail clicks on blocking
events. In contrast, only 1% of users outside Cluster#4 eeltres ratio.

Next, we explore the possible causes to the blocking evéngsivate chat is initiated by
the user who wants to talk to whisper authors. Our hypothsdisat users in Cluster#4 are
more likely to post whispers which attract unwanted chatterarass them. To validate this,
we list behavioral statistics for users inside and outsidestel#4 in Table4]7. Users in Clus-
ter#4 are more active in posting public whispers, whichaattmore hearts and replies from
others (statistically significant based on Welch t-tesi®)ese users are likely to experience
harassment as a side effect.

Users may attract unwanted chat messages due to the topjcwiite about. We analyze

users’ whisper content in Cluster#4 and find they often com$isexually explicit messages
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Users Top 30 Keywords
Inside C#4 | 20f, 19f, 18f, 17f, 29, f, roleplay, daddy, wet, role,
lesbians, 17, lesbian, kinky, trade, bored, kik, wegk-

ness, nude, threesome, bestfriend, msg, shower, boys,
chubby, nipples, horny, female, dirty, message
Outside religion, que, bullshit, 18m, personally, bible, even-
C#4 tually, faith, sign, plenty, hilarious, congratulations,
gender, brain, idiot, dumbass, ignorant, quite, (de-
pends, animals, google, society, loss, count, health,
sexuality, em, business, sound, foot

Table 4.8: Top whisper keywords for users in Cluster#4 and usergle@tuster#4.
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Figure 4.30: The sub-clusters within Cluster#4. Figure 4.31: Number of being-blocked
events per user.

(sexting). Tablé 418 lists top keywords from users in andsidet Cluster#4. Keywords are
ranked based on how strongly they are associated with tséeclu-or each keyword, we com-
pute a simple correlation ratio for ranking, as the numbewlEpers in Cluster#4 containing
this keyword divided by the total number of whispers withstinord. We exclude common
stopwords([5B] and low frequency words to avoid statistmatliers. A mere glance at Ta-
ble [4.8 reveals that Cluster#4 users are focused on excliasgiual content. Terms like
“20f7, “f* 17" and “lesbian” indicate age, gender (f = fen® and sexual orientation. Other
frequently used words are associated with the exchanged# pbotos (“trade”, “shower”,

“nipples”) or more general erotic terms.

Users Who Get Blocked. Within Cluster#4, we find a subcluster of 1412 users who often
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Figure 4.32: Number paired blocking and blocked events per user. Wé mlaikcking and
blocked events under the same whisper with time intexrvalhour.
get blocked by others (Cluster#4-2-1 in Figure #.30). As shimWigurd 4.3, these users have
more “being-blocked” events in their clickstreams. In theamtime, as members of Cluster#4,
these users are also highly likely to block other users.

Then the question is how often blocks are “bidirectiona#, userX blocksY and theny
immediately blocksX. Unfortunately, our dataset cannot directly measure éatiional blocks.
For a blocking event, the known information includes thesplerID where two users chat, the
userlD issuing the block, but not the userID being blockedusTwe take an approximation
approach to match potential “bidirectional” blocks (as @ppound). For each user, we group
her blocking and being-blocked events under the same wiizps apair if their time interval
is within a short time windowd.g, one hour). This approximates immediate blocking back
after getting a block. Figure_4.82 shows the matching rassitig time window as 1-hour.
Users in Cluster#4, particularly in Cluster#4-2-1 have a @ighumber of paired blocking
events. It is likely these users are easily offended or offend other users during private
chat, suggesting a strong hostile behavior. We also testiites and 1-day time window and

have similar conclusion.
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4.2.5.3 Case Study 3: Renren Sybil Accounts

Finally, we analyze the Sybil cluster in Renren (Cluster#2 iguFe[4.28). Our system
groups Sybil accounts into one single cluster with high aacy 95% of true Sybils are clus-
tered into the cluster and only 0.74% of normal users arelassified. The selected features
indicate Sybils are more likely to engage in sending frieegliests. This makes sense because
a Sybil must first befriend a user before accessing privdtermation or spamming.

In addition, our system uncovers more fine-grained submisistithin the Sybil cluster,
representing different attack strategies. Here we focuthenargest 5 (out of 8 subclusters),
which encompass 99.36% of Sybil accounts. Table 4.9 shaeustibhavioral statistics. First,
S; appears to describe “crawlers” who specialize in collectiser information and photos for
sale on the black market [155]. Second, S, and S all focus on “sending friend requests.”
Sybils in § send requests in bulks via Renren’s friend recommendatistesy resulting in a
high volume of friend requests per day (25.13). On the otl@dhSybils in $tend to build
social connections slowly (8.76 requests per day), possibavoid being detected. Finally,
Sybils in § are likely toreceivefriend requests. The ratio of incoming friend requests over
outgoing ones is notably higher (0.286) than other Sybitets & 0.05). One possible ex-
planation is that these Sybils are controlled by a singkechér to befriend with each other to

bootstrap their social connections.

4.2.6 Evaluation: Cluster Quality

Finally, we evaluate the quality of behavioral clustersju@ed by our system by examining
how well they capture similar users. For this analysis, wajgare our algorithm with existing

clustering methods.
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ID | Cluster #of | FrdReq | ProfileReq| In/out
Label Users| per Day| per Day FrdReq
S, | Friending in bulks| 4064 | 25.13 0.30 0.002
S, | Friending quickly | 1891 | 19.81 | 2.08 0.004
S; | Crawl profiles 1348 | 11.41 | 6.44 0.050
S, | Friending slowly | 899 | 8.76 1.93 0.00004
S; | Receive FrdReq | 129 | 25.65 | 3.43 0.286
| #1 | Normalusers | 6141 | 1.65 |2.80 [1.06 |

Table 4.9: Characteristics of users the 5 biggest Sybil clustersS{Fand the normal user
cluster. We add the cluster label based on the selected action patterhssper. ¢CFrdReq”
stands for “friend requests.”

4.2.6.1 Clustering Quality

At the high-level, an effective clustering algorithm shibalccurately group similar users
together while separating different ones. We evaluate tiadityy of our behavioral clusters by
testing how well they capture similar users. More specifycgiven a small sample of known
users, how accurately can they retrieve other users of the sge?

Experiment Setups.  We first explain our experiment method, using Sybil detecio
Renren as an example. Suppose a small sample of Sybils arekaaws (¢%). To detect the
rest of the Sybil accounts, we use the known sampleseadgo color Renren’s behavioral
clusters. Any cluster that contains a known Sybil will beatetl as Sybil-cluster (uncolored
ones as normal). We evaluate the accuracy using two meRregision(percentage of users
in Sybil-clusters that are true Sybil accounts) dekall (percentage of true Sybils that are
captured by Sybil-clusters). A higher precision and rercalicate a better clustering quality.
We vary the parameter (1%, 5%, 10%) and repeat each experiment 10 times.

To perform this experiment on Whisper dataset, we need toteamiknown groups of
users. We use the two types of users identified in earlielyaisalDormantusers who have
zero active events (16688 users) @ldckedusers who have been blocked at least once in a

private chat (68302 users).
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Figure 4.33: The precision and recall of using the behavioral clustelstéxt certain type of
users. We compare our method with K-means and Hierarchical Clusteriogtiaig (HC).

Comparison Baselines.  Our baselines are two widely used clustering algorithms: K-
means[97] and Hierarchical Clustering (HC) [122]. We run keddorithms to cluster the full
similarity graph (without feature pruning). At the high4d, K-means divides users int@
clusters where each user is assigned to the nearest closteer). The number of clustefs
must be pre-defined. Here we generate multiple versionsmieldns clusters, and pick ttié
with the highest clustering quality (modularity). As a riéski-means generates 10 clusters on

the Renren dataset and 10 for Whisper. In the same way, HC ges@&ralusters for Whisper

and 2 clusters for Renren.

Results. First, for Sybil detection on Renren, our algorithm is highbcurate with a preci-
sion of 93% and a recall of 94% (1% ground-truth as seed) asrshoFigure[4.33a. Using
more seedse(g. 5%) produces a higher recall (99%) but reduces precisio?o]82onethe-
less, the overall performance is better than K-means andir€igion 67% and 61%). On the

Whisper dataset, our algorithm achieves accurate res@¥% (8ecision, 100% recall) in iden-
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tifying dormant users (Figuie 4.33b). K-means and HC haveehniower precision (32% and
78%) with the same recall. Finally, all three algorithmsiagé similar accuracy in detecting
blocked users (73% precision and 99% recall). These raaditsate that our system produces

high quality clusters to capture similar users.

4.2.7 Summary of Results

In this work, we describe a practical clickstream tool to laohline user behavior. Our
tool captures complex human behaviors while presenting tinea simple and intuitive man-
ner. For a given clickstream dataset, it automatically fifies clusters of users with similar
clickstream activities, and captures the natural hieiaattstructure for user clusters. With
a visualization tool, service providers can explore dotmgauser behaviors and categories
as an overview, while tracking fine-grained user behavipatterns along each category. Our
tool does not require prior knowledge or assumptions of aagrgories (unsupervised), thus
it can effectively capture unexpected or previously unkndyehaviors. We demonstrate its
effectiveness using case studies on two large-scale asticial networks. Our tool accurately
identifies unusual behaviors (malicious Sybils, hostilerslsand even predicts users’ future
activities (dormant users). Finally, we shared our tool eesilts with the Whisper Data Sci-
ence team. While we are awaiting more detailed commentsnitied feedback was extremely
positive.

We believe our proposed techniques are generalizable Heydme social networks. To
obtain clickstream traces, service providers can extraser* events” from their HTTP logs.
In our analysis, we define user events based on social nefiwatires. For other services,
specific events will depend on the service functionalitieer example, Wikipedia, News or
Q&A sites might extract events based on the category or topihe pages. E-commerce

web sites can define user events based on the functionalityeoflickable links or product
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categories. Crowdsourcing sites can define click eventslbaséhe crowdsourcing workflow.
In future work, we will explore broader applications of &l&tream behavioral models, and

expand our tool to other user-driven systems.
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Chapter 5

Related Work

5.1 Social Question Answering

Community based Q&A. Researchers have studied community based Q&A (CQA) sites
such as Yahoo Answers [96,135,195, 150, /194,] 195], MSN QnAl[I®4&], Stack Over-
flow [39,[143], Math Overflow[[212] from different perspeas: Some looks into managing
questions and topics in CQA sites. Others study questionvamghand tagging[[183]. In
addition, researchers have proposed methods to classtiyalaquestions with conversional
questions([95, 150], or reuse the knowledge collected friihmgoestions to answer new sim-
ilar questions[[195]. Finally, others evaluate the quabtyser generated content, including

answer quality([194, 212,35, 710] and question quality [Z85].

Experts in Q&A Sites. A second group of work seeks to develop algorithms to idgntif
experts in Q&A sites. One direction is to rank users basedxpertise measures generated
from user history datae(g. questions, answers, vote§) [35, 1[70,1137]. Another dwads
modeling user interaction to design network-based rankiggrithms to identify expert§ [118,
[134,[248]. Finally, other works study user community fromspectives such as answering

speed[[143] and user incentives in CQA sites [104].
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Q&A in Social Networks.  Studies have also looked into the question and answeringvbeh
iors in existing online social networks. Users can ask tii@nds questions by posting tweets
in Twitter [173] or updating status in Facebook [171,11542]10

Our work (Section 2]1) is the first to analyze a social netwmaged Q&A site using large-
scale data measurement and analysis. Instead of treaktingeat as one big community, we
explore the impact of a built-in social network and othempdratructures. A recent repaort [174]

looks at Quora’s reputation system in depth with a smallsdtaf 5K questions.

5.2 Online Social Networks and Anonymity

Over the last few years, researchers have performed measuotrstudies on online social
networks (OSNSs) including Facebook [236, 218], Twitter,[628], Pinterest [82], and Tum-
blr [62]. Most of today’s online social networks have stotadje volumes of sensitive data
about userseg.g, personal profile, friending information, activity trageall of which pose
potential privacy risks. Various techniques have beengse@ to compromise user anonymity
and infer users’ sensitive information from social netwdakta [158] 152, 253, 43].

Anonymous online social networks such as Whisper and Yik Yakvausers to post con-
tent and communicate without revealing their real identiRyior works have studied various
anonymous platforms including anonymous forums [193]culsion boards [48, 124, 162]
and Q&A sites[[108]. Most earlier works study user commaeasitfocusing on content and
sentiment analysis. More recently, anonymous social néswvoave emerged, particularly on
mobile platforms. A recent work [184] conducted a user syme SnapChat to understand
how they used the anonymous social app. Another recent tiglyr explores the correlation
between content intimacy (real-name or anonymous) andngiiless to self-disclosé [141]
In comparison, our study (Sectién P.2) is the firsgteantitivelystudy user interaction, user
engagement, and security implications in the anonymous p&hisetwork.
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5.3 Security and Privacy in Location based Services

Attacks on Location based Services. Location-based services face various threats, rang-
ing from rogue users reporting fake GRSI[59] 98], to malisiparties compromising user
privacy [70,[125] 126]. A related study on Waze [196] demaist that small-scale attacks
can create traffic jams or track user icons, with up to 15 neobrhulators. Our work (Sec-
tion[2.3) differs in two key aspects. First, we show that [iissible to reverse engineer its
APIls, enabling light-weight Sybil devices (simple scr)atsreplace full-stack emulators. This
increase the scale of potential attacks by orders of magmitto thousands of Waze clients
per commodity laptop. The impact of thousands of virtualielels is qualitatively different
from 10-15 mobile simulators. Second, as possible deferf$88] cites known tools such
as phone number/IP verification, or location authenticetiath cellular towers, which have
limited applicability.

Protecting Location Privacy against Service Providers.  Researchers have proposed to
preserve user location privacy against map services suaas and Google. Earlier stud-
ies apply location cloaking by adding noise to the GPS rep®]. Recent work use zero-
knowledge [[1111] and differential privacy [56] to preserte iocation privacy of individual
users, while maintaining user accountability and the ammuiof aggregated statistics. Our
work differs by focusing on the attacks against the map sesvi

Mobile Location Authentication.  Defending against forged GPS is challenging. One di-
rection is to authenticate user locations using wirelefsstructures: WiFi APs [140, 191],
cellular base stations [140, 191] and femtocells [54]. Desimust come into physical prox-
imity to these infrastructures to be authenticated. Butqunees cooperation among a wide
range of infrastructures (also modifications to their saf@hardware), which is impractical
for large-scale services like Waze. Our work (Sectioh 2r8y ases a small number of trusted

infrastructures to bootstrap, and relies on peer-baset pmopagation to achieve coverage.
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Other researchers have proposed “peer-based” method#enéiate collocated mobile de-

vices [211[ 238, 254, 144, 159].

5.4 Spam, Malicious Crowdsourcing and Sybil Detection

OSN Spam and Detection. Researchers have identified copious amounts of fake accounts
and spam campaigns on large OSNs like Facebodk [77], TVi@&213], and Renren [244].
The growing threat posed by this malicious activity has sgisvork that aims to detect and
stop OSN spam using machine learning techniques[[46, [225], Zhhis body of research
has focused on analyzing and defending against the outwanifestations of OSN spam. In
contrast, our work (Sectidn 3.1) identifies some of the ulydey systems used by attackers to
generate spam and evade security measures.
Opinion Spam. Spam that attempts to influence the opinions and actionsrafageople
has become more prevalent in recent years|[113]. Reseatwardeen working on detecting
and characterizing fake product reviews [138,1114], fakements on news sites [64], and
astroturf political campaigns on Twitter [180]. The authoff [169] created a model to help
classify deceptive reviews generated by Mechanical Turkkars. These works reaffirm our
results (Sectioh 3l1), that crowdturfing is a growing, gldbeeat on the web.
Crowdsourcing and Crowdturfing.  Since coming online in 2005, Amazon’s Mechanical
Turk has been scrutinized by the research community. Thlades studies of worker demo-
graphics([106, 185], task pricing [76, 108], and even métaiss on how to use Mechanical
Turk to conduct user studigls [123]. The characteristics wifdWMorkers have also been thor-
oughly studied[101].

Our work is among the first to look into the misuse of crowdsmg for malicious cam-
paigns in online services. After our work, other researsi@ve conducted measurements on

different crowdturfing sites to understand their operatol economic structureé [132, 133,
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[157]. Some systems have been developed to detect paid hypraammers in online review
sites [169] and Q&A systems5 [63]. We are also among the firskfdore detection of crowd-

turfing behaviors in adversarial settings (Section 3.2).

Sybil Detection. Sybils or fake accounts are the fundation of many onlineckstde.g,
spam, malware distribution) and have become a significaatitin online services [T1]. In
the context of online social networks, most Sybil detecigstems rely on social graphs [247,
[246,[217]221], 69, 58]. These systems detect tight-knitl®giohmunities that have a small
guotient-cut from the honest region of the graph. Howeeent studies have demonstrated
the limitations of this approach. Yareg alshow that Sybils on Renren blend into the social
graph rather than forming tight communitiés [244]. Mohaigt¢ alshow that many social
graphs are not fast-mixing, which is a necessary precamditr community-based Sybil de-
tectors to be effective [153].

A second body of work has used machine learning to detectl $ghiavior on Twit-
ter [245,[46]222] and Facebodk [206]. However, relying oacHfc features makes these
systems vulnerable to Sybils with different attack stregeg Finally, one of my earlier work
proposes using crowdsourcing to identify Syhils [225]. bt®on[4.1, our clickstream based
Sybil detection is semi-unsupervised, which does not relgmecific assumptions about Sybil

behaviors, and thus can detect previously unknown Sybils.

5.5 Adversarial Machine Learning

In an early study [105], researchers classify ML adversattacks into two high-level cat-
egories:causativeattacks where adversaries alter the training process tageanne classifier
performance, andxploratoryattacks where adversaries try to circumvent an alreadiyetria
classifier. Much of existing work focuses erploratoryattacks([50, 68, 142, 161] with less fo-
cusing oncausativeattacks[[51), 186], since it's usually more difficult for adsaries to access
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training data in practice.

Several studies have examined attacks on specific ML-bag®idations, from email spam
detection[[68] to network intuition detection [186, 1980220 malicious (PDF) file classifi-
cation [50,14P2[ 201, 240] and malware detection [120]. Oarkw(Sectior 3.2) focuses on
crowdturfing and explores a wider range of adversarial kstaiocluding active evasion and

more powerful poison attacks against the model traininggss.

5.6 Clickstream Analysis and User Behavior Study

Understanding Web Usage via Log Analysis. Understanding user behavior is important
to the design and operation of online services. Recent wariklyze network traces or logs to
understand online users’ browsing habits 166, 36]. Rekeascalso built more specific user
behavioral models to study users’ search intent[172] arkip&fdia editing patterns [80], to

predict crowdsourcing worker performance [188].

Clickstream Analysis.  Earlier research also used clickstream data for Web Usage Mi
ing [200]. Researchers applied simple methods such as M&kains to capture users’ nav-
igation paths within a websité [1809, 189,147]. However, éhewdels focus on the simple
aspects of user behavice.g, user’s favorite webpage), and are incapable of modelingemo
sophisticated user behavior. Other approaches use ¢hgstechniques to identify user groups
that share similar clickstream activities [216, P24,|20K], The resulting clusters can be used
to infer user interest$ [209] or predict future user behajBl]. However, existing clustering
based models are largely supervised (or semi-supervissgl)iring large samples of ground-
truth data to train or fine-tune the model parameters|[228,[289]. Also, many behavioral
models are built as “black boxes” for classification task&rog little explanations on how
users behave and why [91]. Our work in Secfiond 4.2 seeks td bnsupervised clickstream

behavioral models and produce intuitive explanations emtbdels.
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Clickstream Visualization. Researchers have developed interactive interfaces to visu-
alize and inspect clickstream data. Existing tools gehefatus on visualizing raw user
clicks [147], click event sequences [252] or click trarmis [235]. Instead, we build a tool
(Sectior4.P) to visualize the clickstream behavioral telussproduced by our system, provid-

ing hints for understanding key user behavior patterns.
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Conclusion

In this chapter, we summarize the key research results sfdissertation and discuss future
directions. As exemplified in previous chapters, the ma@gof my work are to identity the

incorrect assumptions and vulnerabilities in existingranbkervices by collecting and analyz-
ing real-world data, and leverage theses insights to desigrdeploy new security solutions.
In the following, | will first discuss data-driven securitaged on my own experiences with
focus on its impact and open challenges. Then | will briefscdss my future research plans

along this path.

6.1 Data-driven Security.

Impact of Measurements.  The biggest impact of data-driven research is to identify ke
mistakes or even failures in real-world systems which wliimately drive the development
of new and more effective systems. In this dissertation, axeldemonstrated multiple suc-
cessful examples. In Chapfdr 2, our measurements reveal taphi gtructures within Quora
system helps to foster relevant and high-quality contemd (@hy other services fail to do so);

Our analysis of Whisper network shows the anonymity featdestroduce more abusive
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content €.g, sexting), and the location fuzzing techniques are far feufficient to protect
user location privacy; Similarly, our measurement on Walsniities a scalable approach to
create a large army of Sybil devices, which leads to new valikties for manipulating real-
time traffic and massively tracking user movements. Pralcsiolutions to this problem still
remains to be found at this stage. A final example is ChaptereSewve systematically quan-
tify the organization and end-to-end impact of crowdturfoagnpaigns. The key takeaway is
that human-based attackers are posing a significant tlorestiine communities, as most de-
fenses systems(g, CAPTCHA, rate-limit or template-based spam filters) assuttazieers
are automated software, and thus are vulnerable to matitioman users. All these successful
examples confirm the need to use data-driven analysis ag#fietool in developing the next

generation of security mechanisms on the Internent.

Novel Security Systems. Based on insights from large data analytics, we then devedop n
security systems to address the security and privacy issussine communities. In Chap-
ter[4, we use a large-scale ground truth dataset to develochinslearning models to detect
malicious crowdsourcing workers. The best ML models caeatiffely detect regular workers
(95% accuracy) or “professionals” (99% accuracy). Moreontgntly, we use crowdturfing
defense as context to explore the robustness of ML algosithgainst adversarial attacks. We
note a consistent tradeoff where more accurate fits (edlyetcia smaller, more homogeneous
population) result in higher vulnerability to adversadiacks. The exception appears to be
Random Forests, which often achieves both high accuracyadnus$tness to adversaries, pos-
sibly due to its natural support for multiple populations.

Finally, we develop clickstream user behavior models ascastteam “similarity graph”
which captures clusters of users with similar activities: t@p of the model, we build a prac-
tical Sybil detector that requires minimal ground-truthtadéo bootstrap and have success-
fully identified previously unknown attacks in real-worldcsal networks such as Renren and

Linkedin. In addition, we extend the model to capture more-finained user behavior groups
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by constructing a hierarchical structure for clusters, antbmatically extracting key features
to interprete the meaning of captured clusters. Other theusiiccessful applications in online
social networks, our on-going works have produced sucgkssfults in other domains such as
profiling investors in the stock market, enhancing wirelegasurements with crowdsourcing

efforts, and trace-driven user mobility models.

Challenges and Open Questions. Data-driven security analysis as a useful tool also has
practical challenges. First, data collection. Althoughrenand more Interent data become
publicly available, certain data such as per-user browseges and internal service logs are
still largely not available to researchers due to stronggas implications. We are fortunate to
get access to some of the non-public data via our collalmoratvith companiese(g, Whisper,
Renren), which usually takes years to establish the trusi fworkable relationship. Another
related challenge is the research results based on noicplalbh is difficult to be repeated or
reproduced by other researchers. This is a common probleragearch papers published by
companies such as Facebook and Google whose data is oftamaiable for sharing within
research communities.

A second challenge is to obtain ground-truth. Among all thailable datasets such as
social graphs, user interaction traces, most of them ardatmlled”, especially those that are
related to security events. Some researchers rely on poialiklists provided by companies
such as Google to verify malicious URLs or websites, whileecgideploy “honeypot” to pas-
sively wait for attackers to hit their pre-set targets. Inown projects, we have also proactively
interacted with attackers to collect ground-truth. Formegke, we have used crowdturfing ser-
vices to run benign campaigns to understand end-to-endcingb@nline spam. Often cases,
it is very difficult to assess whether the ground-truth dataufficiently large and representa-
tive, whether it is biased or suffers from data noise. Tog¢kemnds, we usually need multiple,
independently collected ground-truth datasets.

A third challenge is to assess the impact of errors. In sgcoontexts €.g, attack detec-
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tion), false positive and fale negative are commonly usegu@ntify the level of errors of a

system. However, those numbers can have different praatieanings in different scenarios.
For example, for Sybil detection systems, incorrectly king or banning a real, innocent user
from the service (false postive) is usually a more seriougréhan missing a Sybil account
(false negative). The real challenge is how to quantify ttaiiive differences regarding the
impact of the errors and incorporate that into the systengdesThis is not a easy task for
either security system designers nor the end-users whcarg the system.

A final challenge is the lack of longitudinal data to study tiy@amic changes of attacker
behaviors in online communities. For instance, many exgstvorks (some of mine included)
use datasets that are only in the length of weeks or monthishvgloses limits to the under-
standing of the problem. In the future, with an increasirtigrdion on big data analytics and
more advanced data mining tools, both research commuamiésndustries are likely to col-
lect more longitudinal data such as network traces, sgaagidents, etc. More research effort
is needed for developing systematically tools to procedsaaalyze streamed and longitudinal

data.

6.2 Future Directions

Looking forward, | plan to continue to work on data-drivehaiques to understand and
address security issues in Internet systems. My plan istendXarge-scale data analytics to
broader security contexts. Specific projects include ubtags crowdsourcing system design,
and big data analytics for human centric security.

Ubiquitous crowdsourcing & security. Crowdsourcing has expanded beyond the Inter-
net and become ubiquitous in the physical world, e.g., holesming (TaskRabbit), package
delivery (Postmates), taxi services (Uber) and sharedm@iRover). Future crowdsourcing

systems would involve both complex online user activitied affline interactions with ubig-
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uitous physical facilities such as mobile devices, velieed buildings. To establish trust in
the system and prevent malicious attacks, | plan to work basbreputation systems that in-
corporate both online and offline data, and security meshasito continuously monitor the
behavior of crowdsourcing participants and detect maliactions in real-time.

Another direction of interest is to explore fundamentaligieshoices for crowdsourcing
systems to reduce malicious behavior. The initial step sntderstand the tradeoffs of com-
petition and cooperation among crowdsourcing particgagixisting systems (e.g., Amazon
Turk) implement strong competitions by default, which hearemakes it extremely difficult
for newcomers to survive and inevitably foster malicioubdeor. Future research will ex-
plore novel designs to reduce malicious competition and-avg the overall efficiency with

structured cooperation.

Big data in human-centric security.  In the long term, as computations are increasingly
human-centric, future security systems will be having mdirect and intimate interactions
with users. A successful security system should be usaltieeithand of large-scale online
users. | believe big data analytics can make a differenceardesign and deployment of us-
able security systems. On one hand, by collecting and ainglyarge-scale data on security
system usage, | seek a deep understanding on user-levedevasd misconfigurations of se-
curity systems, and explore key design flaws. On the othed,hHaplan to collaborate with
system and HCI researchers to build novel data-driven sgamechanisms that offer high-
level transparency and usability. This includes intetiganderlying algorithms to identify
security threats from continuous data analytics, and amhédata visualization techniques to

help users fully understand the emerging threats to makenédd security decisions.
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