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This work proposes a new trust management system (TMS) for the Internet of Things (IoT).

The wide majority of these systems are today bound to the assessment of trustworthiness

with respect to a single function. As such, they cannot use past experiences related to other

functions. Even those that support multiple functions hide this heterogeneity by

regrouping all past experiences into a single metric. These restrictions are detrimental to

the adaptation of TMSs to today’s emerging M2M and IoT architectures, which are char-

acterized with heterogeneity in nodes, capabilities and services. To overcome these limi-

tations, we design a context-aware and multi-service trust management system fitting the

new requirements of the IoT. Simulation results show the good performance of the pro-

posed system and especially highlight its ability to deter a class of common attacks

designed to target trust management systems.

ª 2013 Elsevier Ltd. All rights reserved.
1. Introduction therefore ceased to be the only resource worthy of optimiza-
Recently, we have witnessed the emergence of collaboration

between nodes in wireless systems, opening up opportunities

to improve the network performance in many respects such

as increasing the radio coverage, enhancing the security or

saving bandwidth and energy resources. Collaboration gained

momentumwith the advent of new communication schemes,

more complex than those of legacy wireless systems.

Wireless sensor networks (WSNs) initiated this transition

by introducing unattended wireless topologies, mostly made

of resource-constrained nodes, in which radio spectrum
69; fax: þ33 1 69 08 83 95
.fr, yosra.ben-saied@cea.
3 95.
5 78.
7 11.

ied Y, et al., Trust mana
uters & Security (2013),

ier Ltd. All rights reserved
tion. Today’s Machine to Machine (M2M) and Internet of

Things (IoT) architectures further accentuated this trend, not

only by involving wider architectures but also by adding het-

erogeneity, resource capabilities inconstancy and autonomy

to once uniform and deterministic systems. In view of the IoT

scenarios, a resource-constrained sensor node is considered

as a part of the Internet able to establish secure end-to-end

communications with external nodes not belonging to the

same sensor network. However, the setup of any secure

channel could be either unaffordable or prohibitively expen-

sive for these nodes limited in terms of computing power and/
.
fr (Y. Ben Saied).
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or radio range. Battery-powered sensor nodes can be

disseminated in hazardous environments. Some are built-in

within products and are expected to have at least the same

lifetime as their hosts. Changing a discharged battery could

therefore be either demanding, or unacceptable. This even

without considering the consequences on other neighbouring

nodes, which may find themselves disconnected from the

infrastructure if their default route passed through a battery-

depleted node. Hence, constrained IoT nodes have a greater

need to collaborate with one another in order to establish

secure communications or to resolve coverage and packet

delivery problems. For these reasons, multiple cooperative

techniques are being proposed for many networking services

in the field of modern wireless communications. Examples of

such services include cooperative routing tasks (Royer and

Tob, 1999) proposed to ensure reliable end-to-end delivery of

an IP packet between two endpoints, cooperative radio ser-

vices (Krohn et al., 2006; Hong et al. 2007) aiming to increase

the radio transmission power of a delivered message or to

reach a disjointed group of nodes and also cooperative secu-

rity services (Mambo et al., Sep. 1996), Ben saied et al. (2011)

proposed to efficiently perform heavy cryptographic opera-

tions needed to ensure security of communications involving

constrained nodes.

The reliance on collaboration for any kind of service should

however be done on a controlled basis. Collaboration per se

may indeed open the way to a new class of attacks, all the

more insidious as they involve internal attackers. During a

collaborative task, it is hard to detect behaviour anomalies of a

single node or a group of nodes that can disturb the proper

functioning of the entire system. Conventional cryptographic

mechanisms such as authentication and encryption can pro-

vide data confidentiality, data integrity and node authentica-

tion for exchanged messages and protect the system from

external attacks, however, they fail to deal with insider at-

tackers. A cooperating node owning legitimate cryptographic

keys can easily launch an internal attack inside the group by

altering data or injecting bogus information without being

identified. Or it can act selfishly and refuse to participate to a

collaborative process in order to save its energy resources and

maximize its own performance. This amounts, in a nutshell,

to introducing the concept of trustworthiness within a net-

worked architecture. Having already passed cryptographic

filtering barriers during network access control procedures,

untrustworthy nodes have to be identified and excluded based

on their behaviours. Dynamic evaluation of trustworthiness is

managed by dedicated security procedures called trust man-

agement systems that aim to track nodes past interactions in

the network to detect malicious attacks and selfish attitudes.

A trust management system can be instantiated at multi-

ple places in the network, use different views and involve

different algorithms with the objective to efficiently manage

collaboration among nodes. This efficiency is assessed by

considering how the trust management system meets its ob-

jectives in collaboration management and fulfils network re-

quirements. However, the current transition from legacy

Internet to the Internet of Things exhibits new requirements

that have to be considered for the design of an efficient TMS.

In the context of the IoT, trustworthiness can be difficult to

measure when different nodes providing different services
Please cite this article in press as: Ben Saied Y, et al., Trust mana
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have to be assessed by the same trust management system,

especially when these nodes, subject to regular exhaustion of

their (low) resource capabilities, become temporarily unable

to provide assistance to their peers without being neverthe-

less to be qualified as malicious. Of course, truly malicious

nodes do exist too and have to be dealt with, even though

these would likely try to fail the trust metric by camouflaging

their misbehaviours.

In turn, a trust management system is instantiated on a

collaborative basis allowing multiple nodes to share their

views about one another’s trustworthiness, as induced from

past interactions. Trusting reports received from other nodes

is challenging in today’s IoT communications, where net-

worked entities are not only intrinsically vulnerable, but also

highly heterogeneous and owned by multiple self-interest

communities. Hence, nodes may lack the motivation to pro-

vide reliable evidences; instead, malicious ones may inten-

tionally send false reports to specific victims in order to fake

their decisions.

In the literature, trust management issues have long been

investigated in Mobile Ad hoc Networks (MANETs) and Wire-

less sensor networks (WSNs). Yet, the proposed approaches

lack flexibility and adaptability to both the specific re-

quirements of IoT and the complex malicious patterns

(Roman et al., 2011) that arise with the coexistence of het-

erogeneous and self-concerned nodes.

Based on new IoT requirements and identified shortcom-

ings of the relatedwork,wepropose anovel trustmanagement

system for the IoT that is able to induce from nodes past be-

haviours in distinct cooperative services how much trust can

be put into a node for accomplishing a required task. Eventu-

ally, only thebestpartnerswith respect to a sought cooperative

service are proposed to a requesting node. Our system effec-

tively fine-tunes nodes trust levels, even in presence of erro-

neous or malicious witnesses. Section 2 reviews the most

studied trust management systems and identify a set of best

practices pertaining to TMS design with respect to IoT re-

quirements. Section 3 presents the new trust management

system we propose. Performance analysis results are dis-

cussed in Section 4. Section 5 concludes this paper.
2. Related work and TMS design decisions

2.1. Assessment of prior trust management systems

In the literature, several trust management systems (Yuet al,

2010) have been proposed to enforce cooperation in wireless

networks and analyze nodes behaviours.

In (Buchegger and Boudec, 2002), a distributed TMS called

CONFIDANT is proposed for packet forwarding services. The

goal of this system is to detect misbehaving nodes causing

routing disruptions and therefore to enhance decisions mak-

ing in the future. The proposedmodel takes into account both

first-hand information (direct observations and own experi-

ences) and second-hand information (indirect experiences

and observations reported by neighbouring nodes) to update

trust values.While reasoning over first-hand information only

would have been safer, this would have been doable only for a

node involved in numerous transactions with other peers.
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However, a constrained node having only sparse interactions

or whose requirements are changing frequently may lack

first-hand information to make trust decisions about other

nodes and need a wider view of its potential peers. To make

both the trust model more robust and the computed trust

values more reliable, CONFIDANT therefore extends first-

hand information with second-hand one, by which nodes

evaluate the trustworthiness of their peers and disseminate

the results of their observations throughout the network.

CONFIDANT requires, though, that only negative feedbacks be

exchanged between nodes. This prevents undeserved praises

to propagate, but implicitly relies on the assumption that

misbehaving nodes sending false negative reports will be the

exception and not the norm. Obviously the system, with such

assumption, is vulnerable to false reports causing the trust-

worthiness of benign nodes to decrease (bad mouthing attack).

Authors in (Michiardi and Molva, 2002) propose the CORE

model. CORE is a generic trust-based mechanism aiming to

detect selfish behaviours for different cooperative services.

The watchdog mechanism is implemented to monitor in-

teractions between nodes performing a cooperating service,

which is not limited to packet forwarding. The model assigns

a global trust value to a cooperating node for all provided

services. Obviously, this encourages a malicious node to

favour a selective behaviour attack, by which it is showing a high

level of benevolence for a non-demanding service while

behaving badly for a resource-intensive one, thereby being

able to keep an overall fair trust value.

Unlike CONFIDANT, COREmitigates bad-mouthing attacks

caused by malicious nodes reporting false evidences to

decrease the reputation value of a node. Indeed, it allows only

positive witnesses to be propagated in the network, assuming

that a node has no advantage to give a false praise about un-

known nodes. Nevertheless, this system overlooks the case

where nodes collude with one another by disseminating false

positive evidences to increase their reputation values (ballot

stuffing attack).

In (Buchegger and Le Boudec, June 2004), authors highlight

that previous trust models are vulnerable to erroneous re-

ports. They propose that reputation values be kept local while

the nodemonitors only its one-hop neighbours through direct

observations. Once a non-cooperative behaviour is detected,

benign neighbours will redirect received packets through

another route to avoid the misbehaving next-hop node. This

latter is implicitly rejected from the network since in turn all

of its neighbours will reject its packets, as responses to its

future routing service requests.

RFSN (Ganeriwal and Srivastava, 2004) is the first trust-

based model proposed for wireless sensor networks to

monitor sensor nodes interactions. Each nodemaintains trust

values of other nodes using both its direct observations from

thewatchdogmechanism and second-hand information from

other nodes observations. Like CORE, the proposed system

allows only positive observations to be propagated, making

the bad mouthing attack impossible. It relies on the trust-

worthiness score of the witness node to weigh its reports, in

order to overcome ballot stuffing attacks.

An agent-based trustmodel for wireless sensor networks is

presented in (Chen et al., 2007). Authors highlight that sensor

nodes may not be able to handle complex computations or
Please cite this article in press as: Ben Saied Y, et al., Trust mana
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process the required information to build trust views about

other nodes. They propose to move the heavy computational

and storage cost from these constrained devices to dedicated

agents in charge of cooperation management inside the

network. The proposed system claims to be safe from bad

mouthing and ballot-stuffing attacks, assuming that the

deployed agents are trusted-third parties and would not

engender these types of attacks.

Very recently, limitedwork on trust management has been

proposed in the context of the IoT. Chen et al. (Oct. 2011) have

oriented the design of TMS towards a specific IoT environ-

ment consisting of wireless sensors only and evaluated

trustworthiness for the packet forwarding service. The trust

computation load is kept at the constrained device and reports

are disseminated among neighbours. Assuming an IoT envi-

ronmentmade of sensor nodes only is a blemish for the design

of their proposed TMS. The IoT paradigm, largely extending

the sensor networking model, targets indeed universality and

global interoperability and aims to interconnect much wider

sets of objects and networks ranging from resource-

constrained wireless sensors to powerful servers. The het-

erogeneous aspect of IoT architecture is a key criterion that

has to be considered when managing trust among the

different nodes it is made up of. A low-resource device and a

powerful server providing poor assistance for the same

collaborative service should not be treated in the same way.

Likewise, an IoT node may switch from a context to another

due to changes in its amount of available resources (energy

exhaustion, energy harvesting) and/or changes affecting other

variable parameters (mobility, availability). Hence, the fact

that a node has a good reputation when in a specific context

gives few or even no information about how much it can be

trusted to provide assistance for a cooperative service after

having switched to another context. A node classified as

honest could behavewell with 80% of available resources. Yet,

there would not be any guarantee that the same level of

benevolence would be obtained for the same service in

another situation where only 20% of its resources would be

available. In order to improve trustworthiness predictability in

the context of the IoT, additional contextual parameters are

therefore to be considered, such as energy resources and

availability of the scored entities.

A second work on trust management systems for the IoT is

presented inBao andChen (September 2012). Authors recognize

thedynamicstatuses of IoTnodes andproposedifferentmetrics

to compute the trust level of a node, including its social coop-

erativeness as a service provider, its community-interest and

discrepancy in its recommendations. TheproposedTMSdefines

a weighting factor to evaluate the confidence put in recom-

mendations received from other nodes. This factor increases

proportionallywith the global trust level of the node as a service

assistant and can be adjusted through a b parameter in accor-

dance with the environment hostility and the resilience of the

system against badmouthing and ballot-stuffing attacks.

However, it can be argued against the weighting factor

design in Bao and Chen (September 2012) that estimating a

node’s trustworthiness when providing reports basing on its

trustworthiness score when assisting in a service may lead to

inaccuracies. An honest low-resource node can indeed be

untrusted for providing assistance for cooperative services
gement system design for the Internet of Things: A context-
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because of its resource constraints while still being able to

provide good recommendations about other nodes assisting it.

On the other hand, mixing these two trustworthiness scores

together would encourage amalicious node to take advantage

of this fact and send correct recommendations while mis-

behaving as a service assistant. It would then remain overall

trusted, since its bad behaviour in service setup would be

compensated with good behaviour in recommendations.

Then again, malicious nodes may provide dishonest reports,

while behaving well as assistant nodes, in order to boost the

trust values of malicious peers (ballot stuffing attack) or to

drop trustworthiness of honest parties (bad mouthing attack).

Currently, there is no trust management system in wireless

communications that handles reports basing on the trust-

worthiness of nodes as reporting nodes.

2.2. Synthesis

In Table 1, we summarize our assessment of prior trust

models practices with respect to new requirements of the IoT.

From these constraints that apply in the IoTworld, we identify

a set of corresponding design decisions that provide us guid-

ance to design an effective trust management system for the

IoT.
3. Proposed trust management system

3.1. Overview

The main objective of the proposed solution is to manage

cooperation in a heterogeneous IoT architecture involving
Table 1 e Assessment of TMS design decisions.

Prior trust models practices IoT requirem

Assess trust levels similarly for different

nodes in the network.

Variable contexts o

different resource c

Define a global trust score for all assisted

services (thereby making the system

vulnerable to selective attacks).

A node trusted to p

for a lightweight se

trusted to assist for

more resources and

during the service e

Restrict the reception of certain reports

from witness nodes to avoid bad mouthing

(only positive reports) or ballot stuffing

attacks (only negative reports).

Lack of information

due to the sparse in

IoT nodes.

Do not separate received reports from witness

nodes basing on their quality of

recommendation.

Correlate the node quality of recommendation

to its trustworthiness when assisting services.

IoT nodes belong to

groups and may pro

since they do not w

goal.

Trusting a node as

not imply trustin

Consider both centralized and decentralized

instantiation of the trust management system.

Most of IoT nodes a

capabilities in term

computing resource

unable to support t

computation and d
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nodes with different resource capabilities, in order to

establish a community of trusted elements assisting one

another with respect to the operation of a set of collabora-

tive services.

The choice between centralized and decentralized instan-

tiation of the trust management system must take into ac-

count its complexity in terms of trust computation formulae

and processed information quantity. The alternative between

centralized and decentralized approaches can be stated as

follows. The trust information can be computed on demand,

whenever a node needs to rely on cooperative peers, and

delivered to the requesting node at that moment (centralized

approaches). Or it can be computed on a regular basis and be

propagated throughout the topology (decentralized ap-

proaches). A real-time trust information flow would result in

communication overhead, detrimental to network perfor-

mance aswell as to constrained nodes battery life. In addition,

unsolicited trust information would have to be stored for

subsequent use, which memory-constrained nodes could not

afford. This leads us to favouring a centralized approach

wherein different trust management servers covering

different geographical locations handle trust computational

load, based on a wide range of reports.

A description of the different phases of the proposed

model is presented in Fig. 1 below. This model involves a

cyclic succession of operations wherein: 1) the trust man-

agement system (trust manager) obtains information about

the trustworthiness of the available proxies, 2) the trust

management system issues recommendations about proxies

to a requesting node that intends to set up a collaborative

service, 3) the requesting node relies on the collaborative

service provided by the recommended proxies, 4) the
ents/constraints TMS design decisions

f IoT nodes and

apabilities.

Evaluate the trust level of a node by

taking into account additional

parameters concerning its current

context and resource capabilities.

rovide assistance

rvice is not necessarily

a service that requires

increased availability

xecution.

Design a functional trust model that

takes into account the specific

demanding aspects of the assisted

service when computing the trust

level of a node having accomplished it.

to take trust decisions

teractions of constrained

Consider all received reports and past

interactions in making trust decisions

by defining new methods to perform

their combination and bypass the

underlying attacks.

different self-interest

vide false witnesses

ork towards the same

an assistant node does

g it as a reporting node.

Weigh reports basing on the

trustworthiness of nodes as

reporting nodes.

re characterized by low

s of both memory and

s, which make them

he complexity of trust

ata storage.

Favour the centralized approach

to offload the underlying charge

from constrained nodes and reduce

the communication overhead between

nodes.
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Fig. 1 e Proposed model phases.
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requesting node assesses the quality of each individual

service provision from each assisting proxy and 5) the trust

management system learns from its past operation by per-

forming self-updates intended to improve its future opera-

tion. These five phases our proposed model is made up of

are detailed in the next subsection.
3.2. Operation phases

3.2.1. Initialization and information gathering
At the beginning of the lifetime of the network, all nodes are

assumed to be trustworthy and well-behaving since they are

supposed to be verified for failures before deployment. Once

the network becomes operational, it may happen that nodes

be compromised. Their trustworthiness levels can therefore

change with respect to their behaviours.

Before being able to produce trustworthy results, a trust

management system has to gather enough information from

the network, during a so-called bootstrapping period whose

precise definition depends on the requirements on the

recommendation quality. A trust management system is

indeed expected to produce better results over time: a

compromised node may remain unnoticed for a while; but it

will be all the easier spotted if it gets involved in a large

number of transactions, all of which are poorly rated.

However the bootstrapping period can be very long since a

true assessment of nodes behaviours can be a lengthy oper-

ation. In order to minimize the bootstrapping period, we as-

sume that, with respect to some services for which it can

masquerade as a demanding node, the trust manager initially

participates in the setup of the trust management process by

targeting some nodes and inducing artificial interactions be-

tween them, in order to rate their trustworthiness. When a

service is provided, the requesting node is able to evaluate the

behaviour of each assisting node as either positive or negative,

depending on whether it has accomplished its assigned task

properly or not.

These evaluations are stored in the trustmanager and used

as inputs for the trust management system. In order to make

assisting nodes recommendationsmore accurate and specific,
Please cite this article in press as: Ben Saied Y, et al., Trust mana
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there is a need to store additional contextual metrics con-

cerning the type of executed service, namely the time of

execution and the current state of the evaluated node (ageing,

resource capacity, etc.) It is indeed important to know in

which circumstances the cooperating node has obtained the

reported evaluations.

Contrary to what is proposed in the literature, our trust

model proposes an objective mechanism providing dynamic

trust ratings for the same node, adapted to the different be-

haviours exhibited in different contexts. This mechanism

states that an evaluation report is accompanied with a set of

contextual parameters, as follows.

The report Rij refers to the jth report sent to evaluate the

quality of the service provided by an assisting node Pi is

therefore made up of the following information:

� [Sj] (Service): Service for which the node Pi provided

assistance.

� [Cj] (Capability): Capability of node Pi when assisting the

service.

� [Nj] (Note): Score given by the requester node to Pi for eval-

uating the offered service. This value belongs to {�1, 0, 1}.

� [Tj] (Time): Time at which the service was obtained.
3.2.2. Entity selection
Upon receiving a request from a node asking for assistance,

the trust manager starts the entity selection process to return

a set of trustworthy assisting nodes to the requester. We

propose a step-by-step selection process. This process is the

most important of the trust management system. It is made

up of five consecutive steps.

3.2.2.1. Step 1: restriction of the set of proxies pi. At this stage,

the system restrains the set of nodes by selecting the potential

candidates. This selection depends on the requirements of the

service. Lightweight communications may require that all

assisting nodes belong to the same multicast group and can

therefore be contacted simultaneously through the sending of

a single message. In the case of signature delegation schemes,

the requesting server looks for assisting nodes dispersed in

specific locations in the network in order to sign messages on

its behalf, and hence to ensure service availability to all of its

clients. In radio transmission services, neighbours in the same

radio range are likely to be the possible candidates for

assistance.

3.2.2.2. Step 2: restriction of the set of reports Rij for each proxy
Pi. After the prior selection, a set of nodes are designated to

compete for the final selection. In order to rate the trust level

of each of these candidates, the trust manager needs first to

narrow the set of collected reports about each node inde-

pendently. The most meaningful reports are those that

pertain to the same context as of the current request: ideal

reports would be pertaining to the same service that is being

requested; they would also have been issued when the eval-

uated nodes were in the same status as of the new request

moment.

It is very likely, though, that the system will not find

enough such ideal reports to calculate the trustworthiness of a
gement system design for the Internet of Things: A context-
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node in a specific context. Thismay happen either because the

candidate node has not yet been evaluated for the current

requested service, or because it was in a different condition

when evaluated for the same service. To resolve the problem

of this lack of information, we proposed to calculate the

context similarity.

The graph below in Fig. 2 describes howwe restrain the set

of potential reports needed to evaluate the trust level of a node

by considering the principle of context similarity in terms of

type of service (x-axis) and node capabilities (y-axis). This two-

dimensional context representation assumes that one is able

to quantify the two values it relies on. Node capabilities can

easily be quantified, for example as a percentage of node re-

sources in terms of processing power, memory and/or battery

level. It is more complex to quantify the former term, namely

context similarity in terms of type of service, since multiple

collaborative services exist that share little in common.

We consider that an adequate metric for assessing service

similarity is the amount of resources that are required to run a

given service. Within the resources that can be measured, we

recommend to consider energy consumption whose decrease

is generally a strong incentive to selfish behaviours. Let us
dij ¼ min

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dS2

max þ dC2
max

��� dS2
j

dS2max
þ dC2

j

dC2
max

�s
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dS2

max þ dC2
max

�� �� ðSmax�SjÞ
Smax�ðSTarget�hÞ

	2
þ
�

Cj

CTargetþh

	2	r !

ðfor reports carrying a positive evaluationÞ
(3)

dij ¼ min

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dS2

max þ dC2
max

��� dS2
j

dS2max
þ dC2

j

dC2
max

�s
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dS2

max þ dC2
max

�� �� ðCmax�CjÞ
Cmax�ðCTarget�hÞ

	2
þ
�

Sj
STargetþh

	2	r !

ðfor reports carrying a negative evaluationÞ
(4)
take an example of how we use service similarity in order to

measure a context similarity. We assume for example that

both a cooperative key establishment service and a signature

delegation service require the same level of resource capa-

bilities (delegation of asymmetric cryptography operations).

So that, receiving a report about a node performing one of

these security services at around the same resource capabil-

ities level can be used to evaluate the trust level of this node

for performing the other security service.

Fig. 2 presents various reports Rij (Service Sj, Capability Cj,

Note Nj) stored at the trust manager, sent by all nodes j eval-

uating past interactionswith a common assisting node Pi. This

figure can be read as follows. The horizontal axis on the graph

shows the different services for which the evaluated node Pi
has provided assistance before. These services are ordered

according to their resource-demanding requirements. The

vertical axis shows the capabilities of the Pi node when

assisting for these services. Each graph is characterized by the

target report RTarget (STarget, CTarget) depicted as a black dia-

mond on Fig. 2:
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� [STarget] (Service Target) is the current service in request.

� [CTarget] (Capability Target) is the current Pi capability.

RTarget refers to the next report to be received, in case the

proxy Pi is selected for the current service assistance. The goal

of the context similarity computation process is to retrieve

from the graph the most relevant reports, helping the trust

manager to foresee the score received within the target report

if the proxy Pi is retained for the service assistance.

Context similarity between a report about a previous

interaction and the present target report is computed by

considering a global contextual distance dij between the old

report and the target one. To compute dij, we first define dSj as

the difference between the target service STarget and the report

service Sj and dCj as the difference between the target capacity

CTarget and the report capacity Cj.

dSj ¼
��STarget � Sj

�� (1)

dCj ¼
��CTarget � Cj

�� (2)

We then obtain dij as:
Or:
The purpose of this computation is to make the distance

metric more subtle than if it was merely measuring the sole

similarity of an old report to a current situation. Indeed, some

reports are meaningful although they are not close to the

(STarget, CTarget) target on the graph. To that respect, an

asymmetry arises. A node behaving well for an expensive

service is likely to behave well for a less demanding service

too, whereas the fact that a node behaves well for a simple

service gives no information about its expected quality when

providing assistance for a demanding service.

The computation of dij takes this asymmetry into account

by decreasing the distance (hence, increasing the probability

to be selected) for the reports that give a good score when the

evaluated node was at a much lower capability level, or those

that give a bad score when the evaluated node was at a much

higher capability level. Fig. 3 below explains how Equations (3)

and (4) orient the selection of the most relevant reports, and

how the chosen parameters affect the distance computation.

Indeed, each of these equations is obtained as the min of two

terms. The first term merely relates to the distance between
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Fig. 2 e Proxy reports history.
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the evaluated report and the target. It is equal toffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðdS2max þ dC2
maxÞ

p
for the points that belong to the ((STarget,

CTarget), dSmax, dCmax) ellipse, and tends to zero when a report

gets closer to the centre of that ellipse. The dSmax and dCmax,
Fig. 3 e Schematic representation

Please cite this article in press as: Ben Saied Y, et al., Trust mana
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respectively x and y semi-axes of the ellipse, express the

tolerance of the selection mechanism. The larger dSmax (resp.

dCmax), the smaller the increase of distance when Sj (resp. Cj)

gets further from STarget (resp. CTarget).
of reports selection functions.
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The second term is where said asymmetry comes into play:

it is proportional to the distance between the evaluated report

and the point (Smax, 0) for positive scores, or to the distance

between the evaluated report and the point (0, Cmax) for

negative scores. Smax refers to the most complex service in

terms of resource consumption and Cmax is the maximum

resource level that could be available at a node. A positive

report close to (Smax, 0) means that the candidate node per-

formed well for a complex service while having only few

available resources. A negative report close to (0, Cmax) means

that it performed poorly for a simple service, while being

nevertheless at the maximum of its resource availability.

The parameter h is an adjustable parameter that allows to

take into account through the second term a greater number

of significant reports, by enlarging the upper-left and lower-

right quarters of ellipses, thereby increasing the number of

considered reports.

Finally, the computed dij distance is used as follows: a

retained report Rij should have a distance dij (Rij, RTarget) < t,

with t ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dS2max þ dC2

max

p
acting as an adjustable threshold,

characterizing the similarity interval we want to use.

Three domains are represented on Fig. 3. The central el-

lipse iswhere reports are considered relevant under the dSmax,

dCmax tolerance factors. The upper-left and lower-right

quarters of ellipses, whose size can be adjusted through the

h parameter, represent the areas where reports are mean-

ingful in accordance with the score they carry. For each

domain, the darker the shading colour, the lower the dij dis-

tance. The white areas represent the portions of the graph

where the reports are not selected, since their computed dis-

tance exceeds the threshold t.

An example of the dij variation with (Sj, Cj) positive reports

for (STarget, CTarget, dSmax, dCmax)¼ (50, 70, 25, 15) is provided in

Fig. 4.
Fig. 4 e Contextual distance for positive reports. As can be seen,

are either close to the target (central ellipse), or that reflect a no

right corner).
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Using the defined distance for restricting the set of

considered reports leads to selecting only a subset of them

(from Fig. 2), as shown below in Fig. 5.

3.2.2.3. Step 3: computation of the weights wRij
for each

retained report Rij in the step 2. Among the set of selected

reports, not all have the same significance: those exhibiting

a smaller contextual distance dij are more relevant than

those with higher dij values. Meanwhile, old reports may

not always be relevant for the ongoing trust rating, because

a node may change its behaviour over time: recent reports

are thus more meaningful than reports obtained for a long

time. It is therefore necessary to assign a weighted value for

each report, which bases on those two considerations and

expresses the overall report relevance for the selection

phase.

The weight wRij of the Rij report is thus calculated as a

product of two exponential factors that respectively decrease

with the report age (tnow � tj) and the report contextual dis-

tance calculated above in step 2. The adopted scheme gives

progressively less weight to older and contextually more

distant reports.

wRij
¼ ldijqðsþ1Þðtnow�tjÞ (5)

With:

� l, q being parameters in the range of [0, 1] that express the

’memory’ of the system. q (resp. l) is adjusted according to

the expected rapidity of change in the observed node along

the time (resp. among services). The lower q (resp. l), the

lower importance the system gives to past (resp. contextu-

ally more distant) reports.

� s ¼ 1=2 � ðN2
j �NjÞ being a parameter computed from Nj (the

score given by the witness node in the report Rij) such that s
the reports having the minimal dij distances are those that

de behaving particularly well in difficult conditions (bottom
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Fig. 5 e Retained proxy reports. After computing the contextual distance of proxy Pi reports originally depicted in Fig. 2, only

those for which dij < t are retained.
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is equal to 1 when this score is equal to �1 and 0 when this

score is either 0 or 1. This way, the weight of negative score

is doubled as compared to that of neutral or positive scores.

The goal of the weighting factor s will be clarified in what

follows.

3.2.2.4. Step 4: computation of the trust value Ti for each proxy
pi. At this stage, the system is able to combine all opinions

about the evaluated proxy Pi. This happens through a

weighted average where the trustworthiness Ti of the proxy Pi
for the sought collaborative service is eventually obtained as

follows:

Ti ¼ 1Pn
j¼1 wRij

�
Xn
j¼1

�
wRij

$QRj$Nj

	
(6)

With:

� QRj (Quality of Recommendation of the node j having issued

the report Rij about the proxy Pi) is the trustworthiness score

assigned to a witness node depending on the accuracy of its

past reports. It ranges between �1 and 1, 1 representing a

very trustworthy node and�1 a node reporting the opposite

of the actual service quality.

� wRij
is the weighting factor computed above in step 3.
3.2.2.5. Step 5: provision of the best rated proxies pi. Upon

computing trust levels for all selected candidates, the trust

manager responds to the requesting node by securely

providing it with the list of the best rated nodes, in accordance

with the sought collaborative service and the respective cur-

rent statuses of the assessed proxies.
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3.2.3. Transaction and evaluation
In order to perform its planned collaborative service, the client

node relies on the list of assisting nodes obtained from the

trust manager. At the end of the transaction, the client node is

able to assess the offered service received from each assisting

node and sends a report to the trustmanager inwhich it either

rewards (positive score) or punishes (negative score) the

participating nodes. The technique carried out to assess the

offered assistance depends on the type of the service. It could

be either derived from the client node local observations or

from feedbacks received from other peers involved in the

collaborative process, such as neighbours or the destination

node. For example, in routing services, a source node is able to

detect misbehaving nodes that refuse to relay its packets

through local watchdog observations that notify it in accor-

dance with routing protocol acknowledgement syntax; the

source node is then in position to transmit this information to

the trust manager (any lightweight protocol such as the IoT-

purposed CoAP (Shelby et al., June 2013) would be relevant

for doing so). In the case of a collaborative key establishment

service, the client node is unable to locally gather information

about proxies assisting its key exchange with a remote entity.

Nevertheless, at the end of the key exchange and as part of the

regular key establishment protocol, the remote peer provides

the client node with a feedback specifying the list of partici-

pating proxies and/or those participating to the key exchange

but having sent bogus shares. Here again, the client node can

transmit this list to the trust management system using a

lightweight CoAP-like protocol.

It is then of high importance to dealwith received reports in

our TMSbyadequately taking care of the credibility of thenode

providing it. This iswhat thenext ’Learning’ operation is about.
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3.2.4. Learning
The learning phase of our proposed trustmanagement system

qualifies it as a cognitive process. This phase is what distin-

guishes a cognitive process from an adaptive one. Translated

to security scenarios, this means that adaptive security con-

sists in dynamically reacting to a change in the environment

by applying new security policies while cognitive security in-

troduces a learning step wherein an assessment of the

enforced action is carried out, which will eventually modify

the system behaviour, so that a different action may be taken

when the same situation occurs. Indeed, a cognitive process is

classically (Mahmoud, 2007) described as a cycle involving

four steps namely observation, planning, action and learning.

These steps almost straightforwardly correspond to the

phases proposed in our TMS, as depicted in Table 2.

The proposed learning phase consists of two steps: quality

of recommendation update step and reputation update step.

3.2.4.1. Update of witness nodes’ qualities of recommendation.
Having received a report evaluating an assisting node, the

trust manager learns about its behaviour. The trust manager

can then update the trustworthiness score of all nodes having

already sent a report about the same proxy, in similar

contextual conditions. The underlying idea is quite simple: a

node having previously marked as ’bad’ a proxy node that

eventually received a ’good’ score will be considered a poor

recommender (irrespective of its trustworthiness with respect

to assistance in collaborative service, if any) and its Quality of

Recommendation (QR) will be decreased (made closer to �1).

Likewise, a node having previously given a good mark to a

good-rated node will be considered as a good recommender,

and its QR will be increased (made closer to 1).

Thiscanbeachievedbyapplyingaweightedaveragefunction

for trustworthiness score for each cooperative node on each

node having sent a usable report about this cooperative node.

This weighted average function serves two purposes. First, it

avoids excessive variations of the QR. For example, a generally

good recommenderwill not suddenly be classified as a poor one

if it issuesanerroneousreport,but its recenthistorywillmitigate

itsQRdecrease. Second, theweighted average functionallows to

choose precisely to which extent a node’s QR must be oriented

either towards1 (goodrecommender),or0 (reportingnon-usable

data), or �1 (maliciously reporting the opposite of what

happened). To that respect, weighting is important since a node

being erroneous in one old report relative to a contextually

distant servicewill be far lesspenalizedthananodebeingwrong

in a very recent report about the same service, provided at the

same capability level. The QR of the node having issued the

reportused toupdate theQRs ofnodeshaving sent reports about
Table 2 e A Cognitive trust management system.

Cognitive process
terminology

Proposed TMS terminology

Observation Information gathering

Planning Entity selection

Action Transaction

Reward and punish

Learning Learn
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the sameproxynode is also an important parameter to take into

consideration in the computation of the weight: saying the

opposite of a very good recommender is more penalizing than

contradicting a barely trustworthy recommender.

Let X be a witness node that helped the trust manager to

evaluate a node P, which was used later as a proxy for

assisting the node F. Depending onwhether it has successfully

accomplished the assigned task, the node F sends a report RF

to the trust manager that contains an evaluation score N: {�1:

bad; 0: neutral; 1: good}.

The trust manager uses this report to update the recom-

mendation trustworthiness score QR of each node having

participated as a recommender during the proxy selection

stage (which means that the report issued by this node must

have been judged relevant at step 2, from contextual distance

point of view). We defined X as being one such node.

The steps the learning stage is made up of are the

following:

� First the system retrieves the n stored quality recommen-

dation scores (that is, the history of their recommendation

quality) for all witness nodes. X has for example QRx

(QR1,.,QRn�1,QRn)with QR1 being the last updated (themost

recent) quality recommendation score.

� The system then extracts the note N from the received

report RF and retrieves the weight wRX corresponding to Rx.

Afterwards, it calculates QRF, which represents the direc-

tion towards which the QR should evolve. QRF is computed as

follows:

QRX
F ¼ CF � r



r ¼ �jNXeNFj þ 1
CF ¼ wRX � QRF

1

(7)

In the above formula, r is computed from Nx (the note pre-

viously given by X) and NF (the note just given by F) such that r

is equal to 1 when these notes are identical, to �1 when they

are opposite and to 0 when they differ by 1. r is therefore the

value towards which the weighted average function should

lean the QR of the witness node X, since this latter must tend

towards 1when the report is coherentwith the newly received

one, and tend to �1 when it contradicts it.

In accordance with our weighted average approach, CF is

the weight of r. As explained above, CF increases when the

weight of the report previously sent by X is high (an error by X

is less tolerable if it pertains to a similar context). It also in-

creases if F is a good recommender, as expressed with the QRF
n

factor (the current recommendation quality of node F).

Finally, the system computes the new recommendation

quality N_QR for node X as follows:

N QRX ¼ 1Pn
i¼1 ci þ jCFj

�
 Xn

i¼1

ci$QRi þ QRX
F

!
(8)

The last term of this weighted average, r (in the form of QRF

that includes its weighting factor) has already been discussed

above. The other terms are the QRi, which are representative

of the history of X’s recommendation quality. Their respective

weightings, ci, are computed such as to be weighting values

that assign a higher weight to the latest recommendation

quality values. We propose to have ci defined as (q being pre-

sented in Step 3):
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ci ¼ qðtQR1�tQRi Þ (9)
Once computed, the N_QR value is added to the QR historic

list, stored in the trust and reputationmanager. It will be used

as a recommendation quality for the future processes.

N_QR can fall off to below zero and becomes negative

which means that the witness node is reporting the opposite

of the real service quality. At that time, instead of applying a

report discard, we propose to consider the opposite of what is

provided.

3.2.4.2. Update of assisting nodes’ reputation levels. We

distinguish in this work between trust and reputation con-

cepts. While trust measures the ability of a node to fulfil a

specific task in a specific context, reputation refers to the global

opinion of a node’s trustworthiness in the network after

having provided assistance for various services. The reputa-

tion level of an assisting proxy Pi is computed as follows:

RepPi ¼
0
@ Xn

j¼1

cj$N
Fj$QRFj

1
A (10)

NFj is the score given by the requesting node Fj having ob-

tained the assistance of Pi for a specific service and QRFj is its

quality of recommendation. Theweighting factor cj, presented

above, is applied to gradually forget old feedbacks.

It is important to update reputation levels of nodes in the

network after each interaction in order to identify assisting

nodes commonly judged as untrustworthy. Upon receiving a

feedback from the requester node F, the trust manager takes

into account its evaluations to recalculate the reputation

levels of the involved assisting nodes. If the reputation level of

one of these falls below a certain threshold, its activity is
Fig. 6 e Considered
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interrupted and it is added to a list of ill-reputed nodes. It is

also reported by the trust manager to the network operator,

which may then examine the reasons for its misbehaviour.

Indeed, a node might provide erroneous information or bad

services either due to a deliberate, malicious misbehaviour, or

just as a result of a malfunction or an environmental change.
4. Performance analysis

We conducted in this section an experimental study to verify

and prove the effectiveness of the proposed system in man-

aging trust and enforcing collaboration between nodes. The

studied network model depicted in Fig. 6 is deduced from the

IoT paradigm we envision: we consider a local IoT infra-

structure that interconnects heterogeneous nodes with

different capabilities (e.g. battery-powered devices and un-

constrained nodes that could be either line-powered or having

energy harvesting capability). These nodes are connected to

the Internet and able to communicate with external peers not

belonging to the same infrastructure through a decentralized

pattern. There exists a local trust management systemwithin

this infrastructure that manages collaboration between nodes

for multiple networking services.

Experiments were run using a purposely designed simu-

lator on which the creation of databases, trust patterns, be-

haviours and interactions model was easier than with

classical network simulators.
4.1. Initial setup and QR evolution

The simulation configuration in Table 3 was used:
network model.
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Table 3 e Simulation configuration parameters.

Number of nodes 200

Number of constrained nodes 100

Poor witness nodes (%) 20%

Malicious assisting nodes (%) 10%

Initial quality of recommendation (QR) 1

Services 6

Table 4 e Simulated node attribute set.

Node ID 12

Position (x,y,z) (600,20,0)

Energy Level 100

Quality of recommendation (QR) 1

Services {S4,S2}

Malicious node False

R_QR 0.8
Fig. 7 e A perfect recommender (QR [ 1) is recognized as

such by the TRM, which constantly assigns it the "100 score
as quality of recommender. No incident interferes with this

rating.

Fig. 8 e Here, a node that is intrinsically a perfect

recommender has its quality of recommender score

initialized at 1. Two incidents, caused by poor witnesses’

errors cause the TRM to decrease the score. However, the

system behaves properly and quickly restores the proper

value.
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Constrained nodes are unable to provide assistance to

other nodes but are capable to assess the offered assistance

and send reports to the trust manager. Each of the simulated

nodes is characterized by a set of attributes, e.g. for node 12

(Table 4):

This node is located at location (600, 20) with a maximum

energy level. It is able to provide assistance for the service 4

and 2. From the system point of view, its quality of recom-

mendation is initially set to 1 in order to be adjusted pro-

gressively revealing its real trustworthiness level as a witness

node. Meanwhile, a real quality of recommendation R_QR (set

in this example of node to 0.8) transparent to the trust man-

ager is set, that defines the intrinsic behaviour of each node

when reporting evaluations about other nodes.

As mentioned in the design of our solution, received re-

ports about other nodes are then used as input in the trust

manager in order to calculate trust values; a clear vision of the

quality of recommendation influences thus directly trust

computations, leading to reliable decision makings and of-

fering the best assistance to requesting nodes: discarding

poor/lying recommenders and promoting efficient recom-

mending nodes are indeed required in order to have the

computed trust match the actual trustworthiness of an

assisting node.

This provides uswith a simplemeans to checkwhether the

proposed TMS behaves properly: if yes, the interpolated

quality of recommendation should tend towards the real

quality of recommendation. The figures below show examples

of the evolution of the quality of recommendation for some

nodes (Figs. 7e10).

Simulation results confirm the proper operation of the

proposed trust management system. As shown above, posi-

tions of curves in the vicinity of the R_QR prove that the in-

tegrated learning module performs properly and succeeds in

fine-tuning the quality of recommendations.

4.2. Comparison of reactions against attacks

In order to prove the effectiveness of our TMS, we evaluate its

conduct towards the commonly studied attacks that may
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occur in trust management systems namely bad mouthing

attack, on-off attack and selective behaviour attack

(mentioned earlier in the paper):

4.2.1. Protection against on-off attack
This attack exploits the forgetting property of trust manage-

ment systems, which gives more weight to recent recom-

mendations. A dishonest entity can take advantage of this

property and behave alternatively well and badly, since it can

compensate past bad behaviours by behaving well for a period

of time and eventually regaining trust. This attitude is referred

to as an on-off attack.
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Fig. 9 e We see here a situation where the considered node

is a good, yet not perfect, recommender. QR [ 0.77 means

that the node, though generally giving a good

recommendation, will be erroneous 23% of time. Hence, as

compared with the previous case, this node’s quality of

recommender is not only affected by poor witnesses but

also by its own errors.
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In order to make our trust model robust against such at-

tacks, we adapt our system such that a bad behaviour will be

memorized for a longer time than a good behaviour. We

accordingly add a weighting factor s in the computation of the
Fig. 10 e With an even lower real QR, the node’s score is

regularly affected by its own mistakes, in addition to the

erroneous reports from poor witnesses. The score

therefore oscillates between 0 (node is estimated to issue

useless reports) and 1 (node is estimated to issue

trustworthy reports), with rare occurrence of negative

scores (node is estimated to be intentionally issuing false

reports). Mitigation of these oscillations would require

relying on non-linear formulae: trying to mask them with

slower increase/decrease slopes only would also slow

down the convergence of the system for recognizing a fully

trustworthy node (more frequent case) and would

therefore damage the entire system behaviour.
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report age in step 2, so that we make negative scores appear

less old, compared with neutral and positive nodes.

This decision discourages dishonest nodes to recurrently

switch between bad and good behaviours and require them to

perform many good actions to recover their trust values.

We see in Fig. 11 a situation where the node changes its

behaviour alternatively. It behaves well for the ten first in-

teractions. Then it provides bad services for the second ten

interactions and reverts to normal. Without considering s

(blue graph), the system takes more time to detect the bad

behaviour of the node since the node past good behaviour is

more emphasized, and therefore hides the malicious transi-

tion for longer. Once the system recognizes this bad behaviour

and starts to slightly decrease its trust level, the node stops

bad behaviours and regains trust.With the use of s (red graph),

the system detects earlier the node misbehaviour and de-

creases its trust level. Since bad behaviours arememorized for

a longer time, it takesmuch longer for the node to regain trust

from the system point of view. (in the web version)

4.2.2. Protection against bad mouthing attack
As long as reports from witness nodes are taken into account

in a trust management system, the risk of receiving wrong

recommendations is present. A bad mouthing attack occurs

when malicious nodes provide dishonest recommendations

to drop trustworthiness of honest parties. Our TMS defends

against this attack by building and updating separately trust

recommendation values from regular trust values. As pre-

sented above, Quality of recommendation scores (QRs) are

updated by checking consistency between the current evalu-

ation and previous recommendations used during the proxy

selection phase. A malicious witness node can be detected

during the learning process by putting its dishonest recom-

mendations up against others’ evaluations, which progres-

sively decreases its QR and reduces the impact of its future

recommendations. As shown in Fig. 12, without considering

the QR, the trust level of an honest node (red graph) signifi-

cantly drops when impacted by a bad mouthing attack

(characterized in this case by a group of ten witness nodes

sending negative evaluations about a well-behaving assistant

node). Considering the QR of a node when assessing its re-

ports, the system becomes able to decrease the QR of these

malicious witness nodes by putting their dishonest
Fig. 11 e Trust level evolution of the in presence of on-off

attack.
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Fig. 12 e Trust level evolution of the in presence of bad

mouthing attack.

Fig. 13 e Trust level evolution in presence of selective

behaviour attack.
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recommendations up against others’ evaluations. Our trust

model (blue graph) decreases in a first time the node trust

level but quickly recovers its trustworthiness by reducing the

impact of wrong reports provided by malicious nodes. (in the

web version)

4.2.3. Protection against selective behaviour attack
While a dishonest node switches between bad and good be-

haviours over time in the on-off attack described above, it can

also behave alternatively badly and well between services.

This attack is referred to as selective behaviour attack. If a

node behaveswell for simple services, it can still behave badly

for other resource-demanding services. Thereby, the average

trust level will remain positive and the nodewill selfishly save

energy.

Existing trustmodels suffer from this attack since they rely

on a unique trust value that globally characterizes a node

including all assisted services. Our system defends against

selective behaviour attack through the implementation of a

functional model that assigns multiple trust values to a node,

in relationwith all assisted services. A node thatwould always

perform poorly in demanding collaborative services would

always receive bad scores, which would not be compensated

for by good scores obtained for good behaviour in simpler

services. In the short term, this means that the node carrying

out this attack would no longer be selected for demanding

services, which it would no longer be in position to damage. In

the longer term, such behaviour could trigger action from the

system administrator, if the accumulation of poor scores

reaches a predetermined threshold.

We consider in Fig. 13 a situation where the trust level of a

dishonest node is evaluated with respect to a resource

demanding service. We can see that this node, being consid-

ered under a global trust value, manages to hide its mis-

behaviour when performing this service. It maintains an

overall high trust level (red graph) since it compensates

received bad scores with good scores obtained for its good

behaviours in simpler services. Our trust model (blue graph)

succeeds to decrease the trust level of the node when
Please cite this article in press as: Ben Saied Y, et al., Trust mana
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performing this specific service despite its good behaviours in

other services. (in the web version)
5. Conclusion

In this paper, we presented a generic context-aware trust man-

agement system for the IoT aiming at addressing shortcomings

of prior proposals and new requirements of wireless commu-

nications. The proposed model assigns dynamic trust scores to

cooperatingnodes according to different contexts (whatwas the

status of the assisting node?) and different functions (for which

service the assistance of that node was required?). A careful

design was given to clarify howmuch confidence should be put

in a report provider. A quality of recommendation score is

assigned to eachnode reflecting its trustworthinesswhen rating

other nodes and adjusted after each interaction during the

learning phase. Simulations prove the proper operation of the

proposed TMS. We pay a particular attention to its behaviour

when subject to a class of attacks specifically designed to target

trust management systems. Results show that our proposed

system is able to withstand these attacks more efficiently than

its counterparts that exist in the literature.
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