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Abstract—We introduce a self-stabilizing group communication system for ad hoc networks. The system design is based on a mobile

agent, collecting and distributing information, during a random walk. Three possible settings for modeling the location of the mobile

nodes (processors) in the ad hoc network are presented: slow location change, complete random change, and neighbors with

probability. The group membership algorithm is based on a mobile agent collecting and distributing information. The new techniques

support group membership and multicast, and also support resource allocation.
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1 INTRODUCTION

ONE of the exciting and fast-moving trends in computing
is ad hoc communication networks. Recent develop-

ments in wireless networking are making mobile comput-
ing a viable technology [11]. Ad hoc networks [22], [24] do not
use preexisting infrastructure (such as base stations or
telephone lines), but instead rely solely on wireless links
between mobile computers, resulting in “ad hoc” network
connectivity topologies.

With the spread of wireless distributed systems, it is
imperative to find ways to simplify their programming.
One approach, which has already been applied successfully
already to “traditional” wired distributed systems, is to
provide communication primitives that hide lower-level
complications that arise due to (partial) failures and
asynchrony of distributed systems. Higher-level applica-
tions can then be built on top of these communication
primitives. Supporting higher-level applications is the goal

of group communication services.
The key features of a group communication facility are

1) indicating to each node of the distributed system which
“group” it belongs to—that is, with which other nodes it can
currently communicate,1 and 2) letting nodes within a group
communicate with each other in an ordered and reliable
manner. The first feature is called a group membership facility,
while the second feature consists of various kinds of
broadcasts and multicasts.

To gain some intuition, one may imagine a user entering
a highly populated area and receiving information on his/
her computing device through an ad hoc connection. This
may be carried out, say, by a single virtual token that is
randomly transferred from one user to the other, where
users may add information to the token, and old informa-
tion is eventually erased from the token.

Fault tolerance is very important in distributed systems
that may experience crashes of processors (mobile nodes),
failure of communication links, and unexpected noise in
message transmission. One kind of processor failure
considered in previous work is when the processor crashes
and later recovers in a state indicating that it has just
recovered from a crash; usually, it is assumed that the
processor has access to stable storage which survived the
crash. Most previous work on group communication has
assumed processor crashes.

Many fault-tolerant algorithms do not consider the case
of faults that cause a temporary violation of the failure
assumptions made by the algorithm designer. For example,
most of the algorithms that are designed to cope with
Byzantine faults do not recover if more than one-third of the
processors temporarily experience a fault and then continue
to execute their program starting from the state following
the fault. Self-stabilizing [12], [13] algorithms cope with the
occurrence of temporary faults in an elegant way. A self-
stabilizing algorithm can be started in any global state,
which might occur due to the occurrence of an arbitrary
combination of failures. From that arbitrary starting point, it
must ensure that the task of the algorithm is accomplished,
provided that the system obeys the designer’s assumptions
for a sufficiently long period. An algorithm is shown to be
self-stabilizing by showing that, starting in an arbitrary
state and assuming no further failures occur, eventually the
algorithm will eventually solve the problem of interest.

Since a group communication layer is “middleware” for
a distributed system, it is designed to execute forever, like
an operating system. Thus, it is highly unlikely that it will
never experience a transient failure, especially in highly
dynamic, wireless, mobile networks.
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1. The group can either consist of all or a subset of the nodes that are
physically reachable, thus determined by the network topology. The group
may be also defined by a common specific application in which the set of
nodes that are members in the group, are interested. In the latter case, the
group members may not be within the same connected component all the
time.
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Unlike prior work on self-stabilizing group communica-
tion [14], we focus here on algorithms that fit the special
characteristics of ad hoc networks. Mobile communication
networks, by definition, experience movement of some (or
all) of the computing entities. In such a dynamic environ-
ment, group communication services must continuously
follow the changing locations of the computers in the group;
thus, geographic location is a new parameter for problem
solutions. As nodes change location relative to each other,
connections between nodes can go up and down at a much
higher rate than that experienced in so-called “dynamic”
(wired) networks subject to link failures and repairs.

Several algorithms for ad hoc networks use flooding in
order to reach every mobile node (note that we use the
terms mobile node and processor to denote the mobile
hardware communicating computing devices that jointly
form the ad hoc network). This approach results in heavy
traffic that may use up the limited energy of the mobile
processors. In particular, in order to support self-stabilizing
group communication services, a large number of flooding
multicast messages may arrive simultaneously at a single
mobile processor. The receiving mobile processor may not
be able to process these arriving messages. Here, we take a
totally different approach, where one mobile agent becomes
responsible for broadcasting. We note that the suggested
mobile agent serves all the processors (mobile nodes) in the
group, as opposed to the common used mobile agent that
serves a particular processor (the processor that created the
mobile agent).

Another approach used for coordinating the operation of
ad hoc networks is to construct and maintain a distributed
structure such as a spanning directed acyclic graph (e.g.,
TORA [30]). This approach can be too optimistic when
changes are very frequent; for example, the TORA spanning
directed acyclic graph might never be up to date.

In our work, we do not assume that processors need to
change their location according to some specific pattern, as
suggested in [20], or that there is a set of support hosts [6]
that assist in transferring information using random walks.
In [6], it is assumed that the support hosts move faster than
other hosts and perform a random walk on a regular
spanning tree (a tree with a fixed degree for nodes), whose
vertices represent partitions of the space in which the hosts
move. The ideas of snakes and runners are presented; both
are based on forcing the processors in the support set to
move in a specific way. In contrast, we analyze particular
cases in which the communication graph of the system
changes dynamically. We do not rely on the movements of
the processors; instead, processors send an agent that
traverses the (dynamic) graph in a random walk fashion.

Finally, we note that mobile agents in the context of self-
stabilization were first studied in [23], [19] and then in [4],
[21]. To the best of our knowledge, previous works have
considered fixed communication graphs and have not
addressed group communication services.

Our Contribution. We present a new approach for
achieving a self-stabilizing group communication service in
ad hoc networks. Our approach is based on a random walk
of an agent. Therefore, we do not have to maintain a

distributed structure, such as a directed acyclic graph, in a
self-stabilizing manner.

We consider the following new analytical approaches for
ad hoc networks to be as an important contribution of our
work. Three possible settings for modeling the location of
the processors in the ad hoc network are presented: slow
location change, complete random change, and neighbors
with probability. The group membership algorithm is based
on collecting and distributing information by a mobile
agent. We detail the way the new techniques support group
membership and multicast, and offer an example applica-
tion—resource allocation.

The rest of the paper is organized as follows: The system
settings appear in Section 2. In Section 3, we discuss and
analyze random walks under different assumptions about
the mobility pattern exhibited by an ad hoc network. The
group membership algorithm is presented in Section 4 and
the group multicast algorithm in Section 5. The resource
allocation algorithm is presented in Section 6. Concluding
remarks are in Section 7.

2 THE SYSTEM SETTINGS

In this section, we detail the settings of the ad hoc
communication system. An ad hoc communication system
does not assume the existence of a fixed communication
infrastructure.

The system consists of communicating entities, which we
call processors. We denote the set of processors by P, where
jPj ¼ n � N . N is an upper bound on n, the actual number
of processors in the system, and (unlike n) is known to the
processors. We assume that n is fixed during the period of
interest. In addition, we assume that every processor has a
unique identifier.

Every processor pi executes a program that is a sequence
of steps. For ease of description, we assume the interleaving
model, where steps are executed atomically, a single step at
any given time. A step of pi includes the execution of a
sequence of statements. In addition, pi may receive and send
(from/to a neighboring processor) a special message, called
an agent, as the first and the last operation of a step,
respectively. Note that it is possible that two (or more)
consecutive steps of a certain processor may involve
receiving agents. An agent is a program coupled with a
program state (the program state is also called briefcase).
The description in terms of mobile agents is more
convenient than a description in terms of tokens (although
the underlying implementation of both agents and tokens
using message-passing is alike.) A token does not carry a
program to be executed. The use of agents allows us to
change the algorithm on-the-fly without reprogramming all
the ad hoc units. The agent program may be repeatedly
copied from a reliable and updated source, such as a fixed
base station. Whenever the agent arrives at such a station,
the new program is replaced with the agent’s current
program. In the sequel, for example, we present several
schemes for achieving group communication in an ad hoc
network. It is possible that an outside observer will assist in
choosing the current scheme (from a set of possible
schemes, or even impose a new scheme fitting his particular
system settings) by changing the program carried by the
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agent. The infrastructure used by the agent is relatively
simple; in fact, one may set it up using existing primitives
that support weak mobility, such as Ajanta (see [34]).

Processors use the agents to communicate with each
other. The program of the agent may have permission to
read and write variables of the processors. In this way,
processors and agents change one another’s state. Agents
that arrive at a processor pi are stored in a set Ai. We
assume that jAij � ð�þ 1Þ, where � is the maximal
possible degree of a node in the graph. Thus, the amount
of space required for Ai is bounded.

Whenever aj is in Ai, we say that aj visits pi and pi hosts
aj. pi executes steps in its own program and steps of an
agent from Ai. During the execution of a step of the
program of pi, pi may receive new agents and then access
and modify Ai. For example, pi may recognize that two
agents should “collide” and merge these agents into a single
agent in Ai.

When pi executes a step of aj it changes the state of aj to
be the state of the program of aj following this step
execution. Then, pi sends aj to a neighboring processor
pnext. The atomic step between two configurations that
changes the hosting processor of agent a is called a move of
agent a. We note that the terms “agent move” and “agent
(atomic) step” are different. In the sequel, we choose pnext
randomly among the neighbors of pi and, hence, perform a
random walk.

The state si of a processor pi consists of the value of all the
variables of the processor, including the value of its program
counter. Every execution of a step in the algorithm changes
the state of a processor (in particular it may change the value
of Ai). A full description of the state of an ad hoc system at a
particular time is a vector c ¼ ðs1; s2; � � � ; sn; GðV; EÞÞ of the
states of the processors and the topology of the current
communication graph GðV; EÞ, where V is the set of
processors with their coordinates in the plane, and E is the
set of edges implied by the location of the processors and the
common (or individual) communication radius rd of the
processors. In other words, a node pi 2 V represents a
processor with its coordinates in the plane, and an edge
ðpi; pjÞ 2 E represents the fact that pi and pj can communicate
with each other. Note that we do not assume that processors
are aware of their location. We assume that pi executes an
algorithm that discovers the neighbor si set, such that the
geographical distance between pi and pj 2 neighbor si is no
more than some fixed value rd. neighbor si is symmetric; that
is, pj 2 neighbor si implies pi 2 neighbor sj. The term system
configuration is used for c ¼ ðs1; s2; � � � ; sn; GðV; EÞÞ. Note that
we assume that messages (agents) in transit are part of the
state (input buffers) of the receiving processors and, there-
fore, the vector of processor states and the current commu-
nication graph fully describes the system state.

We define an execution R ¼ c0; r0; c1; r1; . . . as an alter-
nating sequence of system configurations ci and steps ri,
such that each configuration ciþ1 (except the initial
configuration c0) is obtained from the previous configura-
tion ci by the execution of the step ri. Note that ri is either a
step of the program of a processor p or an agent activation
by p. In the latter case, an agent may be sent to a processor
that is a neighbor of p (where neighbors are defined by the

communication graph in ci). In addition, ri may be a change
in the communication graph due to a movement of pi. Thus,
the only components that can be changed due to the
execution of ri are the state of p, the state of a neighbor of p
(pnext), and the communication graph GðV; EÞ. An execution
is fair if every processor executes a step infinitely often.

In this work, we use random walks for broadcasting
information. Thus, we consider (fair) executions in which
the random walk succeeds in arriving at all nodes in the
system. We define a nice execution to be a fair execution in
which: 1) there exists a single agent and 2) the single agent
arrives at every processor in, at most, every M consecutive
agent moves, where M is a constant that depends on n.

In the sequel (in Section 3), we compute the probability
of eventually having a nice execution in several common
cases. The probability is calculated by assuming that we
start with an arbitrary configuration and with an arbitrary
number of agents. Then, we prove that every nice execution
must eventually solve the task, as explained below.

One key issue that supports nice executions is the radius
of the transmission. Note that a large radius essentially
results in a complete graph (in which we will show there is
high probability for nice executions). Another mechanism,
described in the sequel, is the time-out mechanism, which
enables the creation of an agent when no agent exists.

The task of an ad hoc system is defined by a set of
executions LE, called legal executions. A configuration c is
safe with regard to a task and the ad hoc system if every nice
execution that starts from c belongs to LE. We say that the
algorithm satisfies its task when its execution is in LE.

We require that a self-stabilizing ad hoc system will
satisfy the following conditions: 1) Starting from any
arbitrary configuration, eventually the execution becomes
nice (for a long enough period) with some positive
probability. 2) Then, we require absolutely that every nice
execution eventually reaches a safe configuration and, thus,
satisfies the task.

A self-stabilizing ad hoc system recovers from transient
faults that disturb its behavior for a limited period of time.
The correctness of a self-stabilizing ad hoc system is
demonstrated by considering every nice execution that
follows the last transient fault (note that topology changes
are not considered transient faults). The system should
exhibit the desired behavior for an infinitely long period
after a finite convergence period.

The time complexity of an asynchronous, self-stabilizing,
distributed algorithm is measured by asynchronous cycles
in a nice execution. Note that every processor executes a
step infinitely often in every (infinite) nice execution. The
first asynchronous cycle of a nice execution R is the shortest
prefix, R0, of R in which every processor executes at least
one step. The second asynchronous cycle of R is the first
asynchronous cycle of R00 where R ¼ R0R00. The following
asynchronous cycles are defined analogously.

3 RANDOM WALKS OF AGENTS

The dynamic nature of ad hoc networks makes it difficult to
collect information concerning the current topology of the
system. An attempt to collect such information will often
result in out-of-date information. Thus, we propose to use
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random walks (see, e.g., [1], [27]) as the main tool for
transferring information.

We now describe a random walk of an agent over a
dynamic graph. A processor, p, that is about to send an
agent randomly chooses a processor, pnext, from among the
processors with which it can directly communicate. Then, p
sends the agent to pnext.

The above simple random walk procedure is used for
covering the graph (broadcasting). We define the expected
cover time of a graph to be the expected number of moves
required in order for a single agent to visit every processor at
least once. For calculating the expected cover time, we
choose a starting point that results in the maximal value for
the cover time.2 We assume that a processor p that holds an
agent sends the agent to pnext within a constant number of its
own steps. Thus, the expected cover time can be described in
terms of asynchronous cycles instead of agent moves.

Some of our algorithms assume the existence of a single
agent in the system. A self-stabilizing system can be started
in an arbitrary configuration where no agent exists, or
several agents exist. We use a time-out mechanism in order
to address the first situation. When a processor pi does not
receive an agent for a predefined period of time, pi produces
an agent. Agent collisions are used to make sure that a single
agent survives. We assume that all the agents move from
one processor to a neighboring processor in a single
asynchronous cycle. The expected meeting time is an upper
bound on the expected number of asynchronous cycles until
a single agent exists. Note that the expected meeting time is
a function of the number of agents in the first configuration
of the execution. In the sequel, we show that the complexity
of the expected meeting time and the expected cover time in
the graphs that we consider is the same.

We next show that it is impossible to ensure that the
agent visits every processor in the system when the changes
in the communication graph are arbitrary (and controlled
by an adversary). We then present common cases in which
the random walk succeeds in visiting all the processors. In
the latter cases, the resulting executions are nice executions.
(Note that Sections 4 through 6 build group communication
services for the set of nice executions.)

3.1 Impossibility Result

In this section, we present a simple impossibility result that
formally demonstrates that, even when the system is always
connected (i.e., there is no permanent cut in the system), the
ad hoc nature of the system can prevent an agent from
visiting a particular processor.

Suppose that processors p1, p2, and p3 are connected in a
ring topology. Assume that p2 frequently moves toward p1,
loses connection with p3, and then moves back to p3,
reestablishing the connection with p3 and losing the
connection with p1. Note that the communication graph is
always connected and forms a chain of processors—either
p3, p1, p2 (when the connection between p3 and p2 is not
active), or p2, p3, p1 (when the connection between p1 and p2

is not active). Assuming the above topology changes, there
is an execution in which the agent never visits p2. In

particular, the agent visits p1 whenever p2 is not connected
to p1 and visits p3 whenever p2 is not connected to p3.

3.2 Viable Communication Graph

Here, we consider the case where an agent infinitely often
covers the system. We say that the link from a processor pi
to pj is viable in an execution R if, and only if, an agent
traverses the link from pi to pj infinitely often. We define
T ¼ pi1 ; � � � ; pil to be a viable path from pi1 to pil if the links
between pij and pijþ1

are viable (where 1 � j � l� 1).
We note that, unless there are two viable paths—one

from pi to pj, and one from pj to pi—there is eventually a
permanent cut in the communication graph, such that pi is
in one portion of the graph and pj is in another portion of
the graph. Note that, in the example used for the
impossibility result in Section 3.1, there is no viable path
between p1 and p2.

In order to implement a group communication service, it
is not sufficient to have a viable path between every pair of
processors. Processors need to make sure that the agent has
covered the graph before concluding that the membership
has changed. Thus, we restrict our discussion to cases in
which there is an expected upper bound for the number of
agent moves that are required for covering the graph. Note
that the expected upper bound for the number of agent
moves can be either given or estimated during the execution.

We now turn to describe several cases in which the agent
does visit all the processors in the system. First, we consider
the case in which the location changes of the mobile hosts
are slow.

3.3 Fixed Communication Graph

The value of the communication radius rd can influence the
frequency of changes in the communication graph GðV; EÞ.
At one extreme, rd is big enough to always reach every
other processor. In this case, the communication graph is
always a fully connected graph. If the communication
radius is close enough to the value that is required to reach
every processor, however, then only very few changes in
the communication graph occur.

Another consideration is the speed of processors with
relation to the speed of an agent. We may assume a fixed
communication graph when the agent is much faster than
the processors. This is the case when the time between two
changes in the communication graph is larger than the
expected time required for the agent to perform a random
walk that covers the graph. The above motivates us to also
consider the case of a fixed communication graph.

We also note that the graph is fixed for an agent when
the agent’s traversal does not visit a node more than once
during a certain traversal that covers the graph. In other
words, changes in the unvisited portions of the graph do
not influence the assumption that the graph is fixed.
Similarly, changes in portions of the graph that were visited
and are not visited again are also allowed.

For completeness, we point out that the expected
meeting time and the expected cover time of a fixed graph
have been well studied.

In [9], it is shown that, within Oðn3Þ agent moves, there is
a single agent a. In [15], it is shown that the expected cover
time is Oðn3Þ agent moves.
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3.4 Random Changes in the Graph

Here, we assume the other extreme, where the graph is

always connected, but can be totally changed between two

successive moves of the agent. We explain that a random

walk on a very dynamic communication graph is essentially

a random walk on a complete graph. The choice of

movement to a neighbor can be viewed as a random choice

of the current neighbors and then a random choice of a

neighbor from the neighbors set.
The expected cover time for a complete graph is

Oðn lognÞ [16]. In the following lemma, we show that,

within expected Oðn lognÞ agent moves, there is a single

agent a. Thus, the expected meeting time of n agents is

Oðn lognÞ agent moves.

Lemma 1. Let R be a fair execution, such that there are k > 1

agents in the first configuration of R, and no other agent is

produced in R. Then, within expected Oðn lognÞ agent moves,

there is a single agent in the system.

Proof. Without loss of generality, we may assume that

k � n, because agents in the same processor collide to

become a single agent.
Suppose that a is the first agent to move in R. Then,

the probability that a chooses to move to a processor pi
that hosts another agent is ðk� 1Þ=ðn� 1Þ. Therefore,
ðn� 1Þ=ðk� 1Þ is the expected number of agent moves in
R before we have a configuration with k� 1 agents. Since
for every 1 < k � n we have ðk� 1Þ=ðn� 1Þ > 0, the
expected number of agent moves it takes for k agents to
collide to become one agent is �i¼1

i¼k�1ðn� 1Þ=i, which is
Oðn lognÞ. tu

3.5 Neighborhood Probability

Here, we consider the case in which, for each i, there is a

fixed set N i of processors, such that each processor in N i

has a probability 1=jN ij of being a neighbor of pi when pi
chooses pnext. This case corresponds to situations where

processors are always close to their “home location” and,

therefore, have a fixed set of neighbors. For example,

perhaps two of the ad hoc mobile nodes, a and b, are usually

active in one neighborhood and are hardly ever active in

another neighborhood where c and d are usually present.

Therefore, a and b are more likely than, say, a and c to

become neighbors.

An argument similar to the one used in the previous case

can be used to prove a reduction to a fixed graph in which
pi is a neighbor of the processors in N i.

Note that it is possible that the probability for each
processor to be in N i when pi chooses pnext may not be the

same. For instance, these probabilities can be q1; q2; . . . ; ql
(qj > 0) for the processors p1; p2; � � � ; pl, respectively. In this

case, the agent can choose pj to be pnext with probability
ð1=qjÞ=ð�l

k¼1ð1=qlÞÞ. Moreover, pi may repeatedly collect

data concerning the neighborhood relation in order to

estimate qj online. In particular, pi may count during a
certain time period the number of times each neighbor has

been connected to it and use these numbers to estimate qj.
The above is in fact a reduction to the case of an

arbitrary fixed graph in which pi is a neighbor of the nodes

in Ni. Thus, the expected meeting and expected cover times

are Oðn3Þ.

3.6 Network Simulator

We have used the ns-2 [29] network simulator to estimate

empirically the expected meeting time and the expected

cover time in a situation that is difficult to model analytically;
namely, when the nodes move randomly. The results for this

case were quite good with observed average times that are
even smaller than in the case of a complete graph.

In our simulation, we use normalized units for 1) geo-

graphic distances and broadcast distances, 2) density of

processors in a geographic area, and 3) time units. Processor
movement is simulated by allowing every processor to

perform a random walk. In every time unit, every processor
executes a step moving, at most, one distance unit. A

processor that holds an agent may send the agent to another

processor that is, at most, two distance units away. The
(average) density of the processors per geographic area of

one square distance unit is one.
We simulated agent movement with different numbers

of processors n ¼ 10; 20; . . . ; 100. The geographic dimen-

sions of the area were set to preserve the processors’

density. Fig. 1 depicts the number of agent moves it takes to
visit every mobile ad hoc processor in the simulated system.

On the horizontal axis, we have the number of processors
(i.e., n), and on the vertical axis, we have the number of

agent moves. The solid line depicts the average number of
moves it takes the agent to cover the system. The dotted line

depicts a linear approximation of the moves.
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The results show that the average cover time under our
choice of settings is approximately a linear function of the
number of processors (see [2] for more details).

4 MEMBERSHIP SERVICE BY RANDOM WALKS

To state the requirements for the self-stabilizing group
membership service, we first define the view identifier vid
of a group. Every processor pi in the system has a Boolean
flag gi that indicates whether it wishes to be a member of
group g. Group membership can change during the
execution, as processors may join and leave a group.
Changes in the set of members cause the establishment of
a new view for the group. A view of a group g is a list of the
members of g, denoted member sg, which never exceeds N
in size, and a view identifier vid. We assume that the agent
has a variable in which the vid is stored. We note that a new
vid is chosen by incrementing the previous vid modulo a
bounded number of identifiers, I , that ensures an ordering
between the existing views in the system. The bound on I is
a system parameter (which can be set by the system
administrator) that depends on the expected time in
between two instances in which all the processors are
connected and covered by an agent; such an instance may
be used to resolve view identifier conflicts, and record a
uniform vid value for all the processors. Once the view
identifiers are the same, the ordering of the next vids is well-
defined as long as the next instance in which all processors
are connected takes place before the vid reaches the
recorded value once more.

4.1 Group Membership Requirements

Requirement 1. For every nice execution, R, and every pi 2 P,
if gi has a fixed value during R, then R has a suffix such that
pi appears in membersg if, and only if, gi ¼ true.

Requirement 2. Every nice execution in which all the gi
variables have fixed values has a suffix in which vid is not
changed.

Since there is no interaction between groups, we consider
a specific group g and describe the membership service for g.

We use an idea that is similar to the time-to-live
technique (see, e.g., [33]). The agent carries a list,
member sg, of members in the group g and a list of
corresponding counters lvs—a counter value, lvi, for each
pi 2 member sg. Whenever an agent visits pi, pi assigns a
predefined value ttli to lvi. The value of ttli is a function of
the (expected) number of agent moves required to cover the
communication graph; this value can be changed by pi
when the estimated number of nodes is adjusted (see
below). The value of each lvi 2 lvs is decremented by 1
whenever the agent is received by a processor. We say that
pi is an active member in g when the value of lvi > 0.

In the sequel, we describe our method for the cases in
which the expected cover time is OðN3Þ. This expected
cover time fits the fixed graph case and is also the maximal
value among the mobility pattern we have described. Thus,
this value should be used if the system administrator does
not have a better estimate for the system mobility pattern.
Cases in which a better estimate exists for the expected
cover time are handled analogously. We use kN3, for some
k > 1, as an upper bound for both ttli and lvi, where k is a

security parameter on the expected cover time. The bigger k
is, the more likely that a node will not be falsely assumed to
have dropped out because of an unfortunately long random
walk; on the other hand, new views may not be established
in a timely fashion when processors are disconnected. In the
context of a self-stabilizing algorithm, we have to bound the
value of the variables. We note that the values of ttli and lvi
cannot exceed kN3.

In the previous section, we assumed the existence of at least
one agent. Since we are interested in a self-stabilizing mem-
bership algorithm, we now present techniques that ensure the
existence of a single agent. There are two cases to consider:

No agent exists in the system. Here, we use timers
rather than an asynchronous distributed algorithm for
detecting the fact that no agent exists. The reason is that
our approach can be applied to ad hoc networks with
changes that are too frequent for performing an asynchro-
nous distributed algorithm to detect the above situation.

The first simple approach uses an upper bound on the
expected cover time of the agent (which is a function of N).
A processor creates an agent if it does not receive an agent
for a time that is proportional to executing OðCT Þ agent
moves, where CT is the expected cover time for the system.

It is possible that, due to a partition, the system will
consist of n << N processors. We would like to avoid a
waiting time of OðN3Þ agent moves, before detecting that
an agent does not exist in the system. We describe a
technique that enables the processors to create a new agent
after a waiting time that is proportional to Oðn3Þ agent
moves. We note that the stabilization time of a self-
stabilizing algorithm that has to ensure the existence of an
agent and in which processor pi may wait for T moves, is
at least T moves. The reason is that the system can be
started in a configuration in which no agent is in the
system, and all processors are in a state in which they start
to wait for T moves.

In the sequel, we show how the processors can learn the
estimated number of processors. We propose that a
processor pi will send a special agent, called scouter,
following a predefined (relatively short) time period in
which no scouter visited pi. A scouter will update the
processors regarding the estimated number of processors
once it discovers (with high probability) that it has covered
the entire system. A scouter is a “light weight” agent that
does not execute the group communication algorithms. The
briefcase of a scouter contains a list of the processors it
visited. A collision of scouters at a processor eliminates all
scouters except one. More details are given in Section 4.1.

Several agents in the system. We use the fact that agents
collide during their random walks to ensure the reduction
of the number of agents. A collision occurs when the agents
are listed together in the set Ai of a processor pi. For
simplicity, we set the value of member sg of the new agent
to include only the identifier of the processor, pi, that
created the agent and the value of lvi.

Whenever a processor pi that holds an agent discovers
that the set of members in the group has changed, it chooses
a new view identifier. A change in the set of members can
be due to the fact that a processor voluntarily changes its
membership status in group g, or an identification of a
connection loss with a processor pk (when lvk � 0).

The formal description of the algorithm appears in Fig. 2.
Upon agent a’s arrival, we decrement every lv counter by

898 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 5, NO. 7, JULY 2006



one (line 1.1) and add a to Ai (line 1.2). Then, we reset the
clock that measures tpi time period (line 1.3). When tpi
expires, we create a new agent (line 2). We use the function
create an agent for this task. A new agent is created when
agents collide (line 3.1.1). The newly created agent replaces
all the agents in Ai. Line 3.2.2 stores the current list of
members (later used in line 3.2.6). Lines 3.2.3 to 3.2.3.2
remove any node that has been flagged as disconnected.
Lines 3.2.4 to 3.2.4.2 add i to the membership upon a
request, while lines 3.2.5 to 3.2.5.1 remove i. Line 3.2.6
creates a new view if the list of members has changed. Lines
3.2.11 to 3.2.12 forward the agent to a randomly chosen
neighbor. Lines f.1 to f.3 create a new agent.

Next, we prove that our algorithm satisfies the member-
ship service requirements. Recall that we define a nice
execution to be an execution in which 1) there exists a single
agent and 2) the single agent visits every processor in the
system within, at most, every M consecutive agent moves,
where M is a constant (that depends on n).

Lemma 2. Every nice execution of our algorithm satisfies
Requirement 1 and Requirement 2.

Proof. Let R be a nice execution, and a be the agent.

We first prove that Requirement 1 holds. Within M

agent moves, a visits pi.

Suppose that gi ¼ true throughout. Then, in every

visit of a to pi, lines 3.2.4.1 and 3.2.4.2 are executed, and

line 3.2.5.1 is not executed. Therefore, immediately after

the first visit of the agent at pi, it holds that pi appears in

membersg. The fact that ttli �M implies that a visits pi
again before a:lvi � 0. Therefore, after the first visit of a

in pi, lines 3.2.3.1 and 3.2.3.2 are not executed in R.

Suppose that gi ¼ false throughout. Then, in every

visit of a to pi, lines 3.2.4.1 and 3.2.4.2 are not executed,

and line 3.2.5.1 is executed.

Therefore, after the first visit of the agent to pi, pi does

not appear in membersg.

The proof is completed since lines 3.2.3.1, 3.2.4.1, and

3.2.5.1 are the only lines in the algorithm that remove or

add to members.
We now turn to prove that Requirement 2 holds as

well. Suppose all gi variables have fixed values. Since
Requirement 1 holds, we can conclude that after M agent
moves pi appears in membersg if, and only if, gi ¼ true.
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Therefore, a:membersg is fixed after M agent moves, and
line 3.2.6.1 is not executed. Hence, both a:vid and
a:membersg are fixed after M agent moves. tu

Note that pi appears in (respectively,, is removed from)
a:membersg following ttli agent moves, in which the value
of gi is true (respectively, false). Thus, the time it takes to
reach a legal execution in which the values in a:membersg
and a:vid reflects a traversal of the agent in an initialized
execution(an execution in which a single group exists and
this group does not include any processor).

4.2 Accelerating Stabilization by Estimating n

We now show that it is possible to quickly estimate the
actual number of nodes n in the connected component (see,
e.g., [17] for a similar approach in the nondistributed case).
This estimate can be used in place of the upper bound N
when calculating the values of tpi, lvs, and ttli. Having a
more accurate upper bound on n will ensure that the system
will react faster to changes such as addition/removal of a
processor. Roughly speaking, the estimation algorithm is
used to ensure the existence of a single agent faster, but at
the same time requires more (short) messages to traverse
the system simultaneously. There is a trade-off between the
time it takes for estimating n and the frequency of sending
scouters, which in turn influences the number of messages
present in the system. Fast stabilization to a correct estimate
requires frequent scouter creation, and conversely, less
frequent scouter creation implies a longer stabilization
period. We note that there are situations in which the
number of scouters in the system can be dramatically
reduced while the stabilization time is not changed much,
i.e., if the frequency of scouter creation is reduced from
every single time unit to every other time unit, then the
number of scouters is approximately halved while the
expected stabilization time is still of the same order.

As mentioned earlier, a processor pi will send a special
type of agent, called scouter, following a predefined
(relatively short) time period in which no scouter visited
pi. A scouter can be viewed as a “light weight” agent that
collects indications concerning the alive processors in the
system. The briefcase of a scouter contains a set of
identifiers of the processors that the scouter visits—this
set is called alive. The briefcase of a scouter also includes,
for each processor pj in alive, a counter lvj which counts the
number of scouter moves since the last visit of the scouter to
the processor pj. The set of the lv counters of the processors
in alive is called lvs. Whenever a scouter moves from pi to
pj, all the lvs counters are incremented by 1 except lvj,
which is set to zero.

The number of identifiers in the alive set serves for
estimating the number of processors in the system. The
estimated number of processors in the system is distributed
to the processors in the course of the scouters’ random walks.

Roughly speaking, the lvs counters are kept small for
existing processors and become large for nonexistent
processors. The random walk ensures with high probability
that existing processors will be visited often (every so many
scouter steps, which is a function of the actual number of
processors) and, therefore, will be assigned zero every so
often. On the other hand, counters of nonexistent processors

in lvs will be incremented up to ‘ðscÞ � CT ðN þ 1Þ. We

define ‘ to be a safety function that uses the current scouter

data to define the number of cover times required before

removing processors from the alive set of the scouter and

before deciding that the scouter is mature (the maturity of a

scouter is defined in the sequel). We define CT ðnÞ to be the

expected cover time for a system with n processors.
The idea for estimating the number of active processors

quickly is to sort the counters in lvs according to their

values and then find a “too large” gap between two

successive counter values; namely, a gap between the

ðjk�1Þth and the ðjkÞth smallest counters in the sorted lvs

counters, such that lvjk�1
� lvjk is (much) larger than the

expected cover time of a system with k processors.
The code of the estimation algorithm is presented in

Fig. 3, and the code in Fig. 3 is similar to the code presented

in Fig. 2; the changed code lines (1.1, 3.1.1 3.2.2 to 3.2.6, and

f) are marked in bold. In line 1.1, the scouter increments by

one the moves counter of every node with index in alive.

Note that the counter value is bounded by the maximal

number of moves that a scouter may take (without visiting

pj) before considering pj to be not connected. This upper

bound depends on the expected cover time, CT , and the

safety function, ‘. We note that the larger the value of ‘, the

more reliable the estimate for the number of active

processors, but the longer it takes to stabilize.
Processor pi resets the clock that measures the time

period in between successive scouter visits in pi (lines 1.3

and 2.3). The timeout clock reset command sets the clock by

a predefined (constant) time period, which is defined by the

system administrator.
In line 3.1.1, pi chooses a single scouter among the

scouters hosted by pi. The function First returns a scouter

sc 2 Ai, such that sc:sm is maximal. If there are several such

scouters, then pi chooses one of them arbitrarily.
In lines 3.2.2 to 3.2.3, pi adds its identifier to alive and

sets its corresponding moves counter to zero. In line 3.2.4,

the ConPrefix function is executed. The function removes k

from the alive set using the following criteria: Let

lvj1
; � � � ; lvjm be the increasingly ordered sequence of the

counters in lvs. The scouter removes any jm from alive,

such that there exists a k � m, for which lvjk � lvjk�1
is

greater than ‘ � CT ðkÞ. This means we choose a gap in the

lvs of the kth and ðk� 1Þth elements, such that this gap is

larger than the number of scouter moves required to

explore (in a random walk fashion) a connected component

of k processors. In line 3.2.5, the scouter moves counter, sm,

is incremented by one. The moves counter value is

bounded by the (expected) maximal cover time (in terms

of number of moves) of a system with N processors. Newly

created scouters visit only a portion of the system and,

therefore, cannot have the estimated number of processors

until they perform a large enough number of moves in

which the set of processors visited is fixed. That is, a

processor updates its estimate number of processors, only

when the scouter has already taken ‘ðscÞ � CT ðjalivejÞ
moves (line 3.2.6). The size of alive is assigned to the

estimated n variable of the visited processor.
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Lines f.1 to f.3 create a new scouter. In line f.1, pi empties

the alive set. Line f.2 sets the scouter moves counter to zero.

Line f.3 returns the newly created scouter.
We now turn to demonstrate the correctness of the

algorithm presented in Fig. 3. We consider fair executions in

which there exists a scouter sc in every configuration. Note

that every fair execution has a suffix in which in every

configuration there is a scouter; this suffix is reached

(following a constant/short time period) at most after the

first creation of a new scouter in the execution.
We consider a fair execution R in which the random

walks of existing scouters behave as if the communication

graph is fixed as discussed in Section 3 (other cases are

analyzed analogously).
Lemma 3 shows that the value of sc:lvk is eventually the

number of scouter moves that the scouter sc took since the

last visit of sc to pk.

Lemma 3. Let R be a fair execution that starts in configuration

c0, and let c1 be a later configuration of R. Let sc be a scouter

in c0 and in c1. Suppose that k 2 sc:alive in c0 and c1. Let x be

the value of sc:lvk in c0, and y be the value of sc:lvk in c1.

Then, y ¼ minðxþ z; ‘ðN þ 1Þ � CT ðN þ 1ÞÞ, where z is the

number of moves sc takes between c0 and c1.

Proof. By the algorithm presented in Fig. 3, only line 1.1

modifies sc:lvk, increasing its value by one in every

scouter move. Hence, the lemma. tu

Lemma 4 is demonstrated by arguments similar to

Lemma 3, this time considering the moves counter of a

scouter.

Lemma 4. Let R be a fair execution that starts in configuration c0

and let c1 be a later configuration of R. Let sc be a scouter in c0

and c1. Let x be the value of sc:mc in c0 and y be the value of
sc:mc in c1. Then, y ¼ minðxþ z; ‘ðN þ 1Þ � CT ðN þ 1ÞÞ,
where z is the number of moves sc takes between c0 and c1.

Lemma 4 implies that a newly created scouter sc cannot
distribute an estimate (i.e., execute line 3.2.6.1), before
taking ‘ðjsc:alivej þ 1Þ � CT ðjsc:alivej þ 1Þ scouter moves.

In the next two lemmas, we assume the existence of a
single scouter. Later, we extend the results to the case in
which there are at most n � N scouters in the system.

Lemma 5 shows that the scouter does not remove
identifiers of processors that it does visit.

Lemma 5. Let R be a fair execution that starts in configuration c,
and let sc be a scouter in R. For every (positive integers) n and
x > 1, there exists ‘ such that in a suffix R0 of R, that
immediately follows the first ‘ � CT ðnÞ scouter moves of sc in
R, the probability for every pj 2 V that j will not be in sc:alive
is less than 2�x.

Proof. We compute the probability of the existence of a
configuration c0 in R0 in which j does not exist in
sc:alive. The expected cover time of the system is CT ðnÞ;
thus, the probability that a processor in the system is not
visited in the ‘ � CT ðnÞ scouter moves that immediately
precede c0 is 2�‘.

In case pj is visited during these moves, pj may be
removed later due to the execution of ConPrefix.
Consider the configuration c1 in which the scouter visits
pj for the last time prior to c0. pj may be removed from sc
only if there is a (large) gap in the lv values of the
processors that are visited in the execution that starts in
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c1 and ends in c0. Let m be the number of distinct
processors visited following c1 and before c0. We now
analyze the probability for such a gap to occur.

We now choose ‘ to be a function of k as follows:
‘ðkÞ ¼ 2 log k.

Let Prðk; ‘ðkÞÞ, 1 � k � m, be the probability that sc
takes more than ‘ðkÞ � CT ðkÞ scouter moves, while
visiting a set of k� 1 processors and not visiting any
(of the n� kþ 1 � m) other processors. This is in fact the
probability that ConPrefix will remove existing proces-
sors due to a gap between the k� 1th and the kth lv in
lvs. We will now accumulate the probabilities of such
events for each 1 � k � m.

Note that sc adds its current host to alive (in lines 3.2.2
and 3.2.3), thus it is obvious that Prð1; ‘ð1ÞÞ ¼ 0. Also,
recall that the expected cover time of k processors is
CT ðkÞ; hence, the probability of covering k processors in
CT ðkÞ scouter moves implies that Prðk; 1Þ < 2�1, and
Prðk; ‘ðkÞÞ < 2�‘ðkÞ. Since we choose ‘ðkÞ ¼ 2 log k, we
have Prðk; 2 log kÞ � 1=2log k2 ¼ 1=k2, for any 1 < k � m.
We now compute the probability that for some
1 � k � m, ConPrefix will remove existing processors
from alive. Since we choose ‘ðkÞ ¼ 2 log k, we have
�m
k¼1Prðk; 2 log kÞ ¼ �m

k¼21=k2 < 1=2. To have a probabil-
ity smaller than 2�y for the removal of pj, we may choose
‘ðkÞ ¼ 2y log k, which implies

�m
k¼1Prðk; 2y log kÞ ¼ �m

k¼2ð1=k2Þy < 1=2y:

The value of x is a function of y that can be
determined in a straight-forward manner. tu

Lemma 6 completes the proof of the algorithm presented
in Fig. 3 by showing that identifiers of nonexistent
processors are quickly removed from the alive set of
scouters.

Lemma 6. Let R be a fair execution that starts in configuration c,
and let sc be a scouter in R. For every (positive integers) n and
x > 1 there exists ‘, such that, in a suffix R0 of R that
immediately follows the first 2‘ � CT ðnÞ scouter moves of sc in
R, the probability for every j 2 sc:alive that pj will not be in V
is less than 2�x.

Proof. For every configuration c0 in R0, the set aliveðc0Þ is
the set of identifiers that are in both the sets sc:alive
and V of configuration c0. Define max aliveðc0Þ to be
maxm2aliveðc0Þ sc:lvm.

Let floatingðc0Þ be the set of identifiers of processors
that are not in V that appear in the sc:alive set of
configuration c0. Define min floatingðc0Þ to be

min
m2floatingðc0Þ

sc:lvm:

We now analyze the probability for floatingðc0Þ to be
nonempty.

Note that the set floatingðcÞ of the first configuration c
of R is a superset of any floatingðc00Þ where c00 is a
configuration in R. sc does not visit any member of
floatingðc0Þ during R; thus, in every scouter move from c
to c0, the lv of every floatingðc0Þ is incremented by 1.

By Lemma 3, the fact that floatingðc0Þ 6¼ ; implies that
min floatingðc0Þ equals

minðmin floatingðcÞ þ z; ‘ðN þ 1Þ � CT ðN þ 1ÞÞ;

where z is the number of moves sc takes between c and c0.
In particular, min floatingðc0Þ is greater than 2‘ � CT ðnÞ.
By Lemma 5, the probability that max aliveðc0Þ is smaller
than ‘ � CT ðnÞ is no more than 1=2x. Therefore, the
probability that line 3.2.4 does not remove all the
members of floatingðc0Þ from sc:alive is less than 1=2x. tu

Corollary. For every x > 1, there exists a logarithmic function ‘
of the maximum number of scouters (one scouter for each
existing processor) in the system, such that the probability that
every scouter sc notifies each processor with the number of
processors in the system within Oðl � CT Þ moves of sc is
1� 2�x.

Proof. Lemma 3 and Lemma 6 assumed a single scouter. In
case we have k scouters, the probability that sc:alive is not
identical toV is increased. We have to choose the ‘ function
in both lemmas such that the probability for failure of a
single scouter is 2�y. Thus, the probability that at least one
of the k scouters fails is no greater than k2�y, and when
y ¼ x log k, then k2�y ¼ k2�x log k ¼ k2�x=k ¼ 2�x, which
completes the proof. tu

5 GROUP MULTICAST

In this section, we show how the membership service
described in Section 4 can be used to support multicast
services.

Past work on total ordering has yielded several ap-
proaches that use a token that traverses a (virtual) ring, to
implement the total order. A popular approach is to
continually circulate a token through all the nodes of the
network in a virtual ring (e.g., [31], [3]). The token circulates
around the virtual ring carrying a sequence number. When
a node receives the token, it assigns sequence numbers
(carried with the token) to its messages, and then multicasts
the messages to the group members. The sequence number
carried in the token is incremented once for each message
sent by the node holding the token. Since the messages are
assigned globally unique sequence numbers, total order can
be achieved. (Additional mechanisms are needed, depend-
ing on the desired level of reliability.) An alternative
approach (e.g., [18], [10]) is to store the messages in the
token itself—since the token visits all nodes in a virtual ring,
the messages will eventually reach all the nodes, the order
in which messages are added to the token determining the
order in which they are delivered to the nodes.

Here, we use a scheme in which the agent carries the
messages. Any processor pi that wishes to multicast a
message m, waits for the membership agent and augments
it with the multicast message.

5.1 Group Multicast Requirements

Let R be a nice execution of the membership algorithm
presented in Fig. 2.

Requirement 3. Suppose that two processors pi and pj are
members of every view in R. If m is a message sent by pj
during R, then m is delivered to pi.

Requirement 4. Suppose that the messages m0 and m1 are
delivered to processors pi and pj during R. If m0 is delivered to
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pi before m1 is delivered, then m0 is delivered to pj before m1 is
delivered.

Since we have a single agent, we can accumulate the
history of the membership views and the multicast
messages within each view in the agent. The views and
messages are stored in the order that they were sent, and
delivered in a first-in first-out manner. Note that the group
membership service notifies the members of the group with
the view history as part of the service. The view history is
important for the application, for example, to assist the
application to know whether there is a view of which it is
not a member. In this case, the messages sent in the
immediately preceding view in which it was a member may
not have reached it.

Whenever an agent arrives at a processor, the processor
can receive all the multicast messages that are related to
views of which it is a member. Moreover, the processor can
deliver these messages in order and with the appropriate
view identifier.

A view of a group becomes old when a new view is
established (by one of the processors) for the same group.
An old view viewo and the multicast messages (within this
view) are removed from the agent a, when, for every
processor pi that is a member of viewo, the multicast
messages of this view have been delivered to pi, or when
there is an indication that pi is not in the same connected
component as the agent a.

We call the above multicast service best effort multicast.
We note that the multicast service is optimal if old views are
not eliminated from the agent before all the members
receive the multicast messages, except the ones that are not
present in the system (and we do not know whether they
will be reconnected).

The history length is bounded; the bound is a function of
the maximal activity in the system in terms of multicast and
view establishments during kN3 agent moves. Note that an
old view is eliminated when there are kN3 agent moves
following the establishment of a new view. The reason is
that either every processor in the old view is visited or is
considered not connected. In addition, the current view
may accumulate, at most, kN3 multicast messages (a
message in every agent move) when all the processors in
the view are considered connected and active.

The formal description of the multicast algorithm
appears in Fig. 4. This description extends the code of
Fig. 2. A new view is added to the history of an agent a,
upon the history creation (line 3.2.6.2). If processor pi

wishes to send a multicast message m, then m is added to
the messages of a (line 3.2.7.1). Every view (respectively,
message) that processor pi has not yet received is delivered
to the application layer in line 3.2.8 (respectively, 3.2.9).

It is possible to extend the multicast service to support
indication of the delivery to all the processors in the group
(in the spirit of safe delivery [7]) and an indication of the fact
that all the processors are aware of the current view (in the
spirit of view agreement [7]). The idea is to add an indication
for each delivery of a message or a view to a processor, and
use these indications to conclude safe delivery or view
agreement.

Next, we prove that our multicast service algorithm
satisfies Requirements 3 and 4.

Lemma 7. Every nice execution of our algorithm satisfies
Requirement 3 and Requirement 4.

Proof. We first prove that Requirement 3 holds. A message
m sent by pj is not removed from the agent for kN3 agent
moves. Clearly, if a visits pi during these kN3 agent
moves, then m is delivered to pi. Since pi must choose
ttli � kN3, and pi is not removed from v during R, then
the agent must arrive at pi following the delivery of m
and before it is removed.

We now show that Requirement 4 holds. Send
operations are executed during the visit of the (single)
agent and therefore can be (totally) ordered. Assume that
m0 is sent in R before m1 is sent and let pi and pj be two
processors that deliver m0. Every processor pi that
receives an agent and delivers m0, either finds m1 in
the agent as well (in this case, m1 has been sent before m0

is delivered by pi) and delivers m0 and then m1, or pi
does not find m1 in the agent (in this case, m1 has not yet
been sent) and delivers m1 only in a subsequent visit of
the agent—a visit that follows the delivery of m0. Thus,
the order of delivery of the messages m0 and m1 by every
processor p is identical to the order of the send
operations of m0 and m1. tu

Up to this point, we always assumed that there exists a
single agent in the system and used an “empty” agent to
replace colliding agents. Let us remark that a technique
similar to the one presented in [14] can be used to resolve
history conflicts upon agent collisions and decide on a
single nonempty history.

6 RESOURCE ALLOCATION

The random walk of the agent and the membership service
can support not only a multicast service, but also another
application—a resource allocation service. For the sake of
simplicity, we assume that there is no interaction between
different resources. In other words, we handle a single
resource in the system.

The problem of resource allocation has been extensively
studied (e.g., [25], [8], [13]). In [32], the task of resource
allocation is considered in the context of group communica-
tion: three different group membership protocols are used to
solve a resource allocation problem named Bancomat. The
different solutions vary in communication characterizations
and their ability to decide independently. The design of [32]
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is for a complicated resource allocation task, but is not self-
stabilizing. Here, in contrast, we present a self-stabilizing
solution for a basic resource allocation task.

6.1 Resource Allocation Requirement

Requirement 5. Let R be a nice execution, such that every
processor that possesses the resource releases it after B asynch-
ronous cycles, for some finite constant B. Then, 1) every
processor pi that wishes to possess the resource infinitely often
possesses the resource infinitely often and 2) in any configura-
tion at most one processor possesses the resource.

The communication graph of an ad hoc system may be
partitioned into multiple mutually disconnected connected
components. Here, we describe an algorithm for resource
allocation, despite such dynamic communication graph
partition.

Group membership services have two approaches for
coping with partition scenarios. Partitionable membership
services allow multiple disjoint views of the same group to
exist concurrently, each view for a different component [7].

In contrast, primary component membership services
allow only one component, called the primary component,
to have group views and the full set of allowed operations,
while other components are considered to be nonprimary
and are limited to executing a reduced set of operations [7].

We note that the self-stabilization property imposes the
requirement that the number of processors of any primary
view must include the majority of processors in the system
(bN=2c þ 1). Suppose that we do not require primary views
to include the majority of processors and that, for every set
of processors, there is an execution in which this set of
processors (perhaps the only active processors) forms a
primary view. Consider an execution R1 in which A is a
primary view that consists of a set of processors, and
consider a different execution R2 in which A0 is a primary
view that consists of a totally disjoint set of processors. Note
that, by our assumption, any set of processors can form a
primary view. Consider an execution R3 with two disjoint
“primary” connected components A and A0 in the first
configuration of an execution R3. Since there is no
communication between the two components, the system
may never detect the fact that both components are
considered primary.

We define a group, gall, that includes all the processors.
This group will be used to indicate whether the connected
component is a primary component. The agent has a
Boolean flag a:primary that is true if, and only if, the
number of members in gall is greater than bN=2c. The agent
decides on the list of processors in the connected compo-
nent by the membership procedure described above.

Processors that request the resource join the group
gresource. The agent can order the processors in the gresource
members set by the order in which they join the set; in this
case, the set is essentially a request queue.

The agent a of the primary component allocates the
resource to the processor pr that is at the head of the request
queue. The resource is released when pr leaves gresource, pr
leaves gall, or a:primary is false.

The next lemma proves that our algorithm satisfies the
resource allocation requirement.

Lemma 8. Every nice execution of our algorithm satisfies

Requirement 5.

Proof. Let pi be a processor that wishes to possess the

resource in R. Then, by the algorithm it joins gresource.

Since 1) gresource is a queue with, at most, N requests,

2) the agent cover time is bounded by M, and 3) the time

that a processor possesses the resource is bounded by B,

then within OðMNBÞ asynchronous cycles, the agent

allocates the resource to pi. tu

7 CONCLUDING REMARKS

We suggest using a random walk of an agent to cope with

the uncertainty and the dynamic nature of ad hoc networks.

The random walk of the agent is used to implement a

probabilistic group communication service. The membership

service, multicast service, and resource allocation service

that we present meet their requirements with high prob-

ability. We emphasize that the communication, time and

space resources for operations can be tuned by varying the

probability. The requirements will hold with higher prob-

ability if we increase the value of the transmission radius rd,

enlarge the parameter k for ensuring cover time, and use

longer histories in the agents.
We argue that our new approach for a best effort service

matches the nature of the ad hoc system and the limitations

(e.g., [5], [28]) of the group communication service. The

traversal of the system by a single agent limits the number

of simultaneous messages that are needed to support the

group communication service at any given time. Thus, it

limits the resources (processing capabilities) of the mobile

agent needed to support these services.
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