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Abstract—Considering event-driven clustered wireless sensor networks, a probabilistic approach for analyzing the network lifetime is

presented when events occur randomly over the network field. To this end, we first model the packet transmission rate of the sensors,

using the theory of coverage processes and Voronoi tessellation. Then, the probability of achieving a given lifetime by individual

sensors is found. This probability is then used to study the cluster lifetime. In fact, we find an accurate approximation for the probability

of achieving a desired lifetime by a cluster. Our proposed analysis includes the effect of packet generation model, random deployment

of sensors, dynamic cluster head assignment, data compression, and energy consumption model at the sensors. The analysis is

presented for event-driven networks, but it comprises time-driven networks as a special case. Computer simulations are used to verify

the results of our analysis.

Index Terms—Wireless sensor networks, cluster, lifetime, event-driven, random deployment.
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1 INTRODUCTION

A wireless sensor network (WSN) consists of a set of
sensing devices which collaborate to collect data from

an area. The limited energy available at the sensors makes the
network lifetime one of the most critical issues in the design
of WSNs. An analytical lifetime analysis can significantly
help the network design step. For example, if the analysis
takes into account the effects of different network parameters
(e.g., initial energy of sensors, network density, sensors
transmission range, etc.), these parameters can in turn be
adjusted to assure a desired lifetime by the network.

The main focus of this work is on the lifetime analysis of
randomly deployed clustered networks. Clustered WSNs
are suggested for extending the network scalability and
ease of data processing, [1], [2]. In clustered networks,
usually a representing node, called cluster head (CH), is
assigned to each cluster. CH is in charge of collecting data
from other nodes of the cluster, performing data aggrega-
tion and compression, and relaying it to the sink. Depend-
ing on the network application, various clustering protocols
are proposed and studied in the literature, e.g., [3], [4].

In this paper, the lifetime of a randomly deployed
clustered network is modeled using a probabilistic ap-
proach. The probabilistic approach is motivated by the
stochastic nature of the network lifetime which is mainly
due to the randomness of the sensors deployment. For
event-driven networks, the random traffic pattern of the
sensors can further intensify the stochastic behavior of
the network lifetime. Consequently, the expected lifetime
cannot completely express the behavior of the network.

We consider a rather general network setup and discuss
how the analysis can be applied to other variations of the
considered setup. As a result, our analysis can effectively
handle a wide range of network configurations. For
example, we study adjustable transmission power [5] for
sensors, but we show that our analysis applies as well to
multilevel or fixed transmission power.

Similar to many clustering protocols, we assume that
data transmission within each cluster is single hop (mainly
because of the short transmission distance). For data
transmission from CH to the sink both single-hop and
multihop transmission schemes are considered in the
literature (see [3] and [4] as two examples). We study
both cases.

To summarize, the following points distinguish our
work from existing work on WSN lifetime analysis.

1. Unlike most existing results, lifetime of the sensors is
not assumed to be known. Instead, we start with a
lifetime study at the sensor level. In other words, the
lifetime of an individual sensor is viewed as a
random variable whose distribution is studied using
central limit theorem (CLT).

2. Our approach is probabilistic. More specifically, we
find a quite accurate approximation for the com-
plementary cumulative distribution function (ccdf)
of cluster lifetime. Using the clusters lifetime,
network lifetime can be derived thereafter.

3. We study event-driven networks. Time-driven net-
works—that have been the focus of most existing
results—can be treated as a special case in our
analysis.

4. For event-driven networks, a novel packet transmis-
sion rate analysis is provided which relates the
network coverage to its lifetime.

5. Finally, we show that clustering is not always
advantageous in terms of energy consumption.

Specifically, we find a condition on the data compression
ratio of CH to make clustering advantageous.
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The rest of this paper is organized as follows: Section 2
reviews the previous work on the lifetime of clustered
networks. The system model is introduced in Section 3.
Section 4 presents our method for determining sensor packet
generation model. The proposed lifetime analysis for the
single-hop case is discussed in Section 5. Section 6 discusses
the lifetime analysis for the multihop networks. Some
remarks are provided in Section 7. Simulation results are
reported in Section 8. Finally, Section 9 concludes the paper,
and all proofs are presented in the Appendix, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TMC.2010.254.

2 RELATED WORK

Owing to the significance of the lifetime in WSNs, there has
been considerable research on the lifetime analysis of WSNs
under various setups. For example, see [6], [7], [8], [9] and
the references therein.

In [6], the lifetime of a clustered network, where the
sensors are spread over a hypercube, is studied. The lifetime
is defined based on coverage and connectivity where it is
assumed that the lifetime of a single sensor, Ts, is known.
Authors provide an asymptotic analysis for the network
lifetime when the number of sensors tends to infinity. The
analysis results in a lower bound on the lifetime as a
function of Ts.

Zhang and Hou [7] focus on the lifetime analysis for
WSNs where the lifetime is defined based on maintaining
k-coverage in the network. First, the necessary and
sufficient condition on the network density is derived
guaranteeing the complete k-coverage in the network when
the network size approaches infinity. In addition, it is
proved that by having this density over the network, the
lifetime of the network is almost surely upper bounded by
kTs when the network area approaches infinity. Here, Ts is
the lifetime of a single sensor.

Estimating the lifetime of a heterogeneous WSN is
studied in [8]. It is assumed that a group of more powerful
sensors are overlayed in the area which act as CHs. All
communications initiated from sensors to CHs or from CHs
to the data sink are assumed to be done in a single-hop
fashion. Assuming that the network is clock-driven (time-
driven), the average consumed energy by each type of
nodes is found and as a consequence the expected network
lifetime is obtained. The authors also discuss efficient
energy distribution over each type of nodes and find the
optimal number of clusters via simulation.

Ferrari and Martal [9] study the lifetime of a clustered
network where the lifetime of each sensor is assumed to
obey a known distribution (i.e., exponential, uniform,
lognormal, and Rayleigh). The network lifetime is defined
based on the quality of service and the decision error at the
network access point. Fixing the mean of the abovemen-
tioned distributions, the authors evaluate the network
lifetime for different distributions. Also, an adaptive
reclustering algorithm is proposed to extend the network
lifetime.

A set of distributed scheduling algorithms is proposed in
[10] in order to prolong the total network lifetime. The
scheduling algorithm forms minimal cover sets to cover the
local targets in the network. Since different cover sets result

in different network performance, authors introduce life-
time dependency graph to determine the priority of each
cover set. Using the proposed set of algorithms in [10], the
network lifetime can be improved.

Work reported in [11] focuses on the energy consump-
tion and end-to-end delay of QoS-based clustered networks
where the computationally- and energy-intensive tasks, e.g.,
cluster formations and routing, are left for high-power base
stations. First, the authors propose a dynamic QoS-based
clustering protocol and then provide its performance
analysis in terms of the average energy consumption and
expected network lifetime. For the sake of the energy
efficiency, it is assumed that the CH role rotates among
different nodes within a cluster. Random networks are not
considered in this study.

The mean and the variance of the consumed energy and
network lifetime of a clustered network is studied in [12].
For this purpose, the authors use the kernel density
estimation method to approximate the consumed energy
by each sensor when no knowledge of the sensor distribu-
tion is given beforehand. However, to apply kernel density
estimation, the actual location of a small number of
deployed sensor is required in order to obtain the
approximated distribution function of the deployment.

Zhuang et al. [13] investigate the energy consumption of
a grid-based clustered sensor network where all clusters
have a square shape and nodes are distributed uniformly
within them. Then, by considering the random distances
between the nodes and CHs and also between CHs, they
find the average consumed energy by a sensor. They also
consider the case where clusters may all be square while
having different sizes.

Notice that in all of the above mentioned works, the
network is time-driven and the average consumed energy
or expected lifetime of the network is considered. In this
work, we study the probability distribution of the lifetime.
Moreover, instead of assuming a time-driven network, we
consider event-driven networks, for which we first develop
a packet generation model.

3 SYSTEM MODEL

3.1 Clustering Model

Clustering is proposed for WSNs to decrease the energy
consumption and ease the network management, [1], [2].
Usually, the nodes within a cluster send their data to the
CH and then CH performs necessary data processing and
aggregation before relaying it toward the data sink.

Here, we assume that N sensors are deployed randomly
over the cluster. First, we focus on the case where all
transmissions are in single-hop mode. Later on, the multi-
hop mode for intercluster transmissions (CH to sink) will be
discussed. For multihop intercluster transmissions, it is
assumed that a CH forwards its data toward the sink
through other CHs, i.e., other nodes are not involved in
intercluster data communication.

It is also assumed that the network has a static clustering,
meaning that the shape of the clusters are fixed during the
network operation [14], [15]. While dynamic clustering
allows for a more flexible network design, its overhead to
form the clusters is considered a serious drawback [3], [16].
For many practical situations, therefore, static clustering is
an attractive solution [13].
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Another important issue in the network clustering is to
rotate the CH role among the sensor nodes. Since the
intercluster transmissions consumes a vast amount of
energy, rotating the CH role results in a more balanced
energy consumption among sensors. As a consequence, the
early death of nodes is avoided. Here, we assume that the
CH role rotates among the nodes within a cluster based on a
predetermined periodic schedule which reduces/removes
the need for the overhead packets and can result in energy
efficiency in the network [16].

3.2 Energy Consumption Model

Sensors consume energy for sensing, receiving, transmit-
ting, data processing, and also during the idle mode when
no data sensing, processing or exchange happens. Data
transmission can be accomplished with a fixed or adjustable
power. Utilizing the power adjustment mechanism can
benefit the energy conservation in the network [5] at the
expense of a more complex hardware. The proposed
analysis in this paper is mainly based on adjustable
transmission power. Extending the analysis to multilevel
transmission power (e.g., for Mica Mote sensors [17]) or
fixed transmission power is straight forward and will be
briefly discussed in Section 7.

Assuming adjustable transmission power proposed in [5],
the transmission energy for one packet can be modeled as

etðdÞ ¼ kd� þ c; ð1Þ

where � stands for the path loss exponent and d refers to the
distance between the sensor and destination. Also, k and c
represent the loss coefficient and the overhead energy for
one packet, respectively. Usually, � is considered to be two
for small distances and four for large distances [3], [18].
Assuming that the intracluster distances are small and
intercluster distances are large, similar to [3], we use � ¼ 2
for intracluster and � ¼ 4 for intercluster transmissions.

Consumed energy for receiving, er, is almost independent
of the distance between the transmitter and receiver and
depends on the electronic parts of the receiver. In addition,
we assume that the idle mode consumed power, used to keep
the radio part on to listen to the channel, is almost fixed.

3.3 Event Occurrence Model

There exist three main models for packet generation in
WSNs, namely, event-driven, time-driven, and query-
driven [19]. In the time-driven case, sensors send their data
periodically to the sink. Event-driven networks are used
when it is desired to inform the data sink whenever a
random events occurs. In query-driven networks, sink
sends a request of data gathering when needed.

Based on the network application, data characteristic,
and the type of data inquiry, usually one of these models is
utilized to characterize the sensors traffic generation. Here,
the proposed analysis mostly concentrates on the event-
driven networks. As discussed in Section 7, for the purpose
of our analysis, event-driven networks comprise a rather
general case. In fact, time-driven networks can be studied as
a special case of the proposed analysis.

Depending on the nature of the events, events may or
may not have temporal/spatial correlation. For instance, in
a target tracking network, the events, i.e., the target location,

show a high degree of correlation. On the other hand,
impact detection networks, e.g., [20] and [21], typically deal
with uncorrelated events.

Here, we assume an event-driven network where the
events occur randomly and independently over the network
field. More specifically, it is assumed that the distribution of
the number of events over the field follows a spatial-
temporal Poisson distribution. Poisson distribution has
been widely used in the literature to model events whose
time/place of occurrence are random and independent
from each other, [22], [23], [24]. Also, in radiation detection
applications, Poisson distribution is suitable to model the
event occurrence [25].

Here, we employ a stationary spatial-temporal Poisson
model where the number of events, P, occurring during T
time units in an area with size S has a probability
distribution function (pdf) as follows:

P ðP ¼ mÞ ¼ e
��ST ð�ST Þm

m!
m ¼ 0; 1; 2; . . . : ð2Þ

In (2), � shows the average number of events per time unit
over a unit area.

We consider two situations for data reporting by sensors.
In the first situation, we consider that all sensors, which
detect an event, forward a packet containing the event
information to CH. Evidently, in this case, CH may receive
multiple packets regarding a single event. We refer to this
situation as multiple event reporting. In the second
scenario, we assume only the closest sensor to the event
reports the event to CH. Notice that this sensor usually has
the most reliable data about the event. This scenario is
referred to as single event reporting.

We will use both models to determine the sensors packet
generation model in Section 4.

3.4 Lifetime Definition

The network lifetime is the time interval over which the
network can operate effectively. Clearly, a more specific
definition of the lifetime is possible only based on the
network application. Hence, different lifetime definitions
are used in the literature. For instance, in [26], and in [6] the
network connectivity is used to define the lifetime.

Another commonly used definition is based on the
percentage of the dead nodes [8], [27], i.e., the network
lifetime is the moment when the number of live nodes
drops below ð1� �ÞN where 0 � � < 1 and N stands for the
total number of nodes in the network.

Here, we adopt the last definition for the cluster lifetime.
The lifetime definition based on the percentage of the dead
nodes also includes the lifetime definition based on the first
node death [28], [29]. Moreover, since the number of dead
nodes can reflect the quality of the network coverage and/
or connectivity [30], this lifetime definition can also be
considered as an approximation of the lifetime based on the
network coverage and/or connectivity.

3.5 Media Access Control (MAC) Protocol

It is common to use time division multiple access (TDMA)
technique for MAC in clustered WSNs [16], [31]. As an
example, low-energy adaptive clustering hierarchy
(LEACH) uses TDMA to enable multiple access within a
cluster [3]. In this case, CH usually coordinates the time

1450 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 10, NO. 10, OCTOBER 2011



scheduling among the nodes. To avoid intercluster inter-
ference, code division multiple access (CDMA) might also
be used [3]. Here, we assume that TDMA is used in the
clusters. Thus, collisions are avoided and transmissions can
be assumed ideal [31].

4 PACKET GENERATION RATE OF THE SENSORS

In this section, we first characterize the packet transmission
rate of sensors for both multiple event reporting and single
event reporting. Our approach for modeling the packet
generation rate of the sensors is based on an asymptotic
analysis. That is, we first assume that the clusters are large.
Later, in Section 8, we observe that the analysis provides
accurate results for studying the network lifetime in
nonasymptotic cases.

4.1 Multiple Event Reporting

In multiple event reporting, we assume a circular sensing
region with radius rs for each sensor. When an event
happens in the area, all the sensors whose sensing region
covers the event location report the event to CH. Then CH
aggregates all received packets and forwards a single
packet to the central data sink.

Since each sensor reports all events happening in its
sensing region, the packet transmission rate of each sensor
obeys the following model in time domain when we look at
a T time slot

P ðP ¼ mÞ ¼ e
���r2

sT ð��r2
sT Þ

m

m!
m ¼ 0; 1; 2; . . . : ð3Þ

Later, we work with mean and variance of P in our analysis
which are

�P ¼ �2
P ¼ ��r2

sT : ð4Þ

Notice, however, that the number of transmitted packets
by the sensors are not independent and there can exist a
possible high correlation between neighboring sensors.
Total number of packets received by CH, P0, is the
summation of all packets transmitted by all sensors within
the cluster. However, CH does not necessarily forward all
these packets to sink and just forwards packets associated
with different events. For the number of packets forwarded
by CH to sink, P, in multiple event reporting case, we state
the following theorem.

Theorem 1. In an arbitrary cluster C, with size kCk, the number
of transmitted packets by CH to sink during T time units, P,
has the following distribution

P ðP ¼ mÞ ¼
Z
e��xT ð�xT Þm

m!
fcðxÞ dx m ¼ 1; 2; 3; . . . ; ð5Þ

where

fcðxÞ ¼
1ffiffiffiffiffiffi

2�
p

�2
c

e
�ðx��cÞ

2

�2
c : ð6Þ

Also, �c ¼ kCkð1� e���Þ and

�2
c ¼ �r2

skCke�2�� 8

Z 1

0

�
e�BðxÞ � 1

�
x dx� ��

� �
; ð7Þ

where

� ¼ Nr
2
s

kCk ; ð8Þ

and

BðxÞ ¼ �� 2x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2
p

� 2 sin�1ðxÞ; 0 � x � 1;
0; x > 1:

�
ð9Þ

Proof. See the Appendix, which can be found on the
Computer Society Digital Library at http://doi.ieee
computersociety.org/10.1109/TMC.2010.254. tu

As we mentioned, there are multiple packets associated
with one event among the received packets by CH. Thus
there is a redundancy and CH aggregates these multiple
packets to one single packet in order to avoid transmitting
redundant packets. To evaluate the efficiency of the data
aggregation in multiple event reporting case, we define the
redundancy as the ratio of the average number of received
packets to the average number of transmitted packets by CH.

Corollary 1. The redundancy rate of the packet sensing by
sensors in a multiple event reporting scheme is

r ¼ N�r2
s

kCkð1� e���Þ : ð10Þ

Proof. See the Appendix, which can be found on the
Computer Society Digital Library at http://doi.ieee
computersociety.org/10.1109/TMC.2010.254. tu

4.2 Single Event Reporting

In single event reporting scheme, only the sensor that is
closest to an event location reports the event to CH. That is,
the cluster is tessellated by Voronoi cells generated by
sensors located in it and each sensor reports only events
within its associated Voronoi cell. It is noteworthy that
identifying the Voronoi cells within a WSN can be
accomplished in a distributed manner, e.g., [32].

Since the sensors are placed randomly over the area, a
Voronoi cell, V, has a random size. To determine the packet
transmission rate of sensors, we need to consider the
random size of the Voronoi cells which results in the
following theorem.

Theorem 2. In single event reporting scheme, the number of
packets that a sensor transmits toward CH during T time
units obeys a distribution as follows:

P ðP ¼ mÞ ¼ 343

15

N

kCk

� �7
2ð�T Þm

m

� 7N

2kCk þ �T
� ��7

2�m
�

7

2
þm

� �
m ¼ 1; 2; . . . ;

ð11Þ

where �ð�Þ represents gamma function.

Proof. See the Appendix, which can be found on the
Computer Society Digital Library at http://doi.ieee
computersociety.org/10.1109/TMC.2010.254. tu

NOORI AND ARDAKANI: LIFETIME ANALYSIS OF RANDOM EVENT-DRIVEN CLUSTERED WIRELESS SENSOR NETWORKS 1451



Since we mainly deal with the mean and variance of P,
we state the following corollary.

Corollary 2. In single event reporting scheme, we have

�P ¼ �T�V ¼ �T
kCk
N

; ð12Þ

and

�2
P ¼ �T

kCk
N
þ 2

7
�2T 2 kCk

N

� �2

: ð13Þ

Proof. See the Appendix, which can be found on the

Computer Society Digital Library at http://doi.ieee

computersociety.org/10.1109/TMC.2010.254. tu

In the case of single event reporting scheme, since all
events occurred within the cluster are reported by the
sensors, the number of packets received by a CH from other
nodes obeys a Poisson distribution with mean �TkCk during
T time units. This is equal to the number of packets
transmitted by CH to sink, because in this case there is no
redundancy in the collected packets by sensors and each
event is sensed exactly once. Thus, in single reporting
scheme we have

P ðP ¼ mÞ ¼ e
��TkCkð�TkCkÞm

m
m ¼ 0; 1; 2; . . . : ð14Þ

5 LIFETIME ANALYSIS FOR SINGLE-HOP

CLUSTERED NETWORKS

In this section, we propose a probabilistic analysis to model

the lifetime of a cluster in a clustered WSN that employs

single-hop transmissions for both intracluster and inter-

cluster communications.
In our analysis, we first consider energy consumption

and lifetime at sensor level and then extend the lifetime
analysis to the cluster level. Our analysis is according to the
following main steps:

. Step 1: We first divide the energy consumption at the
sensor level to two portions. The first portion
represents the energy consumed for intracluster
transmissions by a sensor, and the second portion
is the energy consumed for intercluster transmission,
i.e., when a sensor functions as a CH.

. Step 2: We find the mean and variance of energy
consumed for intercluster and intracluster transmis-
sions by a given sensor whose location is known.
Notice that the derived mean and variance are
conditioned on the sensor location.

. Step 3: Using CLT and also the mean and variance
associated with consumed energy for intercluster and
intracluster transmissions, we determine the condi-
tional pdf of the total consumed energy by the given
sensor. This also gives us the conditional probability
of achieving the desired lifetime by that sensor.

. Step 4: To complete the lifetime analysis at the
sensor level, by averaging over the location of the
sensor on the cluster, we remove the condition on

the sensor location. This gives the probability of
achieving the desired lifetime by an arbitrary sensor.

. Step 5: Using the probability of achieving the desired
lifetime by an arbitrary sensor, we find the prob-
ability of achieving the same lifetime by the cluster.

In the following, analytical details of our proposed
method are discussed.

Here, it is assumed that N nodes, each with initial energy
E0, are spread independently and randomly inside the
cluster. The CH role rotates among the sensor nodes each T
time units, i.e., each sensor serves as a CH for T time units
each round. Also, CH can compress l data bits to 	l bits,
where 0 < 	 � 1. We call the set of data packets transmitted
by a CH during T time units effective packets since no event
is represented by multiple packets. These effective packets
are derived after removing repetitive packets in multiple
event reporting scheme. For single event reporting scheme,
effective packets are the same as the total number of packets
transmitted by all sensors within a cluster. Here, it is
assumed that the data compression happens on the effective
data packets.

We start our analysis by finding the probability of
achieving a desired lifetime T‘ by a single node. For this
purpose, we study the total consumed energy by a node
after T‘, called Et. It is clear that a sensor is still alive after T‘
if its consumed energy does not exceed E0.

Assume that the data sink is located at ss ¼ ðxs; ysÞ. If the
desired lifetime is long,

k ¼ T‘
NT

� 	
� T‘
NT

; ð15Þ

is the number of rounds that the CH role is assigned to a
sensor during the desired lifetime.

The consumed energy by a sensor can be expressed as
Et ¼ En þEc, where En reflects the amount of energy
depleted by the sensor for intracluster transmissions and Ec
refers to the energy used by the sensor when it serves as
CH. Since the sensors are deployed randomly and all of
them have the same traffic generation model, without loss
of generality, Et can be found for sensor 1 located at
s1 ¼ ðx1; y1Þ.

The energy that sensor 1 consumes to send data to
sensor i during T‘ is

ei ¼ Piðm1ks1 � sik2 þ c1Þ i ¼ 2; 3; . . . ; N; ð16Þ

where Pi stands for the total number of packets sent to
sensors i by sensor 1 when sensor i functions as CH. Also,
k � k denotes the euclidean distance and si ¼ ðxi; yiÞ repre-
sents the position of sensor i. In addition, m1 and c1 are the
parameters of transmission model (1) when � ¼ 2. Notice
that Pi is a random variable which is identically distributed
for all i, thus we use Pk to refer to all Pis where
i ¼ 2; 3; . . . ; N . It can be shown that E½Pk� ¼ kE½P� and
VAR½Pk� ¼ kVAR½P�. Considering all rounds that sensor 1
is not a CH, one can state En ¼

PN
j¼2 ej.

Since sensor 1 serves as CH for k rounds, the value of Ec
can be found as follows:

Ec ¼ 	Ptðm2ks1 � ssk4 þ c2Þ þ erPr; ð17Þ
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where Pt shows the total number of packets that sensor 1
transmits to the sink during the time it serves as CH. Also,
m2 and c2 stand for the value of transmission parameters in
(1) when � ¼ 4. In addition, in (17), Pr is the total number of
packets received by sensor 1 from all sensors when sensor 1
functions as CH. For multiple event reporting scheme, Pr is
the number of packets before removing the packets
associated with a similar event. Again, remember that
E½Pt� ¼ kE½P� and VAR½Pt� ¼ kVAR½P�. Also, we similarly
have E½Pr� ¼ kE½P0� and VAR½Pr� ¼ kVAR½P0�. Recall that
for single event reporting scheme, P and P0 are equal.

The entire consumed energy by a sensor, therefore, is

Et ¼ En þEc ¼
XN
j¼2

ej þ Ec: ð18Þ

In a randomly deployed WSN, positions of sensors are
independent of each other. In addition, since it is assumed
that the sensors packet generation occurs independently
over the time, eis are independent. Ec and eis are also
independent. Thus, we apply generalized CLT to approx-
imate the pdf of Et in (18) with a Gaussian distribution
when s1 is given. The accuracy of the approximated
Gaussian distribution depends on the number of terms in
(18) (i.e., the number of sensors). There usually exist enough
nodes in a cluster to have an acceptable approximation.
Thus, pdf of Ec can be accurately approximated by a
Gaussian distribution with mean

�s1
¼
XN
j¼2

�ej þ �Ec; ð19Þ

where �ej and �Ec represent conditional mean of ej and Ec

given s1. Owing to the independence of the packets
generated by sensor 1 within different time units and
having i.i.d. model for the nodes placement within the
cluster, ejs are i.i.d. random variables. We use e, with mean
�e, to refer to the distribution of eis. Hence,

�s1
¼ ðN � 1Þ�e þ �Ec : ð20Þ

In a similar way, one can arrive at

�2
s1
¼ ðN � 1Þ�2

e þ �2
Ec
; ð21Þ

where �2
e and �2

Ec
are conditional variances of e and Ec,

respectively.
To proceed with the analysis, we find �s1

and �2
s1

.

Lemma 1. Mean and variance of the consumed energy by

sensor 1 are

�s1
¼ðN�1ÞE½Pe�E z½ �þk	ðm2ks1�ssk4þ c2ÞE½P�þ kerE½P0�

ð22Þ

and

�2
s1
¼ ðN � 1Þ VAR½Pe�E½z2� þ E2½Pe�VAR½z�


 �
þ k	2ðm2ks1 � ssk4 þ c2Þ2VAR½P� þ ke2

rVAR½P0�;
ð23Þ

where

z ¼ m1ks1 � sk2 þ c1; ð24Þ

and s ¼ ðx; yÞ represents an arbitrary point in the area
referring to the position of a sensor within the cluster.

Proof. See the Appendix, which can be found on the
Computer Society Digital Library at http://doi.ieee
computersociety.org/10.1109/TMC.2010.254. tu

Notice that for each of two event reporting schemes, we
found the distribution of P, P, and P0 in Section 4. Thus, for
each of these two schemes, �s1

and �2
s1

can simply be
evaluated.

Theorem 3. If nodes have initial energy E0, cluster C achieves
lifetime T‘ with the following probability

P‘ ¼ IPa bð1� �ÞNc þ 1; N � bð1� �ÞNcð Þ; ð25Þ

where Izð�; �Þ is the regularized incomplete beta function
[33] and Pa, the probability of achieving T‘ by a single
sensor, is

Pa ¼
Z
C

1�Q E0 � �s1

�s1

� �� �
fS1
ðs1Þ ds1: ð26Þ

In (65), Qð�Þ denotes the complementary cumulative
distribution function of a normal distribution and fS1

ðs1Þ
refers to the distribution of the position of sensor 1 over the
cluster.

Proof. See the Appendix, which can be found on the
Computer Society Digital Library at http://doi.ieee
computersociety.org/10.1109/TMC.2010.254. tu

In the above analysis, according to (15), it is assumed that
all nodes in the cluster serve as CH the same number of
times. However, with death of one node, other sensors
have to serve as CH more frequently. While this hurts the
assumption made in (15), it does not directly affect the
analysis. To see this, assume that the number of alive nodes
at an arbitrary moment during the network operation is
N 0 < N . In this case, each sensor becomes CH once after
each N 0 rounds, but it forwards just the traffic of alive
nodes. In single event reporting case, the traffic load
generated by alive nodes is scaled by N 0

N . Also, for multiple
event reporting case, the ratio of the traffic loads forwarded
by CH, before and after the nodes death, is

1� e
��N 0r2s
kCk

1� e
��Nr2s
kCk

: ð27Þ

Using Taylor series, the ratio of traffic loads in (27) is
accurately approximated by N 0

N when N and N 0 are not
small. On the other hand, the number of times that a node
serves as CH is scaled by N

N 0 , keeping the average number of
packets transmitted by CH to the sink almost unchanged.

Death of nodes in the cluster has an indirect effect on the
accuracy of our analysis. Usually, the first nodes to die are
those farther from the sink. Thus, the effective cluster region
C would change as nodes die. This influences the equations
involving averaging over C, e.g., (65). However, in the limit
of the distance of the sink from the cluster and also in the
limit of the lifetime, the effect is negligible and the analysis
becomes exact.
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Computer simulations presented in Section 8 verify the
accuracy of the analysis for various setups.

6 LIFETIME ANALYSIS FOR MULTIHOP NETWORKS

In the previous section, we assumed that CH relays the data
packets to the sink directly. This is not the case in all
clustering protocols and data forwarding from CH to the
sink may be completed through multihop communication
[34], [35]. Evidently, the multihop communication between
CH and data sink does not affect the energy consumption
for intracluster transmissions among the sensors. Hence, we
just need to modify Ec.

Suppose that a routing tree, rooted at the data sink,
results from applying a routing protocol in the network. We
study the lifetime of an arbitrary cluster in this routing tree.
A CH is in level i of the tree if its shortest path to the sink
has i hops. A CH in level i sends its data packets to the sink
through another CH in level i� 1. CHs in level 1 transmit
their data directly to the sink.

To count the effect of multihop transmission into our
analysis, it is required to consider two key points which
differ from the analysis in the previous section. First, the
multihop transmission changes the number of packets that
a CH has to relay. Indeed, the CH should forward all data
packets generated by all clusters located in its routing
subtree. In addition, except the CHs in level 1 that send
their data to the fixed data sink, the other CHs send their
data to the CHs in the lower level whose position changes
as the CH role rotates. In other words, CHs in level i, where
1 < i, send data packets to a destination which has a
random location over the neighboring cluster.

Assume that Cj is an arbitrary cluster in the mentioned
routing tree which is located in level i. We study the
amount of consumed energy in an arbitrary node in this
cluster, called n1 which is located at s1. Also, Cj has Nj

nodes and its CH compresses data (received from the
sensors within its own cluster) with ratio 	j. In addition, Cj
forwards data to cluster Ck located in level i� 1. As
mentioned, Cj sends the data to the sink if it is located in
level 1. If s0 represents the position of CH in Ck, the
consumed energy for intercluster transmissions by n1 is

Ec ¼ 	jPt þ
X

i2subtreeðCjÞ
Qi

0
@

1
Aðm2ks1 � s0k4 þ c2Þ

þ er Pr þ
X

i2subtreeðCjÞ
Qi

0
@

1
A:

ð28Þ

In (28), Qi denotes the number of packets sent to n1 by CHs
of Cj’s neighbors in level iþ 1.

The average consumed energy by n1, when it serves as
CH, is conditioned on both s1 and s0. Thus, to find �s1

and
�2

s1
, we need to first average over s0 inside Ck.
Mean and variance of Qis are determined using the

discussion provided in Section 4. The remaining steps of the
analysis are the same as the previous section. It is worthy to
note that for CHs located in level 1, the destination of the
transmissions by CHs is fixed, thus, the analysis is similar to

the previous section and we just need to adjust the packet
transmission model of CH.

7 SOME REMARKS

Remark 1. According to the proposed analysis, one can
determine whether clustering results in energy efficiency
or not. To this aim, the average consumed energy by a
single node in both situations can be studied and used as
a measure of energy efficiency. As mentioned pre-
viously, the value derived in (20) is an accurate
approximation of the average consumed energy by each
sensor. We compare this value by the average consumed
energy when no clustering is applied and propose a
condition for the efficiency of the clustering algorithm.

The average value presented in (20) depends on the
position of the node. To compare the energy efficiency of a
clustered network with the nonclustered one, the uncondi-
tional value of the average consumed energy is required
which can be obtained by averaging �s1

over the position of
sensor 1. If Ed represents the average consumed energy by
an arbitrary node in a nonclustered network where the
sensors send their data directly to the sink, clustered
network has a batter energy-efficiency when

Z
C
�s1
fS1
ðs1Þ ds1 < Ed: ð29Þ

Notice that for multiple event reporting

Ed ¼ T‘��r2
s

Z
C
ðm2ks1 � ssk4 þ c2Þ fS1

ðs1Þ ds1: ð30Þ

Applying (29) and (30) results in the following condition on
	, we have

	 <
�r2

s

kCkð1� e���Þ

� N �
Ner þ ðN � 1Þ

Z
C
E½z�fS1

ðs1Þ ds1Z
C
ðm2ks1 � ssk4 þ c2ÞfS1

ðs1Þ ds1

2
664

3
775;

ð31Þ

where z was defined in (24).
For single event reporting case, we have

Ed ¼ �T‘
kCk
N

Z
C
ðm2ks1 � ssk4 þ c2ÞfS1

ðs1Þ ds1: ð32Þ

Thus, the following condition guarantees the preference of
clustered networks over nonclustered ones

	 �1�
er þ N�1

N

Z
C
E½z�fS1

ðs1Þ ds1Z
C
ðm2ks1 � ssk4 þ c2 þ erÞfS1

ðs1Þ ds1

: ð33Þ

Remark 2. The effect of the idle power consumption can be
considered in the analysis. Assume that Pi shows the idle
power consumed to keep the radio part of the sensor on
when no transmitting or receiving occurs. Since the
transmission time of each packet, Tp, is very short
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compared to the desired lifetime, as a simple approach,
one can ignore the effect of the transmission time
intervals. Thus, a single node can achieve the lifetime
when Et < E0 � T‘Pi. To accommodate the effect of
the idle power in the network, we need to replace E0

with E0 � T‘Pi in the proposed analysis.1

Remark 3. The MAC protocol affects the sensor energy
consumption directly. As mentioned in [36], the energy
consumption of TDMA is mainly due to the packet
retransmissions. In fact, the consumed energy for
transmitting acknowledgement packets is negligible.
The packet retransmission scenario can be accommo-
dated in our analysis as follows.

Assume that the packet loss rate is 
. To incorporate the
influence of the packet loss rate, we need to adjust the mean
and variance of Pe, P, and P0. For this purpose, it can be
shown that

En½Pe� ¼
1

1� 
E½Pe�; ð34Þ

where En½Pe� is the modified mean of Pe. Notice that 1
1�
 is

the average number of transmissions per data packet. Also,

VARn½Pe� ¼
1þ 

ð1� 
Þ2

VAR½Pe� þ



ð1� 
Þ2
E2½Pe�; ð35Þ

where VARn½Pe� denotes the modified variance of Pe. The
mean and variance of P and P0 can be modified in a
similar way.

Remark 4. Assume that the network is time-driven where
sensors generate packet with rate �0. In this case, the
randomness of the traffic generation on the cluster
lifetime is removed. Thus, �s1

becomes

�s1
¼ 	�0T‘ðm2ks1 � ssk4 þ c2 þ erÞ þ

ðN � 1ÞT‘�0
N

E½z�: ð36Þ

Further, �2
s1

is

�2
s1
¼ 	2�02T 2

‘ ðm2ks1 � ssk4 þ c2 þ erÞ2

þ ðN � 1Þ T‘�
0

N

� �2

E½z2� þVAR½z�

 �

:
ð37Þ

The remaining part of the analysis is the same as event-
driven networks.

Remark 5. The analysis is also applicable to multilevel
transmission power models instead of the adjustable
transmission power of (1), e.g., Mica Mote [17] and Intel
Mote [37]. In this case, the transmitted power does not
depend on the distance between the node and destination
and m1ks1 � sik2 þ c1 and m2ks1 � ssk4 þ c2 are replaced
with two constant levels of the transmission energy. Thus,

Pa is independent of the location of sensor. This removes

the analysis step indicated in (64). If all the sensors in the

cluster use a fixed power level for intracluster and another

fixed power-level for intercluster transmissions, our

analysis will not even be affected by the death of nodes

and provides an exact description of the cluster lifetime.

This is because, the location of nodes does not influence

the energy consumption and consequently death of nodes

occurs randomly over the area. Hence, the effective cluster

region is not affected by the nodes death.

Remark 6. A reasonable definition of the network lifetime is
the time duration over which all clusters are alive. In this
case, the probability of achieving a desired lifetime by
the network can be determined using the provided
analysis for the clusters lifetime. In a single-hop network,
lifetime of the clusters are independent from each other.
Hence, if ‘ shows the number of clusters in the network,
the probability of achieving T‘ by the network, P , is

P ¼
Y‘
i¼1

P‘i ; ð38Þ

where P‘i , 1 � i � ‘, represents the probability of achieving

T‘ by ith cluster in the network derived in Section 5.
In a multihop case, clusters in level 1 carry a higher traffic

load compared to the clusters located in other levels and

consequently they usually die earlier compared to the other

clusters. Hence, to estimate the network lifetime, it is possible

to just investigate the lifetime of the sensors in level 1 which

are independent.

Remark 7. Our analysis can be used in the network design

stage in order to optimize the network implementation

cost. The network cost is a key factor in the deployment of

a WSN and depends on the number of sensors and also the

battery that they are equipped with. Here, we like each

cluster to achieve T‘ with reliability (probability) R while

the network cost is minimized. Assume that each sensor

costs h and we have k different batteries with initial

energy fE1; E2; . . . ; Ebgwhich cost fg1; g2; . . . ; gbg, respec-

tively. Having the above assumptions, the network design

problem can be formulated as follows:

min
N;i

Nðhþ giÞ ð39Þ

s:t: IPa bð1� �ÞNc þ 1; N � bð1� �ÞNcð Þ � R; ð40Þ

Pa ¼
Z
C

1�Q Ei � �s1

�s1

� �� �
fS1
ðs1Þ ds1: ð41Þ

By solving the above optimization problem, the appro-
priate number of nodes within each cluster and the energy
level of the sensor battery level can be found. Since b is
typically a small number, one way to solve this optimiza-
tion problem is to find the optimal N for each i. Notice that
for a fixed i, the optimal N is the smallest N satisfying (40).
Comparing all pairs of solutions using (39), the optimal pair
of N and i is found.
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1. One can involve the minor effect of transmission time in the above

discussion as follows: First note that Et ¼ En þ Ec þEi, where Ei ¼�
T‘ � Tpð	Pt �Pr �

PðN�1Þ
j¼1 PkÞ

�
Pi. Using the above equations, �s1

and �2
s1

have to be modified accordingly. Notice that mean and variance of Ei are

calculated easily using the mean and variance of Pt, Pr, and Pk which was

discussed previously.



8 NUMERICAL RESULTS

In this section, the analysis is verified through computer
simulations using MATLAB. Please notice that in our
simulations, we use the accurate network model and do
not involve the approximations made in the analytical
results to find a simple lifetime model.

It is assumed that � ¼ 0:1 (packets/time unit/m2), T ¼ 1
time units, and 	 ¼ 1 except for the setup where the effect of
	 is studied. Having data packets with length 100 bits, the
loss coefficient in (1) is m1 ¼ 0:13 pJ=m4 when � ¼ 4 and
m2¼1 nJ=m2 for �¼2 [5]. Also, er¼4 �J and c1¼c2¼1 �J.
For multiple event reporting case, rs ¼ 3 m. Here, the CH
role is assigned to the sensors periodically based on a
predetermined schedule. If the CH assigning schedule
reaches a sensor which is already dead, the dead sensor will
be removed from the schedule and the next sensor in the list
will be assigned as CH. Simulations are conducted for both
single event reporting and multiple event reporting
schemes separately. Also, to consider the randomness of
the sensors placement, simulation was run 100 times for
each different setup.

First, we focus on the single-hop network. To this end,
we consider a network with just one cluster. Considering
more number of clusters will give similar results. When the
sensors follow a single event reporting scheme, Fig. 1
presents the analysis and simulation results for T‘ ¼ 2;000

time units when N ¼ 50 nodes are spread over the cluster
area. In this figure, the probability of achieving the desired
lifetime by a single cluster is plotted versus the ratio of the
dead nodes over the area, �. In Fig. 1, it is assumed that the
cluster has a square shape with side length of L ¼ 50 m and
centered at the origin. Sensors are spread uniformly over
the area. In addition, the sink is located on ð0;�175Þ m.

Fig. 1 shows the simulation and analysis results for two
different values of E0. As it can be seen, the proposed
analysis can predict the network performance accurately.

Simulation and analysis results for the case where the
sensors follow a multiple reporting scheme are shown in
Fig. 2. In this scenario, N ¼ 200 nodes are deployed over the
cluster area. L and d have the same value as the previous

simulation. Here, we like to study the probability of
achieving T‘ ¼ 6;000 time units.

The results of our analysis is also applicable to predict
the quality of the network performance after a desired
lifetime. Quality of the network performance, e.g., network
coverage and connectivity, can be measured by �. For
example, in a single event reporting case, assume that one is
interested to find the network quality of performance with
reliability PL ¼ 0:9 after T‘ ¼ 1;500 time units. With N ¼ 50,
E0 ¼ 12, and L ¼ 50 m for a single event reporting single-
hop network, our analysis gives � ¼ 0:4. This means that
60 percent of the nodes reach the desired lifetime and can
operate satisfyingly. Computer simulation shows that with
the abovementioned network setup � ¼ 0:39, meaning that
61 percent of nodes reach the desired lifetime.

Rate of data compression, 	, plays an important role in the
network lifetime. Due to the similarity of the results for
single event reporting and multiple event reporting schemes,
we just present the results for single event reporting scenario
in the following. Fig. 3 shows the simulation and analysis
results for the probability of achieving T‘ ¼ 2;000 time units
for different data compression ratios. N ¼ 50 nodes with
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Fig. 1. Probability of achieving T‘ ¼ 2;000 time units by a cluster in a
single-hop network for single event reporting scheme.

Fig. 2. Probability of achieving T‘ ¼ 6;000 time units by a cluster in a
single-hop network for multiple event reporting scheme.

Fig. 3. Probability of achieving T‘ ¼ 2;000 time units by a cluster for
different data aggregation ratios.



E0 ¼ 2 J are spread uniformly over a square with side length
L ¼ 50.

The probability of achieving the lifetime threshold by a
cluster in a multihop network is also studied by computer
simulation. For this purpose, it is assumed that the network
has two clusters with square shape and the intercluster
transmissions occur between neighboring CHs. Fig. 4 shows
results for the cluster in the second level of the routing tree
(a leaf of the tree) for single event reporting case where
N ¼ 50 sensors are spread over a square-shaped clusters
with side L ¼ 50 m. Also, for T‘ ¼ 3;000 time units and T‘ ¼
7;500 time units, the initial sensors energy are E0 ¼ 1:5 J and
E0 ¼ 3:5 J, respectively.

Results of the multihop transmission associated with
multiple event reporting scheme are shown in Fig. 5
where the studied cluster is a leaf of the routing tree.
Here, N ¼ 200 nodes are spread over a square with side
L ¼ 100. For T‘ ¼ 12;000 time units, two different values
for E0 have been used for simulation. As it can be seen,
our analysis provides an accurate estimation of the
network lifetime behavior.

9 CONCLUSION

In this paper, we proposed an approach to determine the
probability of achieving a lifetime by the clusters of a WSN.
The reason for a probabilistic analysis comes from the fact
that the network lifetime has a random essence due to the
randomness in the network deployment and traffic genera-
tion. We studied the lifetime at the sensor level by
characterizing an appropriate traffic model for each sensor
and considering the sensor random location within the
cluster. Moreover, we showed that depending on the data
compression ratio, clustered networks may or may not
outlive nonclustered ones. Our analysis can predict the
quality of the network performance after a desired lifetime,
represented by the number of live nodes in the network. As
a possible application of this work, one may use our
proposed analysis to adjust the network setup such that
while the desired lifetime is achievable, the network

implementation cost, which is associated with number of
nodes and their initial energy, is kept as low as possible.
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