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Abstract—Trust models have been recently suggested as an effective security mechanism for Wireless Sensor Networks (WSNs).

Considerable research has been done on modeling trust. However, most current research work only takes communication behavior

into account to calculate sensor nodes’ trust value, which is not enough for trust evaluation due to the widespread malicious attacks. In

this paper, we propose an Efficient Distributed Trust Model (EDTM) for WSNs. First, according to the number of packets received by

sensor nodes, direct trust and recommendation trust are selectively calculated. Then, communication trust, energy trust and data trust

are considered during the calculation of direct trust. Furthermore, trust reliability and familiarity are defined to improve the accuracy of

recommendation trust. The proposed EDTM can evaluate trustworthiness of sensor nodes more precisely and prevent the security

breaches more effectively. Simulation results show that EDTM outperforms other similar models, e.g., NBBTE trust model.

Index Terms—Wireless sensors networks, distributed trust model, energy efficient

Ç

1 INTRODUCTION

WSNS are emerging technologies that have been
widely used in many applications such as emergency

response [1], healthcare monitoring [2], battlefield surveil-
lance, habitat monitoring, traffic management, smart power
grid [3], etc. However, the wireless and resource-constraint
nature of a sensor network makes it an ideal medium for
malicious attackers to intrude the system. Thus, providing
security is extremely important for the safe application of
WSNs.

Various security mechanisms, e.g., cryptography, authen-
tication, confidentiality, and message integrity, have been
proposed to avoid security threats such as eavesdropping,
message replay, and fabrication ofmessages. However, these
approaches still suffer from many security vulnerabilities,
such as node capture attacks and denial-of-service (DoS)
attacks. The traditional security mechanisms can resist exter-
nal attacks, but cannot solve internal attacks effectively
which are caused by the captured nodes. To establish secure
communications, we need to ensure that all communicating
nodes are trusted. This highlights the fact that it is critical to
establish a trust model allowing a sensor node to infer the
trustworthiness of another node.

Nowadays, many researchers have developed trust mod-
els to build up trust relationships among sensor nodes [4].
For example, in [5], a distributed Reputation-based

Framework for Sensor Networks (RFSN) is first proposed
for WSNs. Two key building blocks of RFSN are Watchdog
and Reputation System. Watchdog is responsible for moni-
toring communication behaviors of neighbor nodes. Repu-
tation System is responsible for maintaining the reputation
of a sensor node. The trust value is calculated based on the
reputation value. However, in RFSN, only the direct trust is
calculated while the recommendation trust is ignored. A
Parameterized and Localized trUst management Scheme
(PLUS) is proposed in [6]. In PLUS, both personal reference
and recommendation are used to build reasonable trust
relationship among sensor nodes. Whenever a judge node
(the node which performs trust evaluation) receives a
packet from suspect node (the node which is in radio range
of the judge node and will be evaluated), it always check
the integrity of the packet. If the integrity check fails, the
trust value of suspect node will be decreased irrespective
of whether it was really involved in malicious behaviors or
not. Therefore, suspect node may get unfair penalty.
Another similar trust evaluation algorithm named as Node
Behavioral strategies Banding belief theory of the Trust
Evaluation algorithm (NBBTE) is proposed based on behav-
ior strategy banding D-S belief theory [7]. NBBTE algorithm
first establishes various trust factors depending on the com-
munication behaviors between two neighbor nodes. Then, it
applies the fuzzy set theory to measure the direct trust
values of sensor nodes. Finally, considering the recommen-
dation of neighbor nodes, D-S evidence theory method is
adopted to obtain integrated trust value instead of simple
weighted-average one. To the best of our knowledge,
NBBTE is the first proposed algorithm which establishes
various trust factors depending on the communication
behaviors to evaluate the trustworthiness of sensor nodes.
Therefore, NBBTE is chosen as the comparing algorithm in
this paper.

From the literature on this topic, we can find that: 1) In
the current research work, the assessment of trust values
for sensor nodes is mainly based on the communication
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(successful and unsuccessful communications) point of
view. In fact, just considering the communication behavior,
we cannot decide whether a sensor node can be trusted or
not. Besides the communication behavior, other trust met-
rics such as the energy level should also be taken into
account to calculate the trustworthiness of sensor nodes. In
addition, an efficient trust model should deal with uncer-
tainty caused by noisy communication channels and unsta-
ble sensor nodes’ behaviors. 2) There are two common ways
to establish trust in WSNs: calculating direct trust based on
direct interactions and calculating indirect trust value based
on recommendation from the third party. However, not all
the third parties are trusty and not all the recommendations
are reliable. Thus, a discriminate analysis about the third
party and recommendation is essential. 3) Most existing
studies only provide the trust assessment for neighbor
nodes. However, in real applications, a sensor node
sometimes needs to obtain the trust value of the non-neigh-
bor nodes. For example, in some routing protocols (e.g.,
TPGFPlus [8]) or localization algorithms (e.g., improved
LMAT algorithm [9]), sensor nodes need the information of
the two-hop neighbor nodes to establish the routing or
localize themselves. Therefore, providing the trust asses-
smentfor non-neighbor nodes becomes very important.
4) Because of the dynamic topology, the trust relationship
between sensor nodes constantly changes in WSNs. Trust is
a dynamic phenomenon and changes with time and envi-
ronment conditions. However, most existing trust models
do not solve the trust dynamic problem. The evolution of
trust over time is another problem that needs further study.
In order to solve the above-mentioned problems, we pro-
pose an efficient distributed trust model (EDTM). The pro-
posed EDTM can evaluate the trust relationships between
sensor nodes more precisely and can prevent security
breaches more effectively.

The rest of the paper is organized as follows: In Section 2,
the assumptions and network model are introduced. In
Section 3, the overview of EDTM is presented. In Section 4,
the EDTM is specifically depicted, including its design idea
and practical implementation approach. In Section 5, the
performance of the EDTM is evaluated. Finally, conclusions
are made in Section 6.

2 ASSUMPTIONS AND NETWORK MODEL

Scenario. In this paper, we consider a scenario in which all
the sensor nodes are randomly deployed without mobil-
ity. As shown in Fig. 1, there are three kinds of nodes in

the network: subject nodes, recommender and object
nodes. If a sensor node A wants to obtain the trust value
of another sensor node B, the evaluating sensor node A is
named as subject node and the evaluated node B is the
object node. This paper is a multi-hop network which
means that the sensor nodes can only directly communica-
tion with the neighbor nodes within their communication
range. The packets exchanged between any two non-
neighbor nodes are forwarded by other nodes. The for-
warding node not only can just “pass” the packets from
source nodes to destination nodes but also can process the
information based on their own judgments. Generally, the
trust value is calculated based on a subject’s observation
on the object and recommendations from a third party.
The third party which provides recommendations is a
recommender.

Node capability. It assumes that sensor nodes have the
same capability of computing, communicating and storing.
Their communication ability is limited by specific wireless
techniques. Only when two nodes move into each other’s
communication range could they detect each other and start
communication. A homogeneous WSN is considered, that is
all the sensor nodes have the same initial energy level and
communication range. Additionally, in order to secure data
transmission over the wireless network, each node is
assigned a unique ID and a pair of public/private keys for
encrypting and decrypting data, as well as with a public key
certificate issued by some trustable Public Key Infrastruc-
ture (PKI). Each node keeps a list of neighbor nodes which
stores their IDs and their communication information.

Attack model. There exist many malicious attacks in
WSNs, such as DoS attack, node replication, Sybil attack,
wormhole attack, attacks on Information, etc. Moreover, it
should be noticed that similar to most security schemes, a
trust model is also vulnerable to many malicious attacks,
such as bad/good-mouthing attack and on-off attack. In a
bad-mouthing attack, malicious nodes intentionally give
dishonest recommendation to neighbor nodes. For example,
they maliciously provide lower recommendation for normal
ones during trust evaluation. Thus, recommendations
under bad-mouthing attack cannot reflect the real opinions
of the recommender. On the contrary, the sensor nodes con-
ducting good-mouthing attack intentionally provide higher
trust value for malicious nodes. In an on-off attack, mali-
cious nodes can behave good or bad alternatively. When the
trust values of malicious nodes are significantly reduced,
they can act well for a period to improve their trust values.
Therefore, it is difficult to detect these malicious nodes by
conventional trust models.

3 OVERVIEW OF EDTM

To efficiently compute the trust values on sensor nodes,
we first need a clear understanding of the trust definition
and the various trust properties that are adopted in a
trust model.

3.1 Definition and Properties of Trust

Trust. There are several definitions given to trust in the liter-
ature [10]. Trust is always defined by reliability, utility,
availability, risk, quality of services and other concepts.

Fig. 1. The network structure.
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Here, trust is defined as a belief level that one sensor node
puts on another node for a specific action according to pre-
vious observation of behaviors. That is, the trust value is
used to reflect whether a sensor node is willing and able to
act normally in WSNs. In this paper, a trust value ranges
from 0 to 1. A value of 1 means completely trustworthy and
0 means the opposite.

Direct trust. Direct trust is a kind of trust calculated based
on the direct communication behaviors. It reflects the trust
relationship between two neighbor nodes.

Recommendation trust. As mentioned above, since the rec-
ommendations from third parties are not always reliable,
we need an efficient mechanism to filter the recommenda-
tion information. The filtered reliable recommendations are
calculated as the recommendation trust.

Indirect trust. When a subject node cannot directly
observe an object nodes’ communication behaviors, indirect
trust can be established. The indirect trust value is gained
based on the recommendations from other nodes.

Based on [11] and [12], we can conclude that there are
three main properties of trust: asymmetry, transitivity and
composability. Asymmetry implies that if node A trusts
node B, it does not necessarily mean that node B trusts node
A. Transitivity means the trust value can be passed along a
path of trusted nodes. If node A trusts node B and node B
trusts node C, it can be inferred that node A trusts node C at
a certain level. The transitivity is a very important property
in trust calculation between two non-neighbor nodes. Com-
posability implies that trust values received from multiple
available paths can be composed together to obtain an inte-
grated value.

3.2 The Structure of EDTM

In this section, we describe the overall architecture of
EDTM. When we say node B is trustworthy or untrustwor-
thy for node A, there is a trust model between node A and
node B. As shown in Fig. 2, EDTM consists of two main
components: one-hop trust model and multi-hop trust
model which includes the following six components: direct
trust module, recommendation trust module, indirect trust
module, integrated trust module, trust propagation module
and trust update module. When a subject node wants to
obtain the trust value of an object, it first checks its recorded
list of neighbor nodes. If the ID of the object node is in the
list of neighbor nodes, the one-hop trust model is triggered.
Otherwise, the multi-hop trust model is started. In the one-
hop trust model, if the trust is calculated based on node B’s
direct experiences with node A completely, this model is

called direct trust model. Otherwise, the recommendation
trust module is built. In the multi-hop trust model, once the
subject node A receives recommendations from other nodes
about the object node B, indirect trust model can be
established.

In current trust models, the direct trust and recommen-
dation are always used to evaluate the trustworthiness of
sensor nodes. The direct trust is directly calculated based on
the communication behaviors between two neighbor nodes.
However, due to malicious attacks, using only direct trust
to evaluate sensor nodes is not accurate. Thus, the recom-
mendation from other sensor nodes is needed to improve
the trust evaluation. In addition, if the number of communi-
cation packets between two neighbor nodes is too small, it
is difficult to decide whether an object node is good or bad
based on only few interactions. Therefore, in the one-hop
trust model, we define a threshold of communication pack-
ets Thnum. If the communication packets between the subject
and object nodes are higher than the threshold Thnum, only
the direct trust is calculated. Otherwise, the recommenda-
tions from the recommenders are needed for the object’s
trust evaluation.

In the multi-hop trust model, the subject node first needs
to select a set of recommenders. Then, the indirect trust is
calculated based on recommendations and trust propaga-
tion. Next, we describe the detail calculation of direct, rec-
ommendation, and indirect trust.

4 TRUST CALCULATION IN EDTM

In this section, we present the trust calculation procedure of
trust in details.

4.1 The Calculation of Direct Trust

Unlike prior work, we compose our direct trust by consider-
ing communication trust, energy trust and data trust. The
sensor nodes in WSNs usually collaborate and communi-
cate with neighbor nodes to perform their tasks. Therefore,
the communication behaviors are always checked to evalu-
ate whether the sensor node is normal or not. However, due
to the nature of wireless communication, there are many
reasons resulting in the packets loss and the communica-
tions between sensor nodes are unstable. The unsuccessful
communication maybe caused by malicious nodes or unsta-
ble communication channel. Therefore, just evaluating the
communication behaviors is not enough for trust evalua-
tion. In addition, it is generally known that all communica-
tions in WSNs will consume a certain amount of energy to

Fig. 2. The EDTM structure.
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transmit some data packets or any information. If there are
malicious nodes in WSNs, the abnormal energy will be con-
sumed or the transmitted data packets will be falsified to
conduct malicious attacks. Therefore, communication trust,
energy trust and data trust are defined in EDTM. The com-
munication trust reflects if a sensor node can cooperatively
execute the intended protocol. The energy trust is used to
measure if a sensor node is competent in performing its
intended functions or not. The data trust is the trust assess-
ment of the fault tolerance and consistency of data, which
affects the trust of the sensor nodes that create and manipu-
late the data.

4.1.1 Calculation of the Communication Trust

The information on a sensor node’s prior behavior is one of
the most important aspects of the communication trust.
However, communication channels between two sensor
nodes are unstable and noisy, thus monitoring sensor node’s
behaviors in WSNs based on previous communication
behaviors involves considerable uncertainty. To deal with
this uncertainty, we adopt a Subjective Logic framework
[13]. The trust value in SL framework is a triplet T ¼ b; d; uf g,
where b, d and u correspond to belief, disbelief and uncer-
tainty respectively, b; d; u 2 ½0; 1�; bþ dþ u ¼ 1. Following
the trust model based on Subjective Logic framework [14],
the communication trust Tcom is calculated based on success-
ful (s) and unsuccessful (f) communication packets:

Tcom ¼ 2bþ u

2
; (1)

where b ¼ s
sþfþ1, u ¼ 1

sþfþ1.

4.1.2 Calculation of the Energy Trust

Energy is an important metric in WSNs since sensor nodes
are extremely dependent on the amount of energy they
have. Malicious nodes always consume abnormal energy to
launch malicious attacks. For example, malicious nodes
which conduct DoS attack consume much more energy than
normal nodes while selfish nodes consume less energy.
Therefore, we use energy as a QoS trust metric to measure if
a sensor node is selfish or maliciously exhaust additional
energy. Using an energy prediction model, sensor nodes’
energy consumption in different periods can be obtained. If
the environment conditions do not change much, the energy
consumption rate of normal nodes can maintain a stable
value.

First, an energy threshold u is defined. When the residual
energy Eres of one sensor node falls below the threshold
value, the sensor node is not competent enough (do not
have adequate energy) to perform its intended function.
Thus, the energy trust of the sensor node is considered to be
0. Otherwise, The energy trust is calculated based on the
energy consumption rate pene, pene 2 ½0; 1�. The higher the
energy consumption rate pene is, the less residual energy
remains, which ultimately leads to a smaller ability of sen-
sor nodes to complete the task. Thus, the trust values of the
sensor nodes are considered to be smaller. The energy trust
is calculated by:

Tene ¼ 1� pene; if Eres � u;
0; else; :

�
(2)

where pene is calculated based on the Ray Projection method
[15].

For a object node, if the energy consumption rate in n
previous time slots is Pene ¼ ðpeneð1Þ; peneð2Þ; . . . ; peneðnÞÞ
and the energy consumption rate in current time slot is
peneðnþ 1Þ, according to the Ray Projection method, the
change of energy consumption rate in each time slot is first
calculated by ki ¼ peneðiÞ � peneði� 1Þ, where i ¼ 2; 3; . . . ; n.
Then, the subject node chooses ki with the same plus or
minus number as kn and calculate jkn � kij. Place the results
of jkn � kij in an arrangement according to the order from
small to large and label as ðdi; lÞ, where di ¼ jkn � kij and l
is the labeled position of di in the arrangement. Finally, we
obtain p̂eneðlÞ ¼ peneðnÞ þ kiþ1. The minimum value of p̂eneðlÞ
is chosen as the predicted energy consumption rate
peneðnþ 1Þ ¼ minðp̂eneðlÞÞ.

4.1.3 Calculation of the Data Trust

Following the idea introduced in [16]: the trust of the data

affects the trust of the network nodes that created and

manipulated the data, and vice-versa, we introduce the

evaluation of data trust in this section. The data packets

have spatial correlation, that is, the packets sent among

neighbor nodes are always similar in the same area. The

data value of these packets in general follows some certain

distribution, such as a normal distribution [17], [18]. For the

sake of simplicity, in this paper, we also model the distribu-

tion of the data as a normal distribution. For a set of data,

the probability density function is fðxÞ ¼ 1
s
ffiffiffiffi
2p

p e
�ðx�mÞ2

2s2 , where

x is the attribute value vd of a data item, and m and s are

mean and variance of the data, respectively.

Since the mean m of a set of data is the most representa-
tive value that reflects the value similarity of the data, the
mean is supposed to have the highest trust value [18]. If the
value of a data item is close to the mean, the trust value of
this data is relatively high, and vice-versa. Therefore, the
trust value of the data item is defined as:

Tdata ¼ 2 0:5�
Z vd

m

fðxÞ dx
� �

¼ 2

Z 1

vd

fðxÞ dx: (3)

Based on the communication trust Tcom, the energy trust
Tene and the data trust Tdata, we can obtain the direct trust
between two neighbor nodes as:

Tn�direct ¼ wcomTcom þ weneTene þ wdataTdata; (4)

where wcom, wene and wdata are the weight values of the com-
munication trust, energy trust and data trust respectively,
wcom 2 ½0; 1�, wene 2 ½0; 1�, wdata 2 ½0; 1� and wcom þ wene þ
wdata ¼ 1.

4.2 Calculation of the Recommendation Trust

The recommendation trust is a special type of direct trust.
When there are no direct communication behaviors between
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subject and object nodes, the recommendations from recom-
mender are always taken into account for trust calculation.
However, in most existing related works, the true and false
recommendations are not distinguished. How to detect and
get rid of false recommendations is important since it has
great impact on the trust calculation.

As shown in Fig. 3, when a subject node A wants to
obtain the recommendations of an object node B. The subject
node A first checks its trust records and then selects a set of
common neighbor nodes of node A and node B as the
recommenders C1;C2; . . . ;Cn, which have the trust value
larger than the threshold 0.5. Subsequently, subject node
A transmits a recommendation request message to the
selected recommenders through multi-casting. Obviously,
the identity of node B should be added into the recommen-
dation request. Upon receiving a request message, the quali-
fied nodes will reply if they have recommendation of node
B. Based on the recommendations, the subject node A filters
the false recommendation and compute the recommenda-
tion trust of node B.

4.2.1 Calculation of the Recommendation Reliability

During the calculation of the recommendation trust, the rec-
ommendations from malicious neighbor nodes are first iso-
lated by choosing the trust recommenders. However, not all
the recommendations from the recommenders are reliable.
Therefore, when the subject node receives several recom-
mendations from neighbor nodes, it will first check whether
the recommendations are true or false. This judgment can
be done by outlier detection schemes (e.g., checking consis-
tency among multiple recommendations [18]). We consider
a simple checking method among multiple recommenda-
tions by defining the recommendation reliability Trel. Trel is
calculated as follows:

Trel ¼ 1� ��TB
Ci

� TB
ave

��; (5)

where TB
Ci

is the recommendation value of object node B
reported by recommender Ci, and TB

ave is the average value
of all the recommendations.

4.2.2 Calculation of the Recommendation Familiarity

Generally, the higher trust value of the recommender, the
more important recommendation is. Intuitively, it seems
to be reasonable. However, it is questionable that nodes
with higher trust values give more honest recommenda-
tions. Therefore, we introduce the concept of relationship
familiarity, which is based on the age of the relationship

between two nodes. The concept of familiarity allows
sensor nodes to give more importance to recommenda-
tions sent by long-term neighbor nodes rather than short-
term neighbor nodes. The familiarity is defined as:

Tfam ¼ numB
Ci

numCi

� a

1
numB

Ci ; (6)

where numB
Ci

is the successful communication times
between recommender Ci and object node B, numCi

is the
total successful communication times of the recommender,
and a is the regulatory factor of the communication times,
a 2 ð0; 1Þ.

Based on the trust value of the recommended node TCi
,

the recommendation value TB
Ci
, the reliability of recommen-

dation Trel and the familiarity Tfam of recommended nodes
about the object node, the recommendation trust is calcu-
lated as follows:

Tn�recom ¼
Pn

i¼1 0:5þ
�
TB
Ci

� 0:5
�� Trel � Tfam

n
; (7)

where n is the number of the recommender.

4.3 Calculation of the Indirect Trust

WSNs are multi-hop networks, when there are no direct
communications between subject and object nodes, indirect
trust can be established since trust is transitive. In this
paper, the calculation of indirect trust includes two steps:
1) the first step is to find multi-hop recommenders between
subject and object nodes, and 2) the second step is the trust
propagation which aims at computing the direct trust. The
path from the subject node to the object node established by
the recommenders is named as Trust Chain.

As shown in Fig. 4, based on the location information
of sensor nodes, we observe three different kinds of
mechanisms for choosing the recommender in this paper:
1) finding a recommender which is closest to the object
node to save energy consumption, 2) finding a recom-
mender which has the highest trust value to guarantee
the reliability of Trust Chain and 3) finding an optimal
Trust Chain by both considering the distance information
and the trust value. The first selection mechanism can
find the shortest Trust Chain, thus the communication
overhead for indirect trust calculation can be minimized.
However, in this case, the indirect trust evaluation is not
accurate because malicious nodes maybe chosen as rec-
ommenders. While the second selection mechanism can

Fig. 3. Calculation of the recommendation trust.

Fig. 4. Calculation of the indirect trust.

1232 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 26, NO. 5, MAY 2015



choose the most believable Trust Chain but this Trust
Chain is not energy efficient. Relatively speaking, the
third selection mechanism is the best one.

After establishing the Trust Chain, all the recommenders
should participate in the trust propagation step. The subject
node A first broadcasts a recommendation request message
to its next-hop recommender and waits for replies. Upon
receiving a request message, the recommender will check if
they have information needed by node A and whether the
object node is a neighbor node. If the object node B is not a
neighbor node of the current recommender, it continually
forwards the request message to its next-hop recommender;
otherwise, it will reply the request message with the recom-
mendation value to its previous-hop node until the reply is
received by the subject. Based on the recommendation value
TB
Ci

and the trust value of the recommender TCi
, the indirect

trust is calculated by:

Tn�indirectðBC1
Þ ¼ TC1

� TB
C1
; if TB

C1
< 0:5

0:5þ ðTC1
� 0:5Þ � TB

C1
; else;

(

(8)

Tn�indirectðBCiþ1
Þ ¼

TCiþ1
� Tn�indirectðBCi

Þ;
if Tn�indirectðBCi

Þ < 0:5

0:5þ ðTCiþ1
� 0:5Þ

� Tn�indirectðBCi
Þ; else;

8>>><
>>>:

(9)

i ¼ 1; . . . ; n, where n is the number of recommender on
the Trust Chain.

4.4 Update of Trust Value

Due to the dynamic behavior of WSNs such as leaving or
joining the network, the trust values of sensor nodes
should be updated periodically. First, the trust value
should not be updated too often. Because frequently updat-
ing the trust value will waste a lot of energy, and the trust
evaluation will be easily affected by the network traffic
conditions (e.g., congestion and delay). In addition, the
update cycle time cannot be too long. A node’s historical
trust values should be taken into account to measure its
current trustworthiness. If the cycle time is too long, it can-
not efficiently reflect the current behaviors of the object
node. To solve these issues, we use a sliding time window
concept to update the trust value.

The time window consists of several time slots for
the trust update. Each time slot is a cycle time. In each
cycle time, the subject evaluates the trust of the subject as
T ðiÞ; i ¼ 1; . . . ; m, where m is the number of time slots.
In the next cycle time, the trust value is updated as:
T ðiþ 1Þnew ¼ wiT ðiÞ þ wiþ1T ðiþ 1Þ; i ¼ 1; . . . ; m, wi þ wiþ1

¼ 1. wi and wiþ1 are the weight values of the historical trust
and the current trust level, respectively. However, a histor-
ical trust value computed a long time ago should carry less
importance than the trust value made more recently.
Therefore, we define an aging factor b for trust value atten-
uation: b ¼ eti�tiþ1 , where ti and tiþ1 are the trust calcula-
tion time of T ðiÞ and T ðiþ 1Þ, respectively. Therefore, the
weight value is wi ¼ b; wiþ1 ¼ 1� b.

5 SIMULATION RESULTS AND ANALYSIS

Our experiments are performed using Matlab. We imple-
mented two different sets of simulations. First, we evaluate
the performance of EDTM based on different simulation
parameters, e.g., the threshold of packets and the different
weight values. Then, we compare the detection rate of mali-
cious node and the energy consumption of EDTM and
NBBTE. The deployment area is set to be 100�100 m. There
are 100 sensor nodes randomly deployed in the sensing
area. The malicious nodes are simulated by the following
five kinds of malicious attacks: selective forwarding attack,
data forgery attack, DoS attack, on/off attack, bad and good
mouthing attack. In order to compare the subjective trust
value calculated by a sensor node, the objective trust is also
derived. The objective trust is calculated based on the actual
information of each node without considering any network
dynamics such as node mobility, trust decay over time, and
any malicious attacks. Therefore, the subjective trust values
are mostly lower than the objective trust values.

5.1 Performance of EDTM

5.1.1 The Selection of Threshold Thnum

In EDTM, a threshold of communication packets Thnum is
defined to save energy consumption. When the communica-
tion packets between the subject and object nodes are higher
than the threshold Thnum, only the direct trust is calculated.
Therefore, the energy consumption, communication over-
head and memory space for recommendation calculation
are saved. In this section, we simulate the trust model
between two neighbor nodes. The rate of malicious nodes is
set as 30 percent. As shown in Figs. 5 and 6, we observe that
the trust value of a normal node is close to 1 and that of a
malicious node is close to 0.

Fig. 5 shows the results of the object trust value (O-trust),
direct trust value (D-trust) and integrated trust value (I-
trust) of normal nodes and malicious nodes, respectively.
We observe that when the communication packets between
the subject and object nodes are higher than the threshold
Thnum, the direct trust values are closer to the object trust
values compared with the integrated trust values since the
integrated trust values are more or less influenced by the

Fig. 5. Communication packets are higher than the threshold.
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malicious recommendations. Therefore, in this case, only
calculating the direct trust is much more accurate and
energy efficient.

From Fig. 6, we can see that when the communication
packets between the subject and object nodes are lower than
the threshold Thnum, the integrated trust values are closer to
the object trust values compared with the direct trust val-
ues, since in this case the communication packets are not
enough to accurately react the sensor nodes’ real behaviors.
When the communication times is small, it is hard to
distinguish normal nodes and malicious nodes due to the
selective forwarding attack. Therefore, recommendation is
essential for the trust evaluation.

Fig. 7 shows the relationship between the trust value and
communication packets threshold Thnum. The x–axis repre-
sents the average communication packets in each trust cal-
culation period. We experiment with a varying number of
packets ranging from 0 to 1,000 with an increment of 10 to
examine the impact on the trust evaluation. First, we recog-
nize that the trust value increases as the number of packets
increases. In addition, the trust evaluations of the same
node under different communication packets threshold
Thnum are different. It is noticeable that when the number of

packets is below 400, the trust value under Thnum ¼ 40% is
the most closet one to the object trust. While the number of
packets exceeds 400, choosing the threshold as Thnum ¼ 60%
performs better. However, when the number of packets is
large enough, the trust model under Thnum ¼ 20% performs
as well as the trust model under Thnum ¼ 60%. This implies
that a subject node can select a certain threshold value
Thnum to obtain a much more real trust value for an object
node according to the number of communication packets.

5.1.2 Selection of the Weight Value

From Figs. 6 and 7, we can conclude that combining the
direct trust and recommendation trust is very important
when there are not enough interaction information for sen-
sor nodes’ trust evaluation. The proper weight values for
the direct trust and recommendation trust depends on the
conditions of the environment. In EDTM, the subject node
uses the recommendations from the common neighbor
nodes of the object node and itself. Therefore, we vary the
percentage of malicious common neighbor nodes from 5 to
45 percent with a 5 percent increment.

In general, when there are more malicious neighbor
nodes, the lower trust value is obtained because the mali-
cious attack such as the bad mouthing attack can directly
disturb the regular trust evaluation. We assume there are
enough packets interactions and set the average packets
between two neighbor nodes as 600 during each period.
The evaluated object node is a normal node. The weight val-
ues for the direct trust and recommendation trust are
labeled as ðwdirect; wrecomÞ.

As shown in Fig. 8, when the percent of malicious nodes
does not exceed 20 percent, the trust evaluation under (0.2,
0.8) works best, since only calculating direct trust is enough
for trust evaluation without the influence of malicious
nodes. However, the trust value decreases rapidly as the
percent of malicious neighbor nodes continually grows.
With the increase number of malicious neighbor nodes, the
higher weight value of recommendation trust is, the lower
obtained trust value, since more use of recommendation
trust leads to more malicious nodes participating in trust
computing. Therefore, we draw a conclusion that more

Fig. 7. Relationship between trust value and communication packets
threshold.

Fig. 8. Influence of the weight value.Fig. 6. Communication packets are lower than the threshold.
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malicious neighbor nodes leads to a lower trust evaluation
and the weight values for the direct trust and recommenda-
tion trust should be dynamically adjusted based on the pro-
portion of malicious nodes in their neighbor nodes.
However, in real applications, the percent of malicious
nodes is not known in advance, thus how to select the
proper weight values under different environment condi-
tions needs further research and will not be addressed in
this paper.

5.1.3 Selection of the Trust Update Time Cycle

The trust value needs to be updated dynamically. It is gen-
erally known that frequent trust update wastes a lot of
energy. On the contrary, if the trust update interval is too
long, it cannot efficiently reflect the current behaviors of the
object node. As shown in Fig. 9, two groups of experimental
results are compared: trust values evaluation with and
without malicious nodes under different update cycle time.
At the beginning of the simulation when the system is with-
out malicious nodes, the trust value with longer update
period grows slowly. However, after 150s, the trust values
with the cycle time 20 and 40 s are almost the same.

Therefore, in order to save energy consumption, a longer
update time period can be used for trust evaluation in this
case. However, the trust values calculated with malicious
nodes under different time cycles are very different, thus
shorter update time periods should be used.

5.2 Comparison of EDTM and NBBTE

5.2.1 Comparison of the Indirect Trust Value

In NBBTE, the indirect trust value is calculated by Tn�indirect

ðNBBTEÞ ¼ TCi
� TB

Ci
. In this section, we simulate the trust

calculation of a normal node under the different method in
EDTM and NBBTE. Fig. 10 shows that the indirect trust cal-
culation method in NBBTE cannot reasonably reflect the
sensor nodes’ real trust level. For example, if one subject
wants to obtain the trust value of an object node which has
its objective trust value as 0.6. There are two recommenders
on the Trust Chain with the trust value of 0.8 and 0.6. The
recommendation value provided by the closet recom-
mender is 0.8. By EDTM and NBBTE, we can get the indirect
value as: 0:6þ ð0:6� 0:5Þ � ½0:5þ ð0:8� 0:5Þ � 0:8� ¼ 0:574
and 0:6� ð0:8� 0:8Þ ¼ 0:384. It is obvious that the trust
value calculated by EDTM is much more closer to its objec-
tive trust values (0:384 < 0:574 < 0:6). The subject node
can evaluate the object node as a normal node by EDTM
(0:5 < 0:574), but consider the object as a malicious node by
NBBTE (0:384 < 0:5). Therefore, EDTM outperforms
NBBTE in terms of indirect trust value calculation.

5.2.2 Comparison of the Detection Rate

In this section, the simulated malicious attacks are selective
forwarding attack, data forgery attack, DoS attack, on-off
attack, bad/good mouthing attack. We vary the percentage
of malicious nodes from 5 to 50 percent with a 5 percent
increment. As shown in Fig. 11, it is obvious that the perfor-
mance of the EDTM is better than that of NBBTE. NBBTE
only takes the selective forwarding attack and the attack on
information into account and is vulnerable against other
attacks, e.g., DoS attack, on-off attack, bad/good mouthing
attack. So, with the increase number of malicious nodes, the
detection rate decreases rapidly, while EDTM is robust to
the five kinds of malicious attacks. Next, we will compare

Fig. 9. Influence of the update cycle time.

Fig. 10. Comparison of the Indirect trust value.

Fig. 11. Comparison of the detection rate.
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the performance of EDTM and NBBTE against the selective
forwarding attack and the data forgery attack. As shown in
Fig. 12, both EDTM and NBBTE are robust against the data
forgery attack, but EDTM works better. NBBTE cannot
detect malicious nodes with selective forwarding attack
because in this simulation, the packet loss rate is set to a
constant value. The rate of data forwarding in NBBTE is cal-
culated based on the change of the number of transmission
packets in different periods.

5.2.3 Comparison of the Energy Consumption

Finally, we compare energy consumption of EDTM and
NBBTE for obtaining the same malicious nodes detect rate.
We vary the percentage of malicious nodes from 5 to 45 per-
cent with a 5 percent increment. The communication pack-
ets threshold is set to 60 percent, the weight values for
direct trust and recommendation trust is set to (0.6, 0.4) and
the trust update cycle time is 40 s. As shown in Fig. 13,
EDTM is much more energy efficient, because in EDTM sen-
sor nodes interact only with their neighbor nodes. As a
result, nodes do not keep trust information about every
node in the network. Only keeping neighborhood informa-
tion implies significant lower energy consumption, less
processing for trust level calculation, and less memory
space. While in NBBTE, each node needs to store the infor-
mation for all the sensor nodes in the network.

6 CONCLUSION

The trust model has become important for malicious nodes
detection in WSNs. It can assist in many applications such
as secure routing, secure data aggregation, and trusted key
exchange. Due to the wireless features of WSNs, it needs a
distributed trust model without any central node, where
neighbor nodes can monitor each other. In addition, an effi-
cient trust model is required to handle trust related informa-
tion in a secure and reliable way. In this paper, a distributed
and efficient trust model named EDTM was proposed. Dur-
ing the EDTM, the calculation of direct trust, recommenda-
tion trust and indirect trust are discussed. Furthermore, the
trust propagation and update are studied. Simulation
results show that EDTM is an efficient and attack-resistant

trust model. However, how to select the proper value of the
weight and the defined threshold is still a challenging prob-
lem, which we plan to address in our future research
endeavors.
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