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Abstract—Many systems or applications have been developed for distributed environments with the goal of attaining multiple objectives in the face of environmental challenges such as high dynamics/hostility, or severe resource constraints (e.g., energy or communications bandwidth). Often the multiple objectives are conflicting with each other, requiring optimal tradeoff analyses between the objectives. This work is mainly concerned with how to model multiple objectives of a system and how to optimize their performance. We first conduct a comprehensive survey of the state-of-the-art modeling and solution techniques to solve multi-objective optimization problems. In addition, we discuss pros and cons of each modeling and optimization technique for in-depth understanding. Further, we classify existing approaches based on the types of objectives and investigate main problem domains, critical tradeoffs, and key techniques used in each class. We discuss the overall trends of the existing techniques in terms of application domains, objectives, and techniques. Further, we discuss challenging issues based on the inherent nature of MOO problems. Finally, we suggest future work directions in terms of what critical design factors should be considered to design and analyze a system with multiple objectives.

Index Terms—Multi-objective optimization, genetic algorithms, evolutionary algorithms, game theory, auction theory, trust, distributed systems.

I. INTRODUCTION

Real-world situations, such as those arising in economics or engineering environments, are complex and multidimensional in nature. Oftentimes, the scenarios are characterized by actors within these environments who are operating with a varied set of motivations and/or objectives [132]. Multiple objectives are often present, typically as a utility (or payoff) function. In many situations, however, maximizing all of the payoff functions is an over-constrained problem, as the objectives may be in conflict with each other. One can consider Pareto optimal situations where tradeoffs between these conflicting payoff functions are studied on a region, called the Pareto frontier. Navigation on the Pareto frontier enables one to optimize the design of such systems, performing multi-objective optimization (MOO) [46].

In this survey paper, we are particularly interested in how to model multiple objectives of a system, interwoven with complex system constraints (e.g., resource constraints, high adversarial conditions or dynamics, or distributed nature with no trusted centralized entity). Further, our interest is in how to optimize the performance of a system with multiple objectives.

Example applications include coalition formation (or team composition), cluster formation, task assignment, task scheduling, or resource allocation in various network environments including wireless sensor networks, mobile ad hoc networks, cloud computing, multi-agent systems, web-based social networks, supply chain environments, P2P networks, and so forth. Many MOO techniques have been explored, such as evolutionary algorithms, game theoretic approaches, and other metaheuristic algorithms. We aim to summarize the general trends on how modeling and solution techniques to solve MOO problems evolve as the main concerns of system platforms change.

For those who want to take a first step to initiate their research in the area of modeling and optimizing systems with multiple objectives, we are hopeful that this paper can provide useful background and guidelines.

A. Existing Survey Papers on Multi-Objective Optimization

Researchers have explored MOO problems since the 1970’s in various domains for system control, decision making, circuit design, operations research, networking and telecommunications protocol design, and so forth. Several comprehensive survey papers on MOO solutions have appeared since the 1990’s.

Shin and Ravindran [185] survey interactive methods to solve continuous MOO problems and corresponding applications. The authors discuss characteristics of preference assessments, assumptions to ensure the functionality of a method, and relationships between different methods. Ulungu and Teghem [202] review existing work on multi-objective combinatorial optimization (MOCO) problems because multi-objective linear programming (MOLP) methods had failed to solve MOO problems with discrete variables in many real-world applications.

With significantly increased attention on MOO problems and solution methods, many survey papers have been published from 2000 until now. In particular, several MOO survey papers discuss evolutionary algorithms [46, 48, 47, 56, 117, 198, 205] or bio-inspired algorithms [62, 170]. Okabe et al. [156] conduct a survey on how to measure quality of MOO algorithms and propose various types of performance indices. Also very recently Meng et al. [135] published a survey paper on MOO design methods using game theory. As seen in [135], a change of MOO modeling technique may be necessitated due...
to diverse needs of distributed systems with distinct multiple objectives as opposed to centralized systems with only system level objectives.

Compared to the existing survey papers, our survey paper is unique in providing a comprehensive survey on both solution techniques (e.g., scalarization-based, metaheuristics, hybrid metaheuristics, and trust-based approaches) and modeling techniques (e.g., cooperative game theory or auction theory). We use our prior classification method developed in [43] with an in-depth survey to classify existing MOO modeling and solution techniques based on the types of objectives. Then we discuss the overall trends to analyze the tradeoff between solution optimality and solution search efficiency (i.e., complexity) of the surveyed MOO solution techniques. We summarize the overall trends of existing works to solve MOO problems, provide discussions of key challenging issues in MOO problems, and point to potential research directions based on the overall trends observed from the survey results.

**B. Key Contributions**

A preliminary version of this work was published in [43]. We substantially extend the conference paper [43] with the following contributions:

1) This work provides a comprehensive survey of not only key modeling techniques for modeling applications/systems with MOO requirements, but also solution techniques. We discuss each technique with its pros and cons that could lead to an insightful decision on the choice of techniques based on the distinct needs of each application;

2) This work uses the classification method, developed in our prior work [43], to categorize existing studies on various MOO problems in terms of the characteristics of objectives. This work substantially extends [43] with more detailed descriptions of techniques and trends observed based on the in-depth literature review associated with the three classes. Based on the classification method in [43], we classify existing works into three classes based on the nature of objectives, either system objectives or individual objectives in which an individual has its own goal as a member of a group which has a different goal to achieve;

3) We discuss the overall trends to analyze the tradeoff between solution optimality and solution search efficiency (i.e., complexity) observed in the surveyed MOO solution techniques. We provide the general trends of the application domains, objectives, and key techniques used for modeling and solving MOO problems. We provide insights on how modeling and solution techniques for MOO problems have evolved as emerging platforms have new needs to meet; and

4) Our work is the first that surveys trust-based solution techniques for solving MOO problems. We suggest future research directions based on trust-based heuristic approaches that are efficient and effective in achieving multiple, conflicting goals of a system under dynamic, hostile, and distributed environments.

**C. Structure of this Survey Paper**

The rest of this paper is structured as follows.

- **Section II:** We survey common applications to which MOO modeling and solution techniques are applicable. In addition, we discuss conflicting multiple objectives that are considered in example applications.
- **Section III:** We provide basic background knowledge about MOO problem definition and formulation. We also explain Pareto optimum and frontier for achieving MOO.
- **Section VI:** We survey solution techniques that solve various MOO problems, including scalarization-based methods, metaheuristics, hybrid metaheuristics, and trust-based solutions. We discuss the pros and cons of each solution technique.
- **Section V:** We survey modeling techniques for applications/systems with MOO goals, including cooperative game theory and auction theory. We discuss the pros and cons of each modeling technique.
- **Section VI:** We classify existing modeling and solution techniques to solve various MOO problems into three classes according to the types of objectives.
- **Section VII:** We discuss the challenging issues derived from the nature of MOO problems, including uncertainty, Pareto optimality conditions, duality, solvability, and stability, and the tradeoff between optimality and complexity.
- **Section VIII:** We suggest future research directions based on the overall trends observed from the survey results.
- **Section IX:** We summarize the key ideas from this survey.

**II. Systems with Multiple Objectives**

MOO problems are commonly encountered in many applications. In this section, we survey the major application domains that have explored techniques or algorithms to solve MOO problems.

**Business Settings:** Multiple criteria decision making situations are commonly observed where coalitions or alliances are established between buyers and sellers [99], customers and vendors [30], multiple business partners [96], and supply chain alliance in marketplaces [97]. The tradeoff issues investigated in [30, 96, 97] due to conflicting multiple objectives include: (1) maximization of sales by vendors vs. minimization of prices by customers [30]; (2) fair distribution of benefits by individual firms vs. overall maximum benefit based on the sum of all firms’ benefit [96]; and (3) maximization of an individual’s payoff vs. maximum profit of the supply chain alliance [97]. Overall we observe that conflicting interests exist between individuals and systems.

**Tactical environments:** Many military settings have multiple objectives in contexts such as task team formation [14], asset-to-task matching in tactical or surveillance systems [36, 49, 65], or team formation in multi-agent systems (e.g., robots, unmanned aerial or ground vehicles) [167, 174, 177, 180, 184]. The critical tradeoffs investigated in these works include: (1) agility vs. resource consumption [14]; (2) mission completion vs. fair resource utilization [36]; and (3) task cost (delay or
communication overhead) vs. task completion (or coalition formation) [49, 65, 167, 174, 177, 180].

Web-based virtual environments: Many web-based virtual collaboration environments with service provision require team formation. The examples may include virtual collaboration networks requiring team formation among film actors or scientists where certain skill sets are required while some level of trust relationships are critical for cooperation [5]. Further, crowdsourcing in online environments is another good example of requiring task assignment with objectives including expertise, availability, or collaboration relationships [64]. Anagnostopoulos et al. [5] take a bi-criteria approximation approach to meet conflicting goals of minimizing communication cost while maximizing workload balance for task assignment in an online setting. Dorn et al. [64] solve a team composition problem based on member qualifications in terms of required skill sets and trust relationships with other members by using metaheuristics in an online environment. In these works [5, 64], the conflicting objectives are between skill sets and task related cost or fair workload.

Network resource allocation: Resource allocation techniques or algorithms have been developed for applications with multiple objectives. The examples with multiple but conflicting objectives show the trade-offs of conflicting objectives as follows: (1) team formation for service providers with the objectives of maximizing both load balance and quality-of-service (QoS) [194]; (2) primary and secondary user networks formation in cognitive networks with rate-interference tradeoff [15, 17, 18, 175]; (3) job formation to distribute the components of a program to suitable processors with conflicting objectives, maximizing throughput, reliability, or security with minimum communication cost [108, 122, 147, 193, 224]; and (4) cloud selection to achieve system functionalities based on the tradeoff between data management cost and QoS provided to users [103].

Most MOO problems including coalition formation (or team composition), task scheduling, task assignment, or resource allocation are usually combinatorial optimization problems, which are typically known to be NP-complete [8, 76]. Combinatorial optimization problems involve finding a best set from a finite set of objects. Many such problems cannot be solved in polynomial time.

III. BASIC CONCEPTS

A. Definition of MOO Problem

Optimization involves identifying the values of decision (or free) variables that generate the maximum or minimum of one or more objectives. In most engineering problems, there may exist multiple, conflicting objectives and solving the optimization problems is not trivial or may not be even feasible [168].

Osyczka [157] defines MOO as a problem that solves “a vector of decision variables” meeting constraints and optimizing a vector function where each element is an objective function.

Coello [46] provides a clear formulation of multi-objective optimization problems. Given \( m \) inequality constraints and \( p \) equality constraints, identify a vector, \( \bar{x}_n^* = [x_1^*, x_2^*, \ldots, x_n^*]^{\top} \), that optimizes

\[
\bar{f}_k(\bar{x}_n) = [o_1(\bar{x}_n), o_2(\bar{x}_n), \ldots, o_k(\bar{x}_n)]^{\top}
\]

such that

\[
g_i(\bar{x}_n) \geq 0, \quad i = 1, 2, \ldots, m
\]

\[
h_i(\bar{x}_n) = 0, \quad i = 1, 2, \ldots, p
\]

where \( \bar{x}_n = [x_1, x_2, \ldots, x_n]^{\top} \) is a vector of \( n \) decision variables. The constraints determine the “feasible region” \( F \) and any point \( \bar{x}_n \in F \) gives a “feasible solution” where \( g_i(\bar{x}_n) \) and \( h_i(\bar{x}_n) \) are the constraints imposed on decision variables. The vector function \( \bar{f}_k(\bar{x}_n) \) in (1) is a set of \( k \) objective functions, \( o_i(\bar{x}_n) \) for \( i = 1, \ldots, k \), representing \( k \) non-commensurable criteria [46].

B. Pareto Optimum

The concept of “Pareto optimality” is defined in [159]. A point \( \bar{x}_n^* \in F \) is “Pareto optimal” (for minimization below) if the following holds for every \( \bar{x}_n \in F \)

\[
\bar{f}_k(\bar{x}_n) \not\leq \bar{f}_k(\bar{x}_n^*)
\]

where \( \bar{f}_k(\bar{x}_n) = [o_1(\bar{x}_n), o_2(\bar{x}_n), \ldots, o_k(\bar{x}_n)]^{\top} \), \( \bar{f}_k(\bar{x}_n^*) = [o_1(\bar{x}_n^*), o_2(\bar{x}_n^*), \ldots, o_k(\bar{x}_n^*)]^{\top} \)

Pareto optimality gives a set of nondominated solutions. A feasible solution \( x \) is called “weakly nondominated” if there is no \( y \in F \), such that \( o_i(y) < o_i(x) \) for all \( i = 1, 2, \ldots, k \). This means that there is no other feasible solution that can strictly dominate \( x \). A feasible solution \( x \) is called “strongly nondominated” if there is no \( y \in F \), such that \( o_i(y) \leq o_i(x) \) for all \( i = 1, 2, \ldots, k \), and \( o_i(y) < o_i(x) \) for at least one \( i \). This means that there is no other feasible solution that can improve some objectives without worsening at least one other objective. If \( x \) is “strongly nondominated”, it is also “weakly nondominated”. However, the reverse does not hold [46].

A related concept is Pareto efficiency [159], which refers to a state in which resources cannot be reallocated to make any individual gain more without hurting any others’ gain. Given an initial allocation, if we can achieve a different allocation making at least one individual better off without making any others worse off, then the starting state is called a Pareto improvement. An allocation is regarded as Pareto efficient (or Pareto optimal) when we cannot make any further Pareto improvements [33]. The standard Pareto optimality (or Pareto efficiency) mentioned above is often referred to as strong Pareto optimality (SPO). On the other hand, weak Pareto optimality (WPO, or weak Pareto efficiency) is a weaker version of SPO, indicating a state in which there is no other alternative way for resource reallocation to make any individual better off. If an allocation is SPO, it is a WPO; but not vice-versa. Therefore, we can identify strongly nondominated sets for solutions under the SPO allocation while finding weakly nondominated sets for solutions under the WPO allocation [33].
techniques along with an analysis of pros and cons. Table I summarizes the scalarization-based MOO formulation technique, with an analysis of pros and cons.

A. Scalarization-based MOO Function Formulation

In this section, we discuss ‘classical’ MOO methods to formulate a single objective function that captures multiple objectives, mainly based on scalarization techniques. Table I summarizes the scalarization-based MOO formulation techniques along with an analysis of pros and cons.

1) Weighted Sum: A popular technique is the weighted sum, also called scalarization, that generates a single objective function by linearly combining multiple objective functions by

\[
\text{Optimize } f_k(x) = \sum_{i=1}^{k} r_i o_i(x),
\]

where \(0 \leq r_i \leq 1, i = \{1, \ldots, k\}, \sum_{i=1}^{k} r_i = 1\)

Here each weight represents the importance of that objective function [174, 176]. Deciding appropriate weights (i.e., the \(r_i\)’s) for each objective is critical to obtaining good solutions. Since the different objectives, the \(o_i\)’s, measure different quantities, appropriate normalization of units is also critical [46].

Pros and Cons: This method is computationally efficient in generating a strong nondominated solution [119] while not changing the structure of the problem by keeping the same set of constraints. However, the solution generated by this method depends significantly on the weight coefficients for each objective. If the solution functions meeting the constraints for each objective are not linear, showing a concave tradeoff surface, a linear weighted sum cannot identify optimal solutions [73].

2) \(\varepsilon\)-Constraints: This technique helps generate a single objective function by picking one of the multiple objective functions, say the \(i\)-th, as the primary objective function and casting the remaining objective functions as constraints [62]. The objective function can be written as

\[
\text{Optimize } o_i(x)
\]

subject to \(o_j(x) \leq \varepsilon_j, j = 1, \ldots, k \) and \( j \neq i \)

Matsatsinis and Delias [134] study task allocation problems in multi-agent decision making systems using \(\varepsilon\)-constraints. Bi-criteria approximation is a typical approach to solve a two-objective optimization problem, in which one of the objectives is interpreted as a constraint while the other objective is set as a system goal. Anagnostopoulos et al. [5] utilize bi-criteria approximation to optimize both communication overhead and workload balancing in an online task assignment problem.

Pros and Cons: The \(\varepsilon\)-constraints method leads to a weakly nondominated solution. However, if only one optimal solution exists, such a solution becomes strongly nondominated [46]. In this method, multiple rounds of searching for solutions using a different set of constraints can identify trade-off points among multiple objectives [171]. Its drawback is that it is a time-consuming process, and in the case with too many objectives, it is hard to formulate the problem itself [46]. The choice of \(\varepsilon\) significantly affects problem solutions when dealing with continuous objective values and also modifying the structure of the problem by adding extra constraints.

3) Goal Programming: This method is used by decision makers (DMs) to assign targeted goals that they want to attain for each objective. The objective function aims to minimize the absolute difference between the targeted goals and the achieved performance [54, 196], and is formulated as

\[
\min \sum_{i=1}^{k} |o_i(x) - g_i|
\]

where \(g_i\) refers to the target goal for objective \(i\) and \(X\) is a set of feasible solutions [54, 148].

C. Pareto Frontier

A set (of feasible solutions) that is Pareto efficient is called the Pareto frontier, Pareto set, or Pareto front. The optimal solutions can be determined based on the tradeoffs within this set based on a designer’s decisions for acceptable performance [33, 46].

Figure 1 shows an example of a MOO problem with two objective functions to be minimized [46]. The two goals are conflicting with each other as \(o_1(\bar{x}_n)\) is minimized when \(o_2(\bar{x}_n)\) is not, and vice-versa. The bold line in Figure 1 is the Pareto frontier or set. In general, the normal way to find optimal solution(s) is to obtain the Pareto set and then by comparing \(f_k(\bar{x}_n)\) for each solution \(\bar{x}_n\) in the Pareto set, a designer can make a final decision for the optimal solution(s) [46].

If \(\bar{x}_n^* \in F\) does not exist such that \(\bar{x}_n < \bar{x}_n^*\), then we say \(\bar{x}_n \in F\) is a weakly nondominated solution. This means that some solutions in \(f_k(\bar{x}_n)\) can achieve as much as \(\bar{x}_n^*\) while other solutions in \(f_k(\bar{x}_n)\) can be strictly dominated by \(\bar{x}_n^*\). If \(\bar{x}_n^* \in F\) does not exist such that \(\bar{x}_n < \bar{x}_n^*\) and for at least one value of \(k\), \(\bar{x}_n < \bar{x}_n^*\), then we call \(\bar{x}_n \in F\) a strongly nondominated solution. This means that solutions in \(f_k(\bar{x}_n^*)\) is strictly better than \(\bar{x}_n\). Hence, if \(\bar{x}_n^*\) is strongly nondominated, it is also weakly nondominated. However, the vice-versa does not hold [46].

IV. MOO SOLUTION TECHNIQUES

In this section we discuss MOO solution techniques. We organize this section as follows: Section IV-A for scalarization-based techniques; Section IV-B for solution metaheuristics; Section IV-C on hybrid metaheuristics; and Section IV-D on trust-based approximation solutions.

A. Scalarization-based MOO Function Formulation

In this section, we discuss ‘classical’ MOO methods to formulate a single objective function that captures multiple objectives, mainly based on scalarization techniques. Table I summarizes the scalarization-based MOO formulation techniques along with an analysis of pros and cons.
Pros and Cons

**Pros**
- Can be used with game theory to design a
  Results in the best possible optimal solution,
- Applicable in non-convex MOO problems
- Computationally efficient if feasible solution

**Cons**
- Transforms some constraints to soft con-
- Computationally inefficient if feasible solution
  space is not found

Achievement function
- Allows finding Pareto optimal solutions by
  introduces complexity in selecting right ref-
- Introduces extra constraints; not applicable

Benson’s method
- Applicable in non-convex MOO problems
  when reference points are properly selected

Utility (or value) function
- Can be used with game theory to design a
  MOO problem related to resource allocation

When other objectives are almost strictly met. In Eq. (7), the attainment of meeting each goal is checked per objective.

**Pros and Cons:** This technique can yield the best achievable optimal solution where all objectives have an equal priority for optimization [192]. If different priority levels are given, this formulation can be modified by using a “lexicographic goal programming technique,” introducing a demand-level vector [192]. Priority levels can be considered by transforming Eq. (7) above into \( \min \left[ \max \{Z_i(x)\} \right] \) that can generate either weak or strong Pareto optimal solutions [232]. However, if the feasible region is not identifiable, it is not computationally efficient [46]. Further, the normalization in Eq. (8) takes care of the unit normalization problem discussed earlier.

4) Min-Max Method: This aims to minimize the maximum deviations of the objective values from optimal objective values [192]. For example, we can formulate a min-max problem via

\[
\min \left[ \max_{i=1, \ldots, k} Z_i(x) \right] \quad \text{for } i = 1, \ldots, k \tag{7}
\]

where \( Z_i(x) \) is obtained from the target value \( g_i \) by

\[
Z_i(x) = \frac{|c(x) - g_i|}{g_i} \quad \text{for } i = 1, \ldots, k \tag{8}
\]

Note that Eq. (7) differs from Eq. (6) in that Eq. (7) has a stricter standard than Eq. (6). Eq. (6) minimizes the sum of the differences between the optimal objective value and the goal objective value while Eq. (7) minimizes the difference per objective. Eq. (6) allows deviations of some objectives

5) Elastic-Constraints Method: It was developed in order to incorporate benefits of the weighted sum and \( \varepsilon \)-constraints method while avoiding their weaknesses. This method is devised to solve a single objective as the benefit of a weighted sum while considering all efficient solutions like the \( \varepsilon \)-constraint method [69]. The underlying idea is that elastic constraints allow a problem to be solved easily by setting upper bounds on violated objective values which are used to penalize the constraint violation [69, 113]. A MOO function based on this elastic-constraints method is formulated by

\[
\min_{x \in S} \left[ \epsilon^T_k x + \sum_{k \neq j} \mu_k s_k \right] \tag{9}
\]

subject to \( \epsilon^T_k x + l_k - s_k = \epsilon_k, \quad k \neq j \)

\( s_k, l_k \geq 0, k \neq j, x \in S \)

where \( \epsilon_k \) is a constraint and \( \mu_k \) is the penalty coefficient for a given objective \( k \). This method uses two sets of variables including slack variables, \( l_k \), and surplus variables, \( s_k \), in order to transform the upper bounds on objective values into equality constraints for any \( x \in S \) (i.e., a set of feasible solutions) based an appropriate selection of \( s \) and \( l \) [69].
Pros and Cons: Wierzbicki et al. [218] discuss how the elastic-constraints method can be used in real world MOO problems. Since some constraints are hard (e.g., physical constraints) while other constraints can be soft (e.g., budget constraints), some objectives can be transformed as soft constraints by using the elastic-constraints method which increases efficiency in solution search [218]. Based on the experiments conducted by Ehrigott and Ryan [70], solution search complexity of the elastic-constraints method is significantly affected by the value of $\mu_k$ in which small $\mu_k$ incurs more computational complexity. Accordingly, the existence of Pareto optimality is strikingly affected by the value of $\mu_k$.

6) Weighted Metric Method: This method uses a global criterion by minimizing the distance between a certain reference point, $z^*_i$, and a feasible objective region where each metric can be weighted with a different degree [138]. This weighted method is also called compromise programming [228]. A MOO function based on the weighted metric method can be formulated for $1 \leq p < \infty$ and a set of feasible solutions $S$ by

$$\min \left( \sum_{i=1}^{k} w_i \left( f_i(x) - z^*_i \right)^p \right)^{1/p} \quad (10)$$

subject to $x \in S$

Assuming that the global ideal objective vector is known, a related reformulation based on a weighted Chebyshev problem [138] is given by

$$\min \max_{i=1,\ldots,k} \left[ w_i \left( f_i(x) - z^*_i \right) \right] \quad (11)$$

subject to $x \in S$

Eq. (10) is Pareto optimal if either the solution is unique or $w_i > 0$ while Eq. (11) gives a weakly Pareto optimal solution for $w_i > 0$ [138, 140].

Pros and Cons: If reference points $z^*$, a vector of utopian objective values, are known, Eq. (11) can identify a Pareto optimal solution of each objective. However, Eq. (10) is not differentiable which precludes the use of single objective optimizers using gradient information [138].

7) Achievement Function Method: This method is similar to the weighted metric method. However, it is different in that it does not fix a reference point as an ideal or utopian objective vector and does not use a distance metric. In this sense, this method is a type of goal programming method aiming to minimize the deviation from ideal performance. These features can provide Pareto optimal solutions regardless of what reference point is selected [138]. It can formalize a MOO function as

$$\min \max_{i=1,\ldots,k} \left[ w_i \left( f_i(x) - z^*_i \right) \right] + \rho \sum_{i=1}^{k} \left( f_i(x) - z^*_i \right) \quad (12)$$

subject to $x \in S$

where $w_i$’s are the normalized weights and $\rho > 0$.

Pros and Cons: As discussed above, due to the unique features of flexibly selecting a reference point, this method can find Pareto optimal solutions. However, this can also introduce complexity in identifying proper reference points.

8) Benson’s Method: This method is similar to $\varepsilon$-constraints method in choosing a single objective while other objectives are considered as constraints. Also similar to the weighted metric method, it uses a vector of reference points, $z^*$, but they are selected randomly from a feasible solution space. This method aims to maximize the sum of the non-negative differences between the reference point and the feasible solutions for each objective [20, 56]. It can be formulated by

$$\max \sum_{i=1}^{k} \max_{x \in S} \left[ 0, (z^*_i - f_i(x)) \right] \quad (13)$$

subject to

$$[f_1(x), \ldots, f_k(x)] \leq z^*$$

$$[g_1(x), \ldots, g_m(x)] \geq 0$$

$$[h_1(x), \ldots, h_j(x)] = 0, x \in S$$

Pros and Cons: To avoid scaling problems, each individual difference should be normalized based on the same scale before the summation. If the random reference points, $z^*$, are properly selected, this method can be also applied in non-convex multi-objective problems. However, this method introduces extra constraints. In addition, since the objective function is not differentiable, direct gradient based methods cannot be used [56].

9) Utility Function Method: This method can be used in a situation in which multiple users have individual objectives and associated utility functions, $U$, where utility function $u_k$ for user $k$ should be valid over the feasible solution space. Solutions can be compared based on the values of utilities. For example, for two solutions $i$ and $j$, solution $i$ is preferred to solution $j$ when $U(f(x_i)) > U(f(x_j))$ [56, 85]. This utility function method can formulate a MOO function by

$$\max U(f(x)) \quad (14)$$

subject to

$$[f_1(x), \ldots, f_k(x)] \leq z^*$$

$$[g_1(x), \ldots, g_m(x)] \geq 0, x \in S$$

where $f(x) = [f_1(x), \ldots, f_k(x)]^T$.

Pros and Cons: The underlying idea is simple to apply in contexts where multiple users have their own goals to maximize particularly using game theoretic approaches. If appropriate utility functions are given, it can be useful to solve diverse resource allocation problems. However, it is challenging to formulate utility functions which can be globally applicable (e.g., a system goal perspective) because there is no guarantee for an individual agent to obtain a global view efficiently in fully distributed environments.

B. Metaheuristics

In this section, we discuss the following well-known metaheuristics to solve MOO problems: (1) evolutionary algorithms and its variants; (2) ant colony optimization method; (3) particle swarm optimization method; (4) simulated annealing; (5) Tabu search; and (6) variable neighborhood search. Table
TABLE II
METHEURISTICS METHODS

<table>
<thead>
<tr>
<th>Technique</th>
<th>Pros</th>
<th>Cons</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary Algorithms (EA)</td>
<td>Provides heuristic but close-to-optimal solutions</td>
<td>Computationally expensive fitness functions that often generate local optima</td>
<td>[205]</td>
</tr>
<tr>
<td>Nondominated Sorting Genetic Algorithm (NSGA)</td>
<td>Preserves solution diversity based on the crowding distance comparison process; High efficiency by preserving optimal solutions based on elitism</td>
<td>Poor performance under the failure of generating crowd solutions under multiple objectives</td>
<td>[47, 120]</td>
</tr>
<tr>
<td>Strength Pareto Evolutionary Algorithm (SPEA)</td>
<td>High solution quality maintained based on elitism with high solution diversity</td>
<td>Most computational overhead incurred in density estimation</td>
<td>[187]</td>
</tr>
<tr>
<td>Multi-Objective Quantum-inspired Evolutionary Algorithm (MQEA)</td>
<td>High scalability based on quantum-based mutation and crossover; high proximity to Pareto optimality; high solution diversity of nondominated solutions</td>
<td>Computationally intensive to reach convergence to Pareto front</td>
<td>[126]</td>
</tr>
<tr>
<td>Hierarchical Evolutionary Algorithm (HEA)</td>
<td>High efficiency in eliminating invalid or dominating solutions</td>
<td>Computationally intensive when the feasible solution space is large</td>
<td>[61]</td>
</tr>
<tr>
<td>Ant Colony Optimization (ACO)</td>
<td>Useful for dynamic applications</td>
<td>Not predictable for solution convergence time</td>
<td>[24, 63, 65]</td>
</tr>
<tr>
<td>Particle Swarm Optimization (PSO)</td>
<td>High quality solution with less time</td>
<td>May be difficult to identify the optimal parameters in some cases</td>
<td>[104, 109, 123]</td>
</tr>
<tr>
<td>Simulated Annealing (SA)</td>
<td>Good approximation solution for a large size solution search space</td>
<td>No guarantee for the global optimum; highly expensive cost functions for problems with few local optima with smooth energy landscape</td>
<td>[21, 64, 112, 201, 203, 233]</td>
</tr>
<tr>
<td>Tabu Search (TS)</td>
<td>Efficient and effective in solution space searching; capable of incorporating multiple objectives</td>
<td>Time-consuming process</td>
<td>[81, 82, 83, 199, 215]</td>
</tr>
<tr>
<td>Variable Neighborhood Search (VNS)</td>
<td>Provides efficient and good approximation solutions although it is simple and does not require much change for extensions</td>
<td>Long extra computations may occur for highly constrained problems with many constraints to check and penalties to compute</td>
<td>[93, 146]</td>
</tr>
</tbody>
</table>

Fig. 2. The structure of general GAs.

II summarizes the metaheuristics along with an analysis of their pros and cons.

1) **Evolutionary Algorithms (EAs):** EAs are characterized by metaheuristics, which refer to high-level algorithmic strategies. *Metaheuristics* guide other heuristic algorithms while searching through the feasible solution space for identifying an optimal solution. The underlying idea is to quickly converge toward an optimal solution [84]. Many NP-complete problems (e.g., task assignment / scheduling, team formation, traveling salesman problem) have been solved using this technique. This technique has the following characteristics:

- Identified feasible solutions tend to converge toward optimal or near-optimal solution(s);
- If optimal solution(s) are not identified, it may provide a good approximation with a small constant factor (e.g., 5%) of optimal solutions in many cases;
- It can perform even better under a special condition that non-zero probability of occurrence of each solution is guaranteed. Under this condition, an optimal solution can be found even if the set of solutions is non-convex;
- It significantly increases chances to identify global optima by avoiding local optima.

EAs have been used to solve “combinatorial optimization problems” whose optimal solutions can be obtained only with a very high computational cost. A common type of EA is the genetic algorithm (GA). In this context, evolutionary processes involve three mechanisms: *recombination* (or crossover), *variation* (mutation) and *natural selection*.

*Recombination* involves the creation of an offspring from previous entities (or an entity). During recombination, mutations may occur. As a result of these changes, the fittest entities survive while the weak ones die and do not produce offspring. To mimic these mechanisms, GAs use a general form of an evolutionary structure to solve these problems, as shown in Figure 2.

We briefly describe how GAs can be used to solve MOO problems. As shown in Figure 2, we assume that ‘an individual in a population of size n’ indicates a ‘solution’ to a MOO problem. One can run the GA on a population to identify an optimal solution to a particular problem. Given a set of genetic operations (selection, crossover, and mutation), new offspring or individuals are created from existing individuals either through mutation or crossover [64, 84, 168]. By iterating the genetic operators through the population, an optimal solution may be identified. The individuals or solutions are evaluated according to the aptitude function.

The final optimal solution values are derived from the processes of optimization and decision making. In Figure 3, we explain the decision process based on the three stages [98, 205].

**Pros and Cons:** EAs are devised to provide heuristic
methods capable of generating useful solutions for solving optimization problems. However, DMs often face computationally expensive fitness functions. Besides, the solutions may converge towards local optima [205].

EAs that are designed to solve multi-objective optimization problems are called multi-objective evolutionary algorithms (MOEAs). The fundamental principle of MOEAs is approximating the solution to the Pareto-front and preserving the diversity of populations so as to obtain more nondominated solutions. Below we discuss several MOEA algorithms used to solve MOO problems in the literature.

a) Nondominated Sorting Genetic Algorithm (NSGA): NSGA aims to improve the adaptiveness of a population of candidate solutions based on a Pareto front constrained by a set of objective functions. The population is ordered based on a hierarchy of sub-populations according to the degree of Pareto dominance. Similarity of members in each sub-group is used to evaluate the Pareto front solutions to identify a diverse front of non-dominated solutions [55].

Srinivas and Deb [192] describe a two-step NSGA: fast nondominated sorting and crowding distance calculation. Fast nondominated sorting emphasizes elitism to preserve the best individuals until the current generation while crowding distance calculation promotes solution diversity.

In each generation, a parent population is sorted according to non-dominance using tournament selection. Fast nondominated sorting ranks all population (parents and children) into different levels of fronts, assigning a corresponding fitness value. Inside each front, a crowding comparison is conducted, representing the distance between neighboring solutions. With these two values (i.e., fitness value and crowding distance), if there are two solutions with different non-domination ranks, the lower rank will be preferred. If both solutions belong to the same front, a point in a less dense region (i.e., high crowing distance) will be preferred. These are to maintain solution diversity [55]. NSGA-II is later proposed to improve NSGA to further conserve elites and sort them in a fast procedure. NSGA-II is nonparametric, dealing with different noise distributions in objective functions to handle uncertainty [55]. It does not require particular characteristic structures, or parameters of data or population, using ranks rather than actual values [56].

Pros and Cons: NSGA preserves the explicit diversity of Pareto-optimal solutions by using a crowding distance comparison process. The elitism with nondominated sorting conserves already found Pareto optimal solutions [47]. These two features contribute to computational efficiency. However, poor performance may happen when a crowding distance function fails to generate the crowd of solutions under multiple objectives [120].

b) Strength Pareto Evolutionary Algorithm (SPEA): SPEA starts with an initial population and an empty archive. First, all nondominated population members are saved in the archive. During this update operation, any dominated individuals / duplicates are dropped from the archive. For example, if the size of the updated archive is larger than a predefined limit, archive members selected by a clustering technique preserving the characteristics of the nondominated front can be deleted. After the update, both archived and population members are given fitness values (smaller is better for minimization). When selecting a mate, binary tournaments are used to select individuals from the combined pool of population members and the members in the archive. Each individual in the archive is more likely to be selected than any population member. After recombination and mutation processes, the old population is updated with the new offspring population. SPEA2 is devised to improve issues of SPEA in assigning fitness values, estimating density based on a clustering technique, and truncating individuals from the archive. In particular, SPEA2 provides better solutions when the number of objectives increases. Unlike other MOEAs, SPEA2 aims at distributing solutions uniformly near the Pareto-optimal front [234].

Pros and Cons: Elitism (the archive) is used to preserve the previous best solutions and thus it has a better search ability. However, density estimation dominates the run time of the fitness assignment procedure [187].

c) Pareto Archived Evolution Strategy (PAES): PAES uses a simple evolution strategy, selecting a better solution out of two individuals where an individual solution is generated as a mutant. Only a solution that is better than the current solution is selected; otherwise, the solution is not updated. That is, it uses a local search to find diverse nondominated solutions [114].

Pros and Cons: PAES is the simplest possible non-trivial MOEA solver aiming to obtain Pareto optimality and solution diversity. The comparison between individuals using the simple evolutionary strategy contributes to reducing computational complexity. However, it may generate disconnected Pareto fronts [47].

d) Multi-objective Quantum-inspired Evolutionary Algorithm (MQEA): MQEA is derived from a quantum evolutionary algorithm (QEA) to solve multi-objective problems [111]. QEA employs a new probabilistic representation, called “Q-bit,” by using the concept of “qubits.” A qubit can be in a binary state such as 0 or 1 or in any superposition of the two. A Q-bit individual refers to “a string of Q-bits” and the length of Q-bit means the population size. Since the Q-bit

1When more than one quantum states are combined, we call it “superposed” [111].
2A Q-bits is the smallest unit of information in QEA [111].
can be probabilistically presented as “a linear superposition of states,” it is useful for generating solution diversity in the evolutionary process [111].

In each generation, binary solution sets are formed when Q-bit individuals are observed multiple times from the previous (or last) generation, and then the fitness level of every binary solution is evaluated. A rotation is applied to each individual to update the state for producing the next generation. The best individuals are preserved from a set of sorted nondominated solutions among current solutions and previous best solutions, i.e., ranking each in terms of nondominated front, and the global optimal solution pool is updated.

**Pros and Cons:** MQEA takes advantage of quantum computing for mutation and crossover procedure, which is scalable. It can improve proximity to the Pareto optimal front and diversity of nondominated solutions. However, it may be computationally intensive to find sufficient convergence conditions to Pareto optimal front [126].

**e) Hierarchical Evolutionary Algorithm (HEA):** Instead of exploring nondominated individuals in parallel, HEA tackles each objective in sequence [61]. In each epoch, it starts with one of the objectives, finding the best individuals by applying mutation evaluated by the fitness value; afterwards it feeds those solutions into the next objective as input and follows the same way as before to explore the best solution out of the feasible solutions that met the previous objective [61].

**Pros and Cons:** HEA is computationally efficient by reducing the complexity in ranking each individual by screening out some invalid or dominating solutions for each objective. However, if all the solutions in the search space are feasible (i.e., none filtered out), then there is no reduction in computational complexity [61].

2) **Ant Colony Optimization (ACO):** It is inspired by observing the foraging behavior of certain ant species. Ants cooperate with each other to seek food efficiently via indirect communication [24, 63]. First, scouting ants begin searching for sources of food. When the ants return to the colony, they leave pheromones, as markers on the path leading to the food, which will give other ants directions to find the food [24, 63]. More pheromones on a path mean a better path with higher probability of finding food.

Ants find solutions by traveling on the graph, and accordingly pheromones on each path can be updated. Through the indirect communications, ants can use the pheromone value in choosing a path. This ultimately leads to finding a better (or best) path. To use this method, an optimization problem should be converted to a problem of finding a best path on a weighted graph. Dridi et al. [65] apply a bi-colony ACO to solve resource assignment and task scheduling problems for surveillance systems.

**Pros and Cons:** ACO is useful for dynamic applications such as finding routes under dynamically changing network topologies. Cooperative behaviors of entities in distributed systems can lead to rapid discovery of good solutions and also avoid premature convergence to the final solution. However, even if convergence is guaranteed, there may be uncertainty in the time taken to convergence [24, 63].

3) **Particle Swarm Optimization (PSO):** This technique is inspired by the social behavior of flocking birds or schooling fish [109]. Simple entities, also called the particles, are formulated on the parameter space of a function (or problem), and each calibrates the fitness at its current state (i.e., location). Then each particle makes a decision for its next movement through the parameter space by combining its own previous fitness values and additional members of the swarm. After that, the particle can be evaluated by the states and fitness values of other particles [109]. A social neighborhood is formed based on the members of the swarm with which a particle can interact. Jin et al. [104] apply hybrid PSO algorithms to solve task allocation in wireless sensor networks.

**Pros and Cons:** PSO is a simple process of coding, independent of a set of initial points, and has fewer parameters than other heuristic optimization algorithms. Hence, it is capable of producing high quality solutions in much less time with more stable convergence behavior, compared to other stochastic methods. On the other hand, similar to other heuristic optimization techniques, since it does not have a mathematical basis for analysis, it is difficult to identify the optimal parameters in some cases [123].

4) **Simulated Annealing (SA):** SA is a probabilistic technique for identifying the global minimum of a cost function that may have a number of local minima [112, 201]. This technique emulates the process of cooling a solid slowly, which makes its structure ultimately "frozen" at a configuration with minimum energy [21]. The underlying idea of SA is to obtain the optimal solution by decreasing the probability of accepting worse solutions slowly. This explores the solution space [112, 201]. Zhu et al. [233] use SA to solve a resource allocation problem in real-time distributed systems. Dorn et al. [64] employ SA to propose a team formation algorithm in online social networks.

**Pros and Cons:** SA is useful when the search space is large. For some problems requiring an acceptable level of optimization or restricting search time, SA is often more efficient than exhaustive search [112, 201]. However, SA is not always efficient for all combinatorial optimization problems. For problems with few local optima and a smooth energy landscape, the computational cost is too expensive. If the cost function in SA has narrow and steep valleys, it may not work efficiently. As is the case with other GA approaches and other bio-inspired approaches (e.g., ACO or PSO), SA also does not guarantee the global optimum [203].

5) **Tabu Search (TS):** TS is a metaheuristic search method using a local search method for mathematical optimization [81, 82, 83]. TS is based on two aspects of intelligence: “adaptive memory” and “responsive exploration”.

TS searches local neighborhood of elite solutions (i.e., best or better solutions of the solution pool) hoping to find an improved solution. Local searches tend to get stuck in suboptimal regions or on plateaus with many equally acceptable solutions. To avoid this problem, TS uses adaptive memory structure to improve the performance of these techniques where the memory structure contains the visited solutions or sets of rules. By marking solutions previously visited within a certain short-
term period or violated based on the user’s rule as ‘tabu’ (forbidden), the algorithm does not repeatedly consider them.

TS also conducts responsive exploration by changing the solution space based on good or bad solution features. The memory structure in TS uses four dimensions: recency, frequency, quality, and influence [81, 82]. The key benefit of using the adaptive memory structure in TS is the balance between search intensification and diversification by delving into attractive regions more thoroughly while expanding search spaces which have not been explored previously [81, 82]. For more details on TS, readers are referred to [81, 82, 83]. Weerakoon and Allan [215] apply TS to form coalitions for optimization of secure routing in wireless sensor networks.

**Pros and Cons:** Since TS adaptively remembers the ‘tabu’ solutions, it searches the solution space more efficiently and effectively, compared with memoryless approaches, such as many GA and SA metaheuristic methods. In addition, TS is capable of incorporating multiple objectives, overcoming the inherent limitations of GA and SA methods. However, TS requires a large number of evaluations for every optimization step, consuming significant time and effort, although the computational efficiency increases by finding feasible solutions [199].

6) **Variable Neighborhood Search (VNS):** It has been proposed to solve combinatorial optimization problems based on the distance between a current solution and and its neighbors, representing local optima, leading to a new improved solution [146]. VNS uses the idea that neighborhoods change both in descent to local optima and in escape from the valleys containing the local optima [93]. VNS employs the following facts to find optimal solutions: (1) local optima for one neighborhood structure are not necessarily local optima for another neighborhood structure; (2) a global optimum is a local optimum based on all possible neighborhood structure; and (3) local optima for one or more neighborhood structures are relatively close to each other in most problems [93]. The common variants of VNS include: (1) variable neighborhood descent (VND) based on a purely deterministic search; (2) reduced VNS (RVNS) using stochastic search; (3) skewed VNS (SVNS) providing a way to escape from very large valleys; and (4) variable neighborhood decomposition search (VND) using two-level VNS. For more details on VNS, interested readers are referred to [93, 146].

**Pros and Cons.** Extensions of VCN are relatively simple and require no changes of parameters and provide quite good approximation solutions. However, there is additional time complexity of computing the penalty and checking multiple constraints at every move and swap.

Overall metaheuristics algorithms provide useful methods to search a large solution space to solve NP-complete or NP-hard MOO problems. Obviously, they cannot guarantee global optimal solutions.

C. **Hybrid Metaheuristics**

The motivation for combining multiple methods derives from the intention of uniting benefits of individual approaches [166]. The hybridization is not limited to just merging two methods, but can include combining metaheuristics with exact algorithms [26]. In this section, we discuss the hybrid approaches that particularly combine metaheuristics with other approaches, either exact algorithms generating optimal solutions or other metaheuristics producing approximation solutions. Table III summarizes hybrid metaheuristics methods with an analysis of pros and cons.

1) **Ant Colony Optimization (ACO) + Constraint Programming (CP):** We omit the description of ACO as we discussed the ACO in Section IV-B2. In CP, a filtering algorithm, associated with constraints, aims to delete values from variable domains that are not contributing to feasible solutions. CP has two phases: (1) the propagation phase to remove values not in feasible solutions by the filtering algorithm; and (2) the labeling phase to an unassigned variable that is assigned with a value from its domain where only improving solutions are considered as feasible solutions. By combining ACO and CP, the advantages of both methods can be united based on ACO’s learning capability and CP’s ability to handle constraints efficiently [26].

**Pros and Cons.** Compared to a pure ACO, combing with CP can provide more efficient but good quality solutions [26]. However, whenever a new, improved solution is found, a global constraint may need to be updated to enforce the improvement of all constructed solutions, which incurs extra overhead.

2) **Variable Neighborhood Search (VNS) + plus Large Neighborhood Search (LNS):** The critical concern of using VNS is the choice of a neighborhood structure that generates neighboring, feasible solutions [26]. The common tradeoff between the size of neighboring solutions and efficiency is shown in that a small set of neighboring solutions generates efficient but low quality solutions while a large set of neighboring solutions produces slow but high quality solutions. Finding the optimal solutions with the neighborhood is actually a NP-hard problem. Nowadays the research is known as Large Neighborhood Search (LNS) which generates efficient and high quality solutions. LNS can be efficiently explored by complete methods (i.e., methods guaranteeing optimal solutions) such as constraint programming, mixed-integer programming, or dynamic programming [162, 164, 26].

**Pros and Cons.** LNS can complement VNS by finding good quality neighborhood solutions efficiently. However, finding LNS using complete methods is also a NP-hard problem [26].

3) **Tabu Search (TS) + Problem Relaxation (PR):** Relaxation techniques are used to relax constraints for difficult combinatorial optimization problems by simplifying certain constraints using branch and bound algorithms, dropping integrality constraints, or moving constraints to enhance a particular objective [26]. The information gained from relaxations can allow a greedy manner of generating solutions [26]. The hybrid approach combining TS with the problem relaxation technique has two steps: (1) relax constraints by dropping the integrality constraints; and (2) apply TS to search for optimal solutions on the relaxed problem. An example of solving a multidimensional 0-1 knapsack problem using this hybrid approach is shown in [204].

**Pros and Cons.** Problem relaxation allows efficiently finding feasible solutions by relaxing constraints in various ways.
However, due to the relaxation, the hybrid approach tends to provide approximation solutions rather than optimal solutions [26].

4) Simulated Annealing (SA) + Tabu Search (TS): TS performs movements to update solutions with improvements. However, when no better movements are available, TS goes into a second phase by moving to a worse solution, hoping that a better solution can be found. In the hybrid approach of SA and TS, when TS reaches the state that does not find better solutions, it lets SA control the worsening movements by the temperature parameter [13].

Pros and Cons. This hybrid approach can take advantage of the benefits of both metaheuristics in that SA is used in the second phase of TS to more systematically adjust the parameter to control worsening solutions which can increase the odds of finding improved solutions. However, still whether to accept worsening solutions or not should be analyzed. Further, for a solution space with a smooth energy landscape with few local optima, the computational cost of finding the solution is high.

5) Evolutionary Algorithm (EA) + Dynamic Programming (DP): DP provides a way to define optimal strategies that can be used in various metaheuristics [26]. Blum [25] shows a hybrid approach showing how DP is used in evolutionary algorithms within the crossover operator that generates candidate solutions with improvements based on the extension of previous solutions.

Pros and Cons. EA can have the benefit of efficiency introduced by the speed-memory tradeoff in DP in generating candidate solutions to make improvements in feasible solutions. However, as DP is basically extending a solution based on partial solutions from previous solutions, it may be stuck with local optima due to less solution diversity [26].

In addition to the above hybrid metaheuristics approaches, Mezma et al. [137] combine two metaheuristics, GA and a memetic algorithm, with an exact algorithm, a branch and bound (BB) algorithm to guarantee optimality. Bedoui et al. [19] also present the combination of NSGA-II and TS and the combination of NSGA-II and SA to solve MOO problems. For most hybrid metaheuristics, exact algorithms or other metaheuristic approaches are utilized to improve solution efficiency which is often traded off for solution optimality. However, the main benefit of using hybrid metaheuristics is better efficiency for the same or improved solution optimality.

D. Trust-based Algorithms

Trust-based MOO problem solutions have received significant attention as a promising heuristic to solve MOO efficiently and effectively under resource-constrained, hostile, distributed network environments [36, 50, 64, 84, 181]. Although trust-based solutions may not perfectly generate Pareto optimal solutions, it has been used to generate approximation solutions that are close-to-optimal with significantly high efficiency (e.g., exponential to linear) [40, 213].

The definition of trust is “assured reliance on the character, ability, strength, or truth of someone or something” [136]. In essence, trust is a relationship in which an entity called the trustor relies on someone or something called the trustee, based on given criteria. As trust is a multidisciplinary concept, the term has been used in different disciplines to model different types of relationships: trust between individuals in social or e-commerce settings, trust between a person and an intelligent agent in autonomous systems and trust between network entities in communication networks [41]. The nature of trust is subjective and domain specific. Thus, the concept of trust is often defined by specific criteria and the application context.

For example, trust-based MOO approaches have used metrics such as feedback credibility, service satisfaction, preference similarity [50], a team member’s qualification [64], network performance (e.g., security, reliability, load balance, or throughput) [181], and so forth. The basic idea of trust-based solutions is to dynamically assess trust status of all nodes in the system, and then factor this knowledge into the MOO problem formulation. Very often trust-based heuristics can be used to reduce the solution complexity at the expense of solution quality.

Pros and Cons: Trust-based solutions are heuristic in nature and may produce close-to-optimal solutions with linear complexity as good approximation methods. This efficiency can increase its applicability in resource-constrained environments as one of key concerns is to minimize energy consumption in solution search. However, the heuristic method is implemented in a greedy manner, which does not guarantee optimal solutions.

V. GAME THEORY-BASED MOO DESIGN TECHNIQUES

Game theory has been used to solve MOO problems as design tools [35, 169, 189]. Game theory is similar to MOO
in that both aim to optimize multiple objectives at the same time. However, in game theory, each player’s utility function is controlled by a different agent where it is the part of decision variables to optimize the performance. In addition, it is a well-known fact that the goal of MOO is to find Pareto optimality while non-cooperative game theory aims to identify Nash Equilibrium (NE) which may not be PO, as shown in the Prisoner’s Dilemma [169]. We discuss two game theoretic approaches (i.e., cooperative game theory and auction theory) in this section as useful design tools for a system with multiple objectives based on the following reasons: (1) in cooperative game theory, an identified NE solution may be Pareto optimal because individual players are cooperative to achieve a common goal of maximizing the payoff of a coalition; and (2) in auction theory, incentive-compatibility design can stimulate individual players to maximize a system goal, leading to an NE equilibrium (if it exists) which is Pareto optimal. Table IV summaries the two game theoretical approaches and the associated solution techniques for MOO problem solving, along with an analysis of pros and cons.

### A. Cooperative Game Theory

Many MOO problems, such as coalition formation (or team composition), task assignment, task scheduling, or resource allocation, are formulated as an *n*-person cooperative (coalitional) game.

A cooperative game appears when groups of players, called coalitions, cooperate to obtain benefits by joining a grand coalition, the set including all coalitions. The game is played by coalitions of players, not by players within each coalition. A cooperative game is also called a “coalitional game” [29, 152]. Often strategic games assume that individual players are selfish and maximize their utility, assuming no cooperation. The goal of a cooperative game is to model the situations in which the players work together or share some cost to benefit each other. However, players are selfish in that they are cooperative only if their cooperative behavior maximizes their utility. Cooperative game theory aims to understand mechanisms for players to cooperate in order to maximize the payoff of a grand coalition [29, 152].

A cooperative game has two key attributes: (1) a set of players $N = \{1, 2, \ldots, n\}$; and (2) a “characteristic function” $v$ that computes the value obtained from subsets of $N$: $v(S)$ is the value associated with a coalition formed with all the members in $S$. A cooperative game can be denoted as a pair $(N, v)$ [29].

The objective(s) of the system must be reflected in function $v$ and should be achieved in coalition payoff. An individual player can calculate its payoff based on its objective while a coalition leader can compute the coalition payoff given a set of selected members. Incentive (or reward) or penalty mechanisms can be utilized to enforce desired behaviors of individual entities that can contribute to increasing coalition payoff. Many existing works use various types of cooperative games to solve coalition or team formation problems such as nontransferable utility cooperative games [190], hedonic games [176], and repeated cooperative games [97]. Some existing works use trust in formulating the payoff functions where trust can be the basis of decisions by players [29, 84, 87, 141, 150].

**Pros and Cons:** Although cooperative game theory provides a generic framework for solving coalition problems in many domains, the assumptions or rationale under this theory may not always be true. For example, even though the commitment of a player can be ensured for honest players, when attackers exist in cyberspace, the rationale of the cooperative game no longer holds. Hence, some variation of this game is needed

<table>
<thead>
<tr>
<th>Approach</th>
<th>Technique</th>
<th>Pros</th>
<th>Cons</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cooperative Game Theory</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nontransferable Utility Game (NTU)</td>
<td>Generic; nonparametric</td>
<td>No guarantee of a unique solution unless a certain condition is met</td>
<td>[29, 152, 176, 190]</td>
<td></td>
</tr>
<tr>
<td>Hedonic Game</td>
<td>Generic; high predictability</td>
<td>Requires additional conditions to ensure stable partitioning for different presentations</td>
<td>[10, 12, 25, 28, 176]</td>
<td></td>
</tr>
<tr>
<td>Shapley Value</td>
<td>Simple to measure utility for a coalition</td>
<td>High communication overhead; no guarantee for obtaining information under hostile environments</td>
<td>[77, 143, 179]</td>
<td></td>
</tr>
<tr>
<td>Core</td>
<td>Provides a set of stable coalitions</td>
<td>Hard to select a best coalition when the size of the core is large</td>
<td>[71, 174]</td>
<td></td>
</tr>
<tr>
<td>Nash Bargaining Solution (NBS)</td>
<td>Generic with less complexity</td>
<td>Not straightforward for a cooperative concept; non-trivial to evaluate axioms</td>
<td>[152, 194]</td>
<td></td>
</tr>
<tr>
<td><strong>Auction Theory</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vickrey’s Auction</td>
<td>Provides a dominant strategy in decision making</td>
<td>No bidding may occur if prior knowledge on the real valuation of an item is not known; vulnerable to the auctioneer manipulating prices</td>
<td>[9, 27, 183]</td>
<td></td>
</tr>
<tr>
<td>Vickrey-Clarke-Groves (VCG) Auction</td>
<td>Effective if players play with truth-telling as a dominant strategy</td>
<td>May not achieve budget balance; cannot track bidder’s real identities; vulnerable to collusion attacks</td>
<td>[9, 27, 89, 118, 152, 160]</td>
<td></td>
</tr>
<tr>
<td>Combinatorial Auction</td>
<td>Incurs less amount of communications; reveals less private information</td>
<td>Introduces complexity in selecting items for each bundle</td>
<td>[27, 42, 68, 152]</td>
<td></td>
</tr>
<tr>
<td>Reverse Auction</td>
<td>Maximizes the social welfare; encourages the competitiveness of sellers</td>
<td>Vulnerable to seller collusion attacks; relies on whether buyers play truth-telling</td>
<td>[68, 152]</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV
GAME THEORETIC APPROACHES
to consider attacker surveys. In addition, as a common issue in using game theory, the assumption of a player’s rationality (i.e., be rational to maximize its utility) may not always be guaranteed, particularly when human entities are involved and could be affected by their propensity or emotions in the decision making process. Also humans may not have the computational capacity, given deadlines, to compute optimal strategies. That is why there is a significant amount of research on approximating optimal strategies. Below we briefly discuss some examples of cooperative game theories.

Now we discuss two common game theoretic approaches used to formulate cooperative games, Nontransferable Utility Game and hedonic game. In addition, we describe solution concepts of cooperative games including Shapley value, Core, and Nash Bargaining Solution.

1) Nontransferable Utility Game: Cooperative games are generally referred to as non-transferable utility (NTU) games. A NTU game is denoted as a pair \((N, V)\), where \(N\) is a set of players and \(V\) is a coalitional function assigning payoff to each coalition. \(S\) is a subset of \(N\), \(S \subseteq N\) and the feasible payoff vector of \(S\) (i.e., payoff coalition \(S\) can generate) is denoted by \(V(S) \subseteq \mathbb{R}^{|S|}\). The feasible payoff vector, \(V(S)\), is nonempty for \(S \neq \emptyset\), “closed, convex, and comprehensive” (i.e., \(x' \leq x \in V(S) \Rightarrow x' \in V(S)\)) [155]. Nontransferable utility means that agents do not have a common scale to measure the value of a coalition. Likewise, NTU can be defined by a tuple \((N, X, V, (\succ_i)_{i \in N})\) where \(X\) is a set of outcomes/coalitions, \(V\) is an outcome function for a coalition, and \(\succ_i\) indicates the relation of agent \(i\)'s preference over the set of coalitions. The relation is assumed to be transitive and complete. Singh et al. [190] model a resource allocation problem in commercial wireless networks as a nontransferable payoff coalitional game.

Pros and Cons: NTU is generic as it can be used to represent many other cooperative games, i.e., hedonic games. Since it uses preferences instead of utilities (i.e., prices and quantities), it does not impose any functional form on the utility function so it is nonparametric [39]. In addition, when trust between agents is utilized as a factor in their coalition formation, we can derive preferences among the agents directly from their trust values. However, NTU does not guarantee a unique solution to the game unless certain conditions are satisfied.

2) Hedonic Game: A hedonic game is a special NTU and can be defined by a tuple \((N, (\succeq_i)_{i \in N})\) where \(N\) is a finite set of players and \(\succeq_i \subseteq 2^{N_i} \times 2^{N_i}\) is a “complete, reflexive and transitive relation” for agent \(i\)'s preference, implying that if \(S \succeq_i T\), agent \(i\) prefers coalition \(T\) with the maximum of coalition \(S\) [12, 28]. No externalities are considered across groups. That is, players’ preferences can be only expressed over the set of coalitions to which players belong [23]. Cooperative games can be viewed as hedonic games if the payoff to a member in a coalition is only affected by the coalition members and can be predicted, such as voting. Saad et al. [176] model a task allocation problem as a “hedonic coalition game” in multi-agent wireless networks.

Pros and Cons: Like NTU, hedonic game theory is also generic and can be applied to various problems without much complexity. Compared with other cooperative games, hedonic games can give high predictability by restricting a player’s preferences only to the coalitions to which it belongs. However, in order to ensure stable partitioning for different representations, hedonic games may require additional conditions. This remains an open research problem [10].

3) Shapley Value: The Shapley value indicates how important each player is to the overall cooperation and what payoff each player can expect from the coalition based on the contribution provided by the player. The Shapley value is computed as:

\[
\varphi_i(v) = \sum_{S \subseteq N \setminus i} \frac{|S|!(n - |S| - 1)}{n!} (v(S \cup \{i\}) - v(S))
\]

The Shapley value indicates the amount of profit player \(i\) obtains in a given coalition game. \(N \setminus i\) is a set of players that does not include player \(i\). \(S\) is a subset of \(N\) and \(v(S)\) is the value of the coalition \(S\), the total expected gain from coalition \(S\). \(v(S \cup i) - v(S)\) gives the fair amount of player \(i\)'s contribution to the coalition game. This is averaged over the possible different permutations where the coalition can be formed.

Garg et al. [77] and Militano et al. [143] use the Shapley value to identify an optimal coalition that maximizes multiple objectives associated with players and coalition leaders.

Pros and Cons: The Shapley value gives a simple way to measure the utility a coalition can obtain through a particular entity. However, in order for opinions/status of other entities to be disseminated over the network, it incurs high communication overhead and there is no guarantee for the information to be delivered without any change in the presence of malicious entities. Thus, the Shapley value may not be easily implementable in dynamic, distributed adversarial environments.

4) Core: It represents a profile of payment divisions, which guarantees no player has incentive to leave a current coalition to form another coalition \(S \subset N\) [174]. “Rational” players are assumed to agree to the grand coalition because no other coalition can give better payoff. The main problem is how to divide the payoff so that all participating coalitions are satisfied with the assigned payoff [71]. The core in a transferable utility (TU) game, \(C_{TU}\), is defined as a set of vectors \(x\) in which \(x_i\) refers to distributions to payoff that are efficient and considered as rational by individuals. \(C_{TU}\) is given by

\[
C_{TU} = \{ x \in \mathbb{R}^{|N|} : \sum_{i \in N} x_i = v(N), \sum_{i \in S} x_i \geq v(S), \forall S \subseteq N \}
\]

where the first condition indicates efficiency that the sum of payoffs to members is the payoff to the grand coalition. The second condition called coalitional rationality is that the grand coalition’s payoff is no less than any participating coalition’s payoff.

Pros and Cons: The core addresses the issue of incentives for abandoning a grand coalition, under which it provides a set of stable collaboration that no player will leave to form another coalition. However, the cores (of TU or NTU games)
are not always guaranteed to exist. In zero-sum games, the core is empty because no coalition is satisfied with a negative payoff, thus exhibiting strong instability. On the other hand, the size of the core can be large where there is high stability (i.e., highly balanced payoffs to make all coalitions satisfied), but selecting a suitable coalition is challenging due to its high complexity [174].

5) Nash Bargaining Solution (NBS): In cooperative games, NBS can be applied in a situation in which two or more players are required to select one of possible outcomes derived from a joint collaboration [152]. Particularly when two parties negotiate something associated with each party’s interest, a bargaining game may result in a disagreement outcome, i.e., a payoff each player receives when a negotiation is not successful. Examples are when an employer negotiates with a potential employee on salary or when two countries negotiate on trade issues. We refer readers to [152] for details of NBS.

Nash’s bargaining theorem uses the concept of a collective utility function that can be maximized by the unique solution identified in the bargaining game [152]. The collective utility function refers to a function aggregating the utilities of individuals into a single value indicating the utility of the collective. Examples include the utilitarian function (adding all individual utilities up), the egalitarian function (taking the minimum of individual utilities), and the Nash function (taking the product of the utilities) [152]. Subrata et al. [194] model a job allocation problem in grid computing as a cooperative game and identified the task allocation structure based on NBS.

Pros and Cons: NBS provides a generic solution strategy for various cooperative bargaining processes without adding much complexity. However, it is not straightforward to select and adjust a cooperative concept to reflect unique characteristics of a given bargaining situation.

Note: Although cooperative game theory (CGT) is commonly used to solve diverse MOO problems, non-cooperative game theory (NCGT) is also used to solve MOO problems. The distinction between CGT and NCGT is that CGT has a group as a basic unit while NCGT has an individual as a basic unit [186]. A cooperative game aims to achieve a value (e.g., maximization of a grand coalition’s payoff and each coalition’s payoff) where there is a force from a third party (e.g., coalition leaders) to cooperate while non-cooperative game does not have any such forcing function, but operates based on an individual rational player’s self-interest. Thus, even if NCGT is used, cooperation may occur but the motivation of the player’s action is only to maximize its own utility. That is, in NCGT, a player takes an action only based on its self-interest [186].

A few existing works use NCGT to mainly solve resource allocation problems with multiple objectives [34, 90, 207, 226]. However, since in NCGT a player makes a decision only based on local view, using NCGT for solving MOO problems often results in sub-optimal solutions while incurring less overhead than in CGT [191].

B. Auction Theory

An auction can be used to make a deal between willing sellers (auctioneers) with items to sell and buyers (bidders) willing to pay a price to purchase them [118]. Auction theory is particularly suitable for modeling a coalition formation MOO problem in which coalition leaders can be auctioneers, while members can take the role of bidders. In the coalition formation problem, coalition leaders are attempting to maximize their payoff by recruiting the best members while the potential bidders want to maximize their gain by attaching to coalitions with high payoff. So, the bidders will bid and commit to buying items (joining coalitions) where the bid provides the best individual payoff. In this way, the coalition payoff (i.e., the auctioneer’s criteria to determine winners) will influence the member selection process and thus the coalition formation (or team composition). Figure 4 shows the decision process and objectives of the auctioneers and the bidders.

Given multiple items, a potential bidder can have different degrees of preference for each item. Thus, the payoff towards an item may be different depending on the bidder’s value and needs. The payoff bidder \(j\) can obtain from purchasing item \(i\) is the net gain of the valuation \(v_{i,j}\) at the expense of the price \(p_{i}\) for item \(i\), \(v_{i,j} - p_{i}\) [27].

Even if bidder \(j\) bids on item \(i\), bidder \(j\) is not a final winner of item \(i\) unless the auctioneer agrees with it. The auctioneer should select a bidder that can best maximize the payoff. The payoff that auctioneer \(k\) can obtain from accepting bidder \(j\) is the net gain of the valuation \(v_{k,j}\) by selecting bidder \(j\) at the price of \(p_{j}\), \(v_{k,j} - p_{j}\) [27]. Based on this process, a set of coalitions is formed. However, when the contract is terminated, a new coalition reformation process can be triggered. Often a bidder’s contract termination may cause loss to the bidder’s payoff as the system penalizes the bidder’s lack of commitment towards the initially assigned coalition. Note that a bidder can bid for multiple coalitions in parallel based on the characteristics of a coalition, e.g., a coalition executes a short-term or a long-term mission, which determines whether to free selected members after finishing the mission.
Coalition formation problems have been solved using many different types of auction-based algorithms such as Vickrey’s second price auction [183], Vickrey-Clarke-Groves (VCG) mechanism [89], a single-item auction with multiple preferences [36], a combinatorial auction with multiple preferences [42], a reverse auction [68], Nash bargaining [194], and an auction based on different bidding strategies [217]. Here we briefly discuss the pros and cons of each auction-based algorithm.

1) Vickrey’s Auction: In single-shot auctioning, an auctioneer chooses a bid with the highest bid price. On the other hand, a bidder’s best strategy depends on what it knows or guesses about the strategies of other bidders. Deciding what value to bid is not a trivial problem. To resolve these bidding problems, Vickrey’s auction mechanism, called “second price auction”, is proposed as a “sealed-bid auction” [27]. In this mechanism, a winning bidder pays the second highest price. This policy makes truth-telling as the “dominant strategy,” regardless of the strategies of all other bidders, to maximize a bidder’s efficiency because the winner pays the second highest price, not the price the winner has bid. Shi et al. [183] use Vickrey’s auction to form a coalition of secondary users in cognitive networks.

Pros and Cons: Vickrey’s auction is efficient in decision making, and results in a “dominant strategy” if bidders provide a truthful value [9]. However, if a bidder does not know the real valuation of an item, it may not bid on it at the market price without sequential auctions. In addition, if an auctioneer manipulates pricing via shill bids (i.e., bidding on an item to artificially increase its price), the price a winner would pay may increase [27]. In this sense, a bidder’s trust in an auctioneer will impact the bidder’s decision on whether to bid on an item offered by a particular auctioneer.

2) Vickrey-Clarke-Groves (VCG) Auction: VCG auction is a sealed-bid auction for auctioning multiple items. Bidders have their valuations of the items. In this auction, an individual bidder is charged with the loss it introduced to other bidders [27]. This mechanism also ensures that a truth-telling bidding is a player’s dominant strategy to maximize the so called “social welfare”, the sum of all players’ utilities [27]. Guo et al. [89] propose a variant of VCG to model secure key management in mobile networks.

Pros and Cons: VCG mechanism is effective where players play with truth-telling as a dominant strategy. However, for problems aiming to achieve social welfare, even if an individual player may reach efficiency, a budget balance may not be achieved. Thus, when the total social welfare is greater than the cost to purchase an item (e.g., building a bridge), an efficient outcome based on selected winning bidders can be chosen [118]. In addition, if the auctioneer is not sure about the bidders’ real identities, then a single bidder can use two different names and can win at a total price of zero [9]. Further, it is vulnerable to collusion that even losing bidders may receive “profitable joint deviations” at a very low price [9]. Vickrey auction and VCG auction mechanisms have been used to obtain good system-wide solutions by applying the concept of the so called mechanism design [152, 160].

3) Combinatorial Auction: In this auction, multiple items are auctioned simultaneously; bidders can express their multiple preferences over available bundles where a bundle refers to a collection of items. Winners, those who win the bid to purchase a selected bundle, are selected based on the bid prices. Cho et al. [42] devise a combinatorial auction algorithm (CAA) aiming to achieve a dynamic multiple mission assignment in military tactical environments. Li and Sycara [124] solve a coalition formation problem in online markets using CAA. Besides CAA was used to solve multiple dynamic coalition (or task assignment) problems [27].

Pros and Cons: Blumrosen and Nisan [27] discuss two main advantages of CAA: (1) reducing the amount of auctioneer-bidders communications; and (2) revealing less private information per bundle. However, how to select multiple items as one bundle significantly affects solution complexity due to combinatorial problems.

4) Reverse Auction: Reverse auction is a type of procurement auction by which several sellers offer their items for bidding, and compete for the price which a buyer will accept. Nisan et al. [152] describe that in a reverse auction, the buyer wants to procure an item from the bidder with the lowest cost, which may lead to maximizing social welfare. Based on the rule of VCG, the winning bidder only pays the second lowest price to the bidder who bids the item with the lowest cost and pays nothing to others [152]. Edalat et al. [68] use reverse auctioning for task allocation in energy-constrained wireless sensor network environments.

Pros and Cons: Reverse auction is commonly used for procurement. It may save a buyer money while maximizing the social welfare based on the sum of utilities of all buyers and it can encourage competitiveness among sellers (suppliers). However, if sellers collude in price fixing, it may not bring much benefit to buyers. Again buyers need trust mechanisms to assess trustworthiness of auctioneers for their colluding possibility.

VI. MOO Problem Classification

In this section, we use a novel way to classify existing MOO modeling and solution techniques based on the types of multiple objectives. This allows us to analyze the most common modeling and/or solution techniques used for each class of MOO problems to best trade solution efficiency vs. solution quality.

Existing work on MOO can be categorized into three groups depending on whether the work deals with system objectives for global welfare and/or individual objectives for individual welfare. Class 1 represents the case in which there are multiple system objectives, but no individual objectives. In Class 2, every individual entity has the same objective function. In Class 3, each entity has its own individual objective function.

We cover a wide range of applications including coalition formation (or team composition), task assignment, task scheduling, and resource allocation based on the publications since 2000. In Sections VI-A, VI-B and VI-C, we survey modeling and solution techniques for Class 1, Class 2, and Class 3 MOO problems, respectively. In Section VI-D, we
To all three classes. Further, we discuss the trends of hybrid approaches as MOO solution techniques in Section VI-E.

### A. Class 1: Global Welfare Only

**Class 1** covers MOO problems in which the system seeks to optimize multiple objectives. Table V summarizes the surveyed existing works belonging to Class 1. Below we first discuss key features in each work and then we summarize commonality and variability of formulation and solution techniques for Class 1 MOO problems.

Amin et al. [4] study the power loading problem for orthogonal frequency division multiplexing (OFDM) with imperfect channel estimation based on the tradeoff between energy efficiency and spectral efficiency. This work formulates the given problem as a multiobjective optimization problem to discuss the choices of the trade-off parameters under perturbations derived from system parameters.

### Table V

**Existing Works in Class 1 without Using Trust**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>System Objective</th>
<th>Techniques</th>
<th>Problem</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>Maximize both the number of completed tasks and task efficiency</td>
<td>NSGA; SPEA</td>
<td>Coalition formation</td>
<td>Multi-robot systems</td>
</tr>
<tr>
<td>[22]</td>
<td>Maximize income while minimizing disturbance to workload</td>
<td>Total programming</td>
<td>Resource allocation</td>
<td>Health systems</td>
</tr>
<tr>
<td>[19]</td>
<td>Maximize QoS to users; minimize hardware investment per host</td>
<td>Hybrid metaheuristics combining NSGA-II with either TS or SA</td>
<td>Resource allocation</td>
<td>Broadcasting system</td>
</tr>
<tr>
<td>[38]</td>
<td>Maximize coalition utility while minimizing the number of robots involved in a task</td>
<td>Heuristic leader-follower based coalition algorithm</td>
<td>Task allocation</td>
<td>Multi-robot systems</td>
</tr>
<tr>
<td>[60]</td>
<td>Identify a path minimizing cost, time, and distance in directed and undirected networks</td>
<td>Hybrid metaheuristics with GA and VNS</td>
<td>Optimal path identification</td>
<td>Road networks</td>
</tr>
<tr>
<td>[61]</td>
<td>Minimize data volume and energy consumption; maximize quality-of-service</td>
<td>Evolutionary algorithm</td>
<td>Task allocation</td>
<td>Visual sensor networks</td>
</tr>
<tr>
<td>[65]</td>
<td>Minimize the time spent for project completion and associated cost</td>
<td>Bi-colony ant based approach</td>
<td>Task allocation</td>
<td>Mobile / stationary surveillance systems</td>
</tr>
<tr>
<td>[88]</td>
<td>Minimize task execution time while minimizing data transfer time</td>
<td>Particle swarm optimization</td>
<td>Task assignment</td>
<td>Cloud computing</td>
</tr>
<tr>
<td>[101]</td>
<td>Maximize throughput while minimizing resource consumption</td>
<td>ε-constraints</td>
<td>Resource allocation</td>
<td>Multi-hop wireless networks</td>
</tr>
<tr>
<td>[104]</td>
<td>Maximize task completion ratio while minimizing energy consumption</td>
<td>Genetic algorithm</td>
<td>Task allocation</td>
<td>Wireless sensor networks</td>
</tr>
<tr>
<td>[91]</td>
<td>Minimize task execution time and resource consumption</td>
<td>Fuzzy logic; genetic algorithm</td>
<td>Task assignment</td>
<td>Manufacturing systems</td>
</tr>
<tr>
<td>[134]</td>
<td>Maximize speediness of task execution and assignments</td>
<td>ε-constraints</td>
<td>Task allocation</td>
<td>Multi-agent systems</td>
</tr>
<tr>
<td>[137]</td>
<td>Find a schedule of a set of jobs on a set of machines that minimizes the total completion time and the total tardiness</td>
<td>Hybrid metaheuristics combining GA and memetic algorithm with a branch and bound algorithm</td>
<td>Flowshop scheduling problem</td>
<td>Manufacturing production systems</td>
</tr>
<tr>
<td>[142]</td>
<td>Maximize social benefit; minimize loading conditions to maintain voltage stability</td>
<td>Market-based pricing mechanism</td>
<td>Resource management</td>
<td>Decentralized electricity markets</td>
</tr>
<tr>
<td>[154]</td>
<td>Maximize task execution quality; minimize energy and bandwidth consumption</td>
<td>Genetic algorithm</td>
<td>Task assignment</td>
<td>Grid computing</td>
</tr>
<tr>
<td>[158]</td>
<td>Maximize throughput; minimize energy consumption</td>
<td>Linear programming</td>
<td>Resource allocation</td>
<td>Wireless mesh networks</td>
</tr>
<tr>
<td>[165]</td>
<td>Maximize security and QoS; minimize energy consumption</td>
<td>NSGA-II</td>
<td>Resource allocation</td>
<td>Wireless sensor networks</td>
</tr>
<tr>
<td>[182]</td>
<td>Maximize profit margins and the total importance of selected business partners</td>
<td>Fuzzy logic; entropy</td>
<td>Resource allocation</td>
<td>Manufacturing systems</td>
</tr>
<tr>
<td>[188]</td>
<td>Maximize the parallel optimization of task assignment and resource allocation</td>
<td>Generalized particle model</td>
<td>Task allocation</td>
<td>P2P and grid computing</td>
</tr>
<tr>
<td>[206]</td>
<td>Maximize system reliability; minimize the number of blocked hosts</td>
<td>NSGA</td>
<td>Resource allocation</td>
<td>Mobile ad hoc networks</td>
</tr>
<tr>
<td>[219]</td>
<td>Maximize energy savings; minimize the length of the schedule of task allocation</td>
<td>Energy-delay tradeoff algorithm</td>
<td>Task allocation</td>
<td>Network embedded systems</td>
</tr>
<tr>
<td>[224]</td>
<td>Maximize system reliability; Minimize resource consumption</td>
<td>Hybrid particle swarm optimization</td>
<td>Task allocation</td>
<td>Distributed systems</td>
</tr>
<tr>
<td>[231]</td>
<td>Maximize load balance among servers; minimize average response time for requests and delay</td>
<td>Service arrival based task allocation policy</td>
<td>Task allocation</td>
<td>Distributed systems</td>
</tr>
<tr>
<td>[233]</td>
<td>Minimize maximum latency in resource allocation: task-to-message; priority-to-task/message; signal-to-task</td>
<td>Mixed integer linear programming; simulated annealing</td>
<td>Task allocation</td>
<td>Real-time distributed systems</td>
</tr>
</tbody>
</table>

Agarwal et al. [1] investigate a team formation optimization problem in an autonomous multi-robot system. This work aims to meet the dual conflicting objectives of maximizing both the task completion ratio and system efficiency in resource utilization using evolutionary genetic algorithms (i.e., NSGA, SPEA). Blake and Carter [22] propose a methodology to solve resource allocation of physicians to cases in hospitals using a goal programming method, where the two goals are to maintain physicians’ income while minimizing disturbance to practice.

Balicki [11] studies a task assignment problem in a distributed environment based on a multi-objective quantum-based algorithm (MQEA). The objectives of this work are to maximize system reliability while minimizing workload and communication cost. Chen and Sun [38] study a task assignment problem in a multi-robot environment consisting of heterogeneous mobile robots, given resource constraints and delays associated with tasks. They propose a coalition formation.
technique based on heuristic leader-follower structure that identifies optimal solutions of the task allocation problem based on the degree of energy required for task execution.

Bedoui et al. [19] solve resource allocation problem in broadcasting systems with the goals of minimizing hardware investment while maximizing QoS provided to users by proposing hybrid metaheuristics that combine NSGA-II with either SA or TS. Dib et al. [60] aim to identify a path minimizing time, cost, and distance in directed or undirected road networks. They use a hybrid metaheuristic based on genetic algorithm and variable neighborhood search, combing two metaheuristics. They conduct performance analysis by comparing the hybrid metaheuristics and exact algorithms such as Dijkstra’s and integer programming.

Dieber et al. [61] solve the problem of identifying optimal configuration settings for a large-scale sensor network comprising camera nodes using an evolutionary algorithm. This work aimed to maximize quality-of-service (QoS) in the camera frame rate and resolution while using minimum energy and data volume. Dridi et al. [65] solve a resource allocation and scheduling problem for marine surveillance applications using a bi-colony ant-based approach. This work has two conflicting objectives: minimize job completion time while minimizing total cost. Guo et al. [88] examine a task assignment problem using a particle swarm optimization technique to meet multiple objectives that minimize task execution time and cost for data transfer between processors in cloud computing environments.

Jiang et al. [101] study the tradeoff between energy consumption and throughput as the conflicting system goals in a multihop wireless network. Jin et al. [104] use a genetic algorithm to obtain a task allocation that balances energy consumption by nodes for task execution and processing power provision in order to maximize network lifetime. Hajri-Gabouj [91] employs fuzzy logic and genetic algorithm to solve a task assignment problem, minimizing task execution time and maximizing load balance. Matsatsinis and Delias [134] consider a task to agent allocation problem, maximizing speed of task execution, minimizing resulting risk and achieving desired functionality. The authors used the ε-constraints solution technique for solving MOO.

Mezmay et al. [137] present hybrid metaheuristics by combining GA and a memetic algorithm with a branch and bound algorithm to solve a flow shop scheduling problem for all jobs to be scheduled on multiple machines sequentially while minimizing the total completion time and the total tardiness. Milano et al. [142] propose a technique to represent system security in decentralized electricity markets in terms of voltage stability. The system has a multiobjective function that maximizes both social benefit and the distance to maximum loading conditions based on market-based pricing mechanisms.

Notario et al. [154] minimize consumption of bandwidth and energy and maximize quality of task execution based on a genetic algorithm. Shi and Bian [182] propose a solution for a business logistic alliance problem: maximizing profit margins and an importance degree of selected partners, using fuzzy logic and the concept of entropy. Shuai et al. [188] propose a generalized particle model in order to maximize the parallel optimization of resource allocation and task assignment/coordination in P2P and grid computing. Vidyarthi and Khanbary [206] study a channel allocation problem which aims to maximize reliability in data transmission and to minimize the number of blocked hosts using a NSGA.

Ouni et al. [158] propose a linear programming based optimization method to study the tradeoff between energy consumption and throughput in multi-hop wireless mesh networks using a MAC layer based on Spatial Time Division Multiple Access. Xie and Qin [219] propose an energy-efficient task assignment protocol based on the tradeoff between energy and delay to execute a task to minimize the length of schedules of task allocation and energy consumption. Yin et al. [224] study program modules to a processor allocation problem in a distributed environment which aims to maximize system reliability given resource constraints. This work uses hybrid particle swarm optimization to find close-to-optimal solution(s) but with a reduced complexity and solution search time.

Rachedi and Benslimane [165] study a multi-objective optimization problem with conflicting goals of security services (authentication, confidentiality, and integrity) and QoS (throughput, delay, and reliability) in wireless sensor networks. This work uses a multi-objective evolutionary algorithm, NSGA-II, and identifies different optimal security settings adapting to QoS and energy requirements.

Zhang et al. [230] take a Nash bargain-based game theoretic approach to identify solutions for the joint subchannel and power allocation for the uplink problem in cognitive small cell networks. They consider fairness among users and QoS (outage constraint, imperfect channel state information, and maximum power constraints) as system objectives. Zhang et al. [231] analyze the correlations between job arrivals in order to solve a task allocation problem for clustered systems. Their goals are to minimize the average response time (or delay) for received requests while maximizing load balance among servers. Zhu et al. [233] formulate a task allocation problem for distributed systems in order to minimize delay while meeting deadline constraints using mixed integer linear programming technique.

Commonality and Variability of Class 1 Works: For the works belonging to Class 1 in Table V, most of the works aim to solve MOO problems associated with resource or task allocation or coalition formation. The environments are mostly distributed systems including multi-robot systems, wireless sensor networks, P2P, or mobile ad hoc networks. Fig. 5 shows the summary of the MOO techniques used for 25 works listed in Table V where the works by [19, 60, 91, 137, 182, 233] use more than one techniques, respectively. In Fig. 5, a large volume of works use evolutionary algorithms (i.e., 34%) or bio-inspired algorithms (i.e., 12%) because most works aim to identify optimal solutions with a large size problem space. This requires searching for a large solution space, which is well considered in traditional metaheuristic optimization techniques.
B. Class 2: Global Welfare and Individual Welfare with Identical Individual Payoff Functions

Class 2 covers MOO problems where all agents aim to achieve the same individual objective function. There is substantial literature on Class 2 MOO problems. Table VI summarizes the surveyed existing works belonging to Class 2. Below we first discuss key features in each work and then we summarize commonality and variability of formulation and solution techniques for Class 2 MOO problems.

Anagnostopoulos et al. [5] explore a solution for an online task assignment problem by matching a set of skilled people to each task. Their solution aims to minimize the communication overhead while balancing workloads. Analoui and Rezvani [6] use a microeconomic approach to solve a resource allocation problem in multicasting, treating a service as a good and an entity as a firm to provide goods. Their goal is to balance the service demand and resource supply and maximize the benefit of users.

Asl et al. [7] combine web services within communities based on a cooperative game to efficiently form coalitions of web services. Communities and web service providers aim to maximize their gains while the system aims to maximize fair-distribution of the gains among web service providers using the Shapley value. Brown et al. [31] solve a security problem using a game that deals with multiple security goals. They set a single goal based on the main objective while other objectives are treated as constraints. This work studies the impact of varying the constraints on the identified Pareto frontiers. Here the system objectives are based on the observed attacker type and each attacker, as a player, aims to maximize its payoff.

Cho et al. [42] solve a task assignment problem in tactical MANET environments that aims to meet multiple objectives such as minimizing communication cost incurred by task assignment while maximizing the ratio of task completion and nodes’ utilization. Cai et al. [32] use a non-transferrable coalition formation game to solve a green uplink resource sharing problem between device-to-device (D2D) and cellular users. Their goal is to maximize resource utilization by optimizing mode selection and resource scheduling.

Das et al. [51] solve a service-based message sharing problem in vehicle ad hoc networks (VANETS) using a cooperative game with transferable utility and the concept of core for coalition formation. Each node aims to maximize the payoff by processing service-messages in a coalition that provides the highest incentives while each coalition maximizes its coalition payoff.

Dasgupta et al. [52] study a sailor-to-task assignment problem using NSGA in navy bases for minimizing the number of required sailors, while maximizing the total training and preference score with minimum cost. Deshpande et al. [59] use fuzzy set theory to solve a task assignment problem in multi-agent systems with two conflicting objectives: minimizing delay in task completion while maximizing the task completion ratio. Duan et al. [66] employ a cooperative game to design a rapidly converging sequential algorithm as a solution of large-scale application scheduling problem in hybrid cloud platforms. The system aims to maintain fairness of execution time to users while the users aim to minimize the execution time and cost by using ε-constraints.

Edalat et al. [68] propose an auction-based task assignment solution in wireless sensor networks with two global objectives: maximizing the overall network lifetime while satisfying application deadlines. An individual entity seeks to maximize its payoff by bidding on a task with low workload so as to consume less energy but have a high chance of being assigned to the task. Gao et al. [75] propose a cross-layer optimization method to solve a coalition formation problem in wireless sensor networks for minimizing energy consumption among sensors.

Garg et al. [77] use the Shapley value and coalition game theory to solve a clustering problem in data mining. This work has two goals: minimizing the mean distance from each point to the closest center and the mean distance of intra-cluster from point-to-point. Genin and Aknine [78] devise a coalition formation algorithm for multi-agent systems in which each agent selects a bundle of tasks (i.e., coalition) to join based on the similarity with previous bundles or occurrences of tasks in previous bundles. Each agent wants to maximize its utility by joining more bundles but with less resource consumption. A coalition, or a bundle, wants to maximize its payoff by completing all tasks in the bundle with current agents. Gharehshiran et al. [79] formulate a sub-channel allocation as a coalition formation problem in universal mobile telecommunication systems (UMTS) by considering it as a cooperative game in which an individual user wants to maximize its monetary payoff based on the network throughput while the system aims to maximize the overall network throughput. Guo et al. [89] use the VCG auction mechanism to propose a secure and efficient key management service for MANETs. They seek to maximize the ratio that the key management service is successfully provided and to
minimize the nodes’ energy consumption and cost to maintain security.
Guazzzone et al. [86] take a hedonic game theoretic approach to form a cloud federation consisting of cloud providers (CPs) where each CP aims to reduce energy cost by joining a federation. The authors propose an algorithm to determine a federation set that maximizes the joint profit of the autonomous and selfish CPs while the federation maintains stability by meeting each CP’s need to maximize its payoff. Hazon et al. [94] propose a resource coordination method based on a prior knowledge-based probability model for multi-agent systems executing exploration and patrol missions in order to maximize the average probability of acquiring the goods (e.g., battery charge) while minimizing the average resource consumption. Jiang and Jiang [102] consider a complex software system where agents are executing tasks with limited resources. They solve a task allocation problem using contextual information with the two goals of maximizing the task completion ratio and load balance with minimum communication overhead.

Khan et al. [110] model a cognitive radio network as a cooperative game and solve it as a coalition formation problem in order to pick cognitive radios that maximizes the overall throughput and minimizes the false alarm probability in detecting a primary user. Koloniarri and Pitoura [116] use a game theory to solve a problem of cluster formation in clustered overlay network which is effectively used to exchange data appropriate received queries. A node decides to join a cluster based on its interest or the content of a cluster. In this problem, an individual node had two goals: minimizing the recall cost of the queries by having enough members in the same cluster (fetching data within a same cluster incurs less cost) and minimizing maintenance cost of having more memberships. The system goals were convergence speed to Pareto optimality, cost optimality in recall and membership maintenance, load balance, and cost minimization in dealing with nodes’ movement and social cost.

Li et al. [125] propose a heuristic three-phase algorithm that minimizes energy consumption while maximizing task completion within a given deadline and energy consumption balance among individual sensor nodes. Li and Sycara [124] study coalition formation in an electronic marketplace where buyers bid on multiple items based on combinatorial auction offering reservation costs while sellers can offer discount prices depending on the volume ordered by the buyers. They developed a polynomial time algorithm to identify an optimal coalition of buyers per item that maximizes the revenue on the item. Militano et al. [143] deal with a file sharing problem aiming to maximize fairness and stability among users in P2P networks. The problem was modeled as a “cooperative game” where an individual user wants to minimize expense but maximize the file sharing time based on the Shapley value.

Mashayekhy and Grosu [133] propose a solution to form a virtual organization (VO) in grid computing platforms using a coalitional game. The proposed mechanism allows the grid service providers (SPs) to maximize their payoff by joining an organization with the highest benefit (i.e., efficient resource utilization and minimum delay) while VO also maximizes its payoff by maintaining group stability which prevents the SPs from leaving VO. Pillai and Rao [163] take a game theoretic approach to solve a resource allocation problem among virtual machines on a cloud where forming a coalition of virtual machines is needed for efficient resource utilization. The system aims to minimize job completion time and wastage of resource while each coalition maximizes request satisfaction.

Sariel-Talay et al. [177] propose a distributed, energy-efficient heuristic cooperative task scheduling framework for multi-robot systems. Each robot seeks to maximize its payoff as a share of the coalition payoff while the system seeks to minimize maximum task completion time and communication overhead. Saad et al. [175] introduce coalition game for “security risk management.” They investigated how autonomous divisions can cooperate with interdependent security vulnerabilities and assets. An organization consisting of multiple divisions wants to maximize effective security resource while minimizing security threat. Saad et al. [176] study task allocation problem in wireless networks using hedonic game theory with the system objectives: maximizing throughput and minimizing the average delay in task execution. Each agent wants to join a coalition to maximize its payoff as a share of the coalition payoff. An agent can freely select any task whenever tasks are available. However, communication cost was not considered when an agent switches from one task to the other.

Shi et al. [184] solve a task allocation problem for multi-robot systems using decision preference information as a factor of the fitness function in a genetic algorithm. This deals with multiple objectives where a robot aims to save energy while the system seeks to maximize task completion with minimum delay. Shi et al. [183] propose a cooperative sensing protocol for secondary users using Vickery auction in cognitive networks. The cooperative auction is advanced by prioritizing access rights while decreasing response time for coalition formation process.

Singh et al. [190] investigate a resource allocation problem in a commercial wireless network where the providers’ objective is to maximize their revenue by providing wireless network services while the customers’ objective is to maximize their satisfaction from the service received. This work uses a nontransferable payoff, showing that cooperation among providers is the best strategy to maximize payoffs of both providers and customers. Song et al. [191] solve a resource allocation problem in cellular networks where device-to-device (D2D) communication must meet multiple objectives in radio resource allocation. In the proposed scheme, the system aims to minimize transmission power of D2D users while each user has the goal of maximizing the utility of the radio resource.

Szabo et al. [195] examine a task allocation problem in cloud computing using evolutionary genetic algorithms. Here the system goals are to minimize workflows, delay introduced by the task completion, and communication cost while each individual user wants to minimize cost and service delay. Tolmidis and Petrou [200] propose an auction theoretic approach to solve a task allocation problem in multi-robot systems where each robot is able to perform several functions. An individual robot has the goals to minimize energy consumption and delay in task completion while maximizing the degree of relevancy and priority level to an assigned task. Similarly, the system aims to maximize completed tasks and minimize delay.
introduced due to task assignment and completion.

Wang et al. [210] consider overlapping coalition formation for resource allocation in a distributed cooperative sensing system. The proposed scheme allows secondary users to join multiple overlapping coalitions to maximize the use of radio resource while each coalition maximizes its payoff representing the maximization of its member sensing performance. Weerakoon and Allan [215] propose an energy-efficient autonomous data routing scheme for wireless sensor networks, treating selection of transmitters as a coalition formation problem. They use a heuristic decentralized mechanism based on Tabu search in order to identify a coalition maximizing data transmission with minimum cost for coalition formation. Whitten et al. [217] propose a decentralized algorithm to solve task assignment problem in that each entity can autonomously make decisions, given constraints. They used a bundle algorithm based on consensus in order to model different behavioral strategies. This work considers the same goals to maximize task assignment performance in formulating the objectives of a task planner and each agent.

Xu et al. [222] take a bio-inspired multiple ant colony approach to solve a task assignment problem in multiple unmanned underwater vehicles in order to minimize both the total distance multiple vehicles traveled and the total turning angles to minimize energy consumption and track errors. Xu et al. [221] solve a multi-objective task assignment problem using NSGA in cloud computing environments. They seek to minimize the total power consumption in virtual machines and maximize useful utilization of each server. Yu et al. [225] solve a multi-objective workflow execution problem in utility Grids modeled as a Directed Acyclic Graph. This work considered the two objectives of minimizing execution time and cost (i.e., price), using three genetic algorithms including NSGA, SPEA, and PAES. Xu et al. [220] propose a network selection algorithm for vehicular networks by using a cloud’s rich computing and data storage resources. The authors model a network selection process as a coalition formation problem based on hedonic game theory so that a vehicle can choose a network that best provides high quality, uninterrupted service while the system aims to maximize throughput and fairness in vehicles’ utilities.

**Commonality and Variability of Class 2 Works:** The commonality of MOO research in Class 2 is that payoffs earned by individual entities often directly or indirectly contribute to global welfare. Therefore, in Class 2 MOO research, an individual entity’s goal is aligned with that of a coalition in that they aim to be mutually beneficial to maximize their payoffs. Based on the summary shown in Table VI, the main application domains for Class 2 are distributed environments including multi-agent systems, mobile ad hoc or sensor networks, or cloud computing which are not much different from those for Class 1. In addition, the main MOO problems are task allocation or scheduling, coalition / cluster formation, or resource allocation, which are not much different from those observed in Class 1 as well. Comparing Table VI with Table V, we observe that a large amount of works use game theoretic approaches. Fig. 6 gives the overall key trends of the main techniques used in Class 2 based on 32 existing works in Table VI. Some works use more than one techniques (i.e., three techniques in [31] and two techniques in [61, 79, 95, 111, 144]). The reason for the popularity of game theoretic approaches derives from the problem nature in that multiple parties aim to optimize their objectives where game theoretic approaches can provide useful modeling tools.

**C. Class 3: Global Welfare and Individual Welfare with Different Individual Payoff Functions**

**Class 3** covers MOO problems that deal with different individual payoff functions for situations in which individuals may want to maximize different payoff functions because different customers may have different user satisfaction criteria towards a service provided. This scenario is rare because most existing studies dealt with objectives from an individual entity vs. a system (or coalition). Nevertheless it is a new trend worthy of attention. Table VII summarizes the surveyed existing works belonging to Class 3. Below we first discuss key features in each work and then we summarize commonality and variability of formulation and solution techniques for Class 3 MOO problems.
TABLE VII
EXISTING WORKS IN CLASS 3 WITHOUT USING TRUST

<table>
<thead>
<tr>
<th>Rel.</th>
<th>Individual Objective</th>
<th>System Objective</th>
<th>Techniques</th>
<th>Problem</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15], [16]</td>
<td>Users: maximize respective utility</td>
<td>Maximize the overall throughput and transmit power</td>
<td>MOO programming based on pre-defined interference thresholds of primary users</td>
<td>Resource allocation</td>
<td>Cognitive radio systems</td>
</tr>
<tr>
<td>[17]</td>
<td>Users: maximize respective utility</td>
<td>Maximize the overall throughput and transmit power</td>
<td>Linear weighted coefficient</td>
<td>Resource allocation</td>
<td>Cognitive radio systems</td>
</tr>
<tr>
<td>[18]</td>
<td>Users: maximize respective utility</td>
<td>Maximize the overall throughput and transmit power</td>
<td>Evolutionary algorithms</td>
<td>Resource allocation</td>
<td>Cognitive radio systems</td>
</tr>
<tr>
<td>[96]</td>
<td>Maximize the objective function of an individual firm</td>
<td>Maximize the overall objective function</td>
<td>MOO programming model</td>
<td>Optimal selection of alliance partners</td>
<td>Business supply chain alliance</td>
</tr>
<tr>
<td>[130]</td>
<td>Maximize an individual payoff</td>
<td>Maximize the overall group payoff</td>
<td>Coalition game theory; Markov process</td>
<td>Clustering</td>
<td>Clustering in data mining</td>
</tr>
<tr>
<td>[135]</td>
<td>Maximize an individual player’s objective where each individual has a different objective</td>
<td>Minimize computational cost; Maximize optimality accuracy</td>
<td>Cooperative game theory; evolutionary game</td>
<td>Generic MOO solution</td>
<td>Computational modeling technique</td>
</tr>
<tr>
<td>[153]</td>
<td>Maximize an individual user’s QoS satisfaction level</td>
<td>Maximize the satisfaction of QoS constraints while minimizing the impact of global QoS caused by new arrivals of services</td>
<td>Heuristic cooperative coalition formation model</td>
<td>Coalition formation</td>
<td>Distributed systems</td>
</tr>
<tr>
<td>[194]</td>
<td>Users: maximize the satisfaction of QoS based on load balance among service providers</td>
<td>Maximize QoS based on load balance among service providers</td>
<td>Cooperative game theory; Nash bargaining solution</td>
<td>Task allocation</td>
<td>Grid computing</td>
</tr>
</tbody>
</table>

Bedeer et al. [15] solve the problem of both maximizing the throughput and minimizing its transmit power based on the constraints of both secondary and primary users in the optimal link adaptation problem of orthogonal frequency division multiplexing-based cognitive radio systems. In their MOO problem, two users, primary and secondary users, aim to maximize their respective objectives for optimal power and bit allocation in cognitive radio systems [16, 17]. The same authors [18] extend their work by using evolutionary algorithms to deal with non-convex constraints.

Huang et al. [96] provide a strategic coalition formation solution in supply chain alliance where independent firms choose their partners to exchange or share resources. An individual firm aims to maximize the sum of its own satisfaction in profit, service quality and customer satisfaction by using an interdependent multi-objective programming technique. Liu et al. [130] take a game theoretic approach using the Shapley value to solve a clustering problem in data mining. The authors consider a multi-objective categorization problem modeled as a coalition game and analyze it based on a Markov process model for maximizing the payoffs of each coalition and individual family. Meng et al. [135] transform a multi-objective problem into a game with multiple players based on the proposed generic mathematical method.

Nogueira and Pinho [153] study a team coordination problem in resource constrained distributed systems based on coalition game theory. The selected team provides services based on collaboration with qualified neighbors to maximize the satisfaction of QoS and to minimize the impact of new service request arrivals on the global QoS. Subrata et al. [194] consider a service allocation problem in grid computing. When a user sends a task to a server, a set of service providers cooperate to service the received request with an acceptable QoS. The authors model this as a cooperative game using the concept of Nash Bargaining in order to best balance the profits of all users while meeting multiple QoS objectives.

**Commonality and Variability of Class 3 Works:** Compared to the works in Class 1 and Class 2, there are fewer works dealing with the characteristics of objectives in Class 3; so we summarize only 8 works in Table VII. For the main MOO techniques in Class 3, as shown in Fig. 7, we see the dominant usage of game theoretic approaches as Class 3 has multiple objectives associated with both system and individual user perspectives. Note that [130] uses two techniques while all other works use a single technique.

**D. Trust-Based Approach Across Three Classes**

As discussed in Section IV-D, trust-based approaches have been used to find close-to-optimal solutions as the approximation of optimal solutions with low complexity. In this section, we discuss trust-based heuristic MOO approximation solutions based on the publications since 2000 across the three classes.

- **a) Trust-based MOO approach in Class 1:** Das and Islam [50] propose a computation model dealing with dynamic trust that detects malicious nodes but maintains high load balance among nodes. Trust is measured based on multiple dimensions such as feedback credibility, service satisfaction, and preference similarity. Trust is used as a proxy to estimate the degree of QoS that can be provided by an agent to other agents in a multi-agent system. Dorn et al. [64] propose a team formation algorithm using genetic algorithm and simulated annealing to compose a team with qualified members who have a required skill level and maintain trust relationships with others. Shen et al. [181] develop a trust-based solution for job scheduling in grid management with multiple system objectives including security, reliability, load balance and throughput. Ye et al. [223] solve a trustworthy worker selection problem in a crowdsourcing environment as a multi-objective combinatorial problem. This work enhances NSGA-II by using trust estimates based on context-based trust, considering task type and reward amount.

- **b) Trust-based MOO approach in Class 2:** Chang et al. [36] propose a task assignment algorithm based on composite trust in order to choose members that maximize their utilization and mission completion ratio but maintain an acceptable risk level based on the auction theory. Cho et al. [40] extend [36] by considering additional system goals such as minimizing task delay and resource consumption. They validate the optimality of trust-based solutions via comparisons with the solution provided by integer linear programming. Goel and Stander [84] present a clan formation algorithm based
on trust and motivation in which an agent is self-interested to maximize its payoff in a clan. The goal of a coalition is to maximize payoff by losing cooperative opportunities with minimum communication cost in forming a clan.

Guo et al. [87] propose a trust and self-confidence based coalition formation scheme to migrate workflow to ensure security (e.g., a worker’s integrity) and efficiency (e.g., a worker’s experience) in executing business processes where the degree of cooperation, as a dimension of trust, is estimated based on an entity’s capability and security. Huo et al. [97] study how to select alliance partners to maximize the profit of the supply chain alliance. This work models the alliance partner selection process based on game theory where an agent and an alliance party use trust to form a supply chain alliance. This work models the alliance formation process using an entity’s capability and security. In this market-driven resource sharing environment, consumers aim to minimize the price for using resource in completing tasks under budget and deadline restriction. A provider should form a club for customers that maximizes the total revenue and resource utilization by allowing only trustworthy entities to maximize effectiveness of resource usage.

Mikulski et al. [141] propose a theoretical coalition formation framework that uses trust relationships in multi-robot systems. This work uses cooperative game theory with a coalition aiming to maximize its payoff which can be estimated by the trust levels of members. Each agent also wants to maximize its payoff by joining a coalition with highly trustworthy members. As system objectives, this work aims to maximize trust synergy while minimizing trust liability as a proxy to measure the capability of a mission team, in which each member has an objective to maximize its payoff as a share of the coalition. However, no specific trust metric is discussed.

Nardin and Sichman [150] present a coalition formation solution using the spatial prisoner’s dilemma game and analyzed the effect of trust on coalition dynamics. Like other existing work on coalition formation, this work models both a coalition’s goal and an agent’s goal as maximizing its payoff.
where an individual agent’s payoff is a share of the coalition payoff.

Wang et al. [208] propose a trust-based heuristic task scheduling technique for mobile ad hoc grid computing environments for maximizing mission completion ratio based on required levels of security and reliability in task assignment and minimizing delay to mission completion. Zhan et al. [229] study team formation in online task-oriented social network applications that maximize trust values of entities with minimum communication cost where an individual member wants to join a group with maximum trust while the team aims to maximize the overall trust of all members.

Recently Wang et al. [213] propose a trust-based task assignment protocol to maximize reliability while minimizing task delay and utilization variance in the member selection process for task assignment in a service-oriented ad hoc networks. This work uses a weighted sum to consider a system’s multiple objectives where each node aims to maximize its utility to task completion based on auction process.

c) Trust-based MOO approach in Class 3: Breban and Vassileva [30] investigate a coalition formation problem where vendors and customers are in long-term relationships where a vendor or a customer can join a coalition to maximize respective payoff based on assessed trust and the system wants

---

**TABLE IX HYBRID MOO APPROACHES ACROSS CLASSES**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Individual Objective</th>
<th>System Objective</th>
<th>Techniques</th>
<th>Problem</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Maximizing both the number of completed tasks and task efficiency</td>
<td>NSGA, SPEA</td>
<td>Coalition formation under a single task</td>
<td>Multi-robot systems</td>
</tr>
<tr>
<td>[91]</td>
<td>N/A</td>
<td>Minimizing task execution time and resource consumption</td>
<td>Fuzzy logic, genetic algorithm</td>
<td>Task assignment</td>
<td>Manufacturing systems</td>
</tr>
<tr>
<td>[224]</td>
<td>N/A</td>
<td>Maximizing system reliability; Minimize resource consumption</td>
<td>Hybrid particle swarm optimization</td>
<td>Task allocation</td>
<td>Distributed systems</td>
</tr>
<tr>
<td>[233]</td>
<td>N/A</td>
<td>Minimizing maximum latency in resource allocation (task-to-message; priority-to-task/message; signal-to-task)</td>
<td>Mixed integer linear programming; simulated annealing</td>
<td>Resource Allocation</td>
<td>Real-time distributed systems</td>
</tr>
<tr>
<td>[64]</td>
<td>N/A</td>
<td>Maximizing skill coverage and team connectivity</td>
<td>Genetic algorithms; simulated annealing</td>
<td>Team formulation</td>
<td>Web-based social networks</td>
</tr>
<tr>
<td>[223]</td>
<td>N/A</td>
<td>Maximizing accuracy of selecting trustworthy workers</td>
<td>NSGA/II; context-based trust based worker selection</td>
<td>Combinatorial worker selection</td>
<td>Crowdsourcing</td>
</tr>
<tr>
<td>[137]</td>
<td>N/A</td>
<td>Finding a schedule of a set of jobs on a set of machines that minimizes the total completion time and the total tardiness</td>
<td>Hybrid metaheuristics combining GA and memetic algorithm with a branch and bound algorithm</td>
<td>Flowshop scheduling problem</td>
<td>Manufacturing production systems</td>
</tr>
<tr>
<td>[60]</td>
<td>N/A</td>
<td>Identifying a path minimizing cost, time, and distance in directed or undirected networks</td>
<td>Hybrid metaheuristics with GA and VNS</td>
<td>Optimal path identification</td>
<td>Road networks</td>
</tr>
<tr>
<td>[19]</td>
<td>N/A</td>
<td>Maximize QoS to users; minimize hardware investment</td>
<td>NSGA-II with either TS or SA</td>
<td>Resource allocation</td>
<td>Broadcasting system</td>
</tr>
</tbody>
</table>

**Class 2**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Individual Objective</th>
<th>System Objective</th>
<th>Techniques</th>
<th>Problem</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[59]</td>
<td>User: Maximize QoS; minimize delay and migration overhead</td>
<td>Maximize task completion with minimum delay</td>
<td>Fuzzy set approach; auction theory</td>
<td>Task assignment</td>
<td>Multi-agent systems</td>
</tr>
<tr>
<td>[77]</td>
<td>Maximize the share of coalition payoff</td>
<td>Maximize the coalition payoff</td>
<td>Cooperative game theory; Shapley value</td>
<td>Cluster formation</td>
<td>Clustering in data mining</td>
</tr>
<tr>
<td>[94]</td>
<td>Agent: Maximize the good with minimum resource consumption</td>
<td>Group: same objective as an agent but in a group level</td>
<td>Probabilistic model based on prior knowledge; dynamic programming</td>
<td>Resource allocation</td>
<td>Multi-agent systems</td>
</tr>
<tr>
<td>[110]</td>
<td>Maximize payoff</td>
<td>Minimize false alarms; maximize throughput per cognitive radio</td>
<td>Coalition formation game; Markovian model</td>
<td>Coalition formation for cognitive radio networks</td>
<td>Distributed cognitive radio networks</td>
</tr>
<tr>
<td>[143]</td>
<td>Maximize payoff in file sharing</td>
<td>Maximize fairness and stability in cost sharing</td>
<td>Cooperative game theory; Shapley value</td>
<td>Coalition formation</td>
<td>P2P networks</td>
</tr>
<tr>
<td>[40]</td>
<td>Maximize trust-based payoff</td>
<td>Maximize mission completion; minimize resource consumption and task delay</td>
<td>Integer linear programming; trust-based auction</td>
<td>Task assignment</td>
<td>Coalition networks</td>
</tr>
<tr>
<td>[87]</td>
<td>Migrating worker: Maximize membership period by selecting the best worker</td>
<td>Workplace: Maximize efficiency and security in business process in terms of time and resource</td>
<td>Trust and self-confidence based coalition formation</td>
<td>Coalition formation</td>
<td>Business workflow management</td>
</tr>
<tr>
<td>[129]</td>
<td>Customers: Minimize prices for resources under constraints</td>
<td>Providers: Maximize resource sharing and security</td>
<td>Economic-driven allocation; Q-learning</td>
<td>Resource management</td>
<td>Grid computing</td>
</tr>
<tr>
<td>[213]</td>
<td>Maximize payoff</td>
<td>Maximize mission reliability; minimize task delay and utilization variance</td>
<td>Weighted sum; auction theory; trust-based member selection</td>
<td>Task assignment</td>
<td>Service-oriented mobile ad-hoc networks</td>
</tr>
</tbody>
</table>

**Class 3**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Individual Objective</th>
<th>System Objective</th>
<th>Techniques</th>
<th>Problem</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[130]</td>
<td>Maximize an individual payoff</td>
<td>Maximize the overall group payoff</td>
<td>Coalitional game theory; Markov process</td>
<td>Clustering</td>
<td>Clustering in data mining</td>
</tr>
<tr>
<td>[135]</td>
<td>Maximize an individual player’s objective where each individual has a different objective</td>
<td>Minimize computational cost; Maximize optimality accuracy</td>
<td>NE, cooperative, and evolutionary game</td>
<td>Generic MOO solution</td>
<td>Computational modeling technique</td>
</tr>
<tr>
<td>[194]</td>
<td>Users: maximize the satisfaction of QoS</td>
<td>Maximize QoS based on load balance among service providers</td>
<td>Cooperative game theory; Nash bargaining solution</td>
<td>Task allocation</td>
<td>Grid computing</td>
</tr>
<tr>
<td>[209]</td>
<td>Maximize preference-based QoS</td>
<td>Maximize QoS based on user preference and trust</td>
<td>Weighted sum based on preference and trust</td>
<td>Web service selection</td>
<td>Web services</td>
</tr>
</tbody>
</table>
to quickly reach an equilibrium state in coalition formation. In this work, trust is evaluated based on positive transaction experience and preference similarity. Wang et al. [209] formulate a service selection problem as a MOO problem to maximize QoS of users based on their preferences while multiple service providers aim to maximize QoS provided to users by selecting relevant services based on a user’s preferences and trust.

E. Hybrid Approach Across Three Classes

Figure 8 summarizes the major trends observed in the three classes of MOO problems and solution techniques. The main problems are common among the three classes. The critical tradeoffs show the difference among the three classes of how the parties want to maximize their utilities. Among key solution techniques, the major trend is that Class 1 uses more traditional approaches including EA, bio-inspired algorithms (i.e., ACO, PSO) or scalarization-based techniques while Classes 2 and 3 use more game theoretic approaches. The reason is that MOO problems in Classes 2 and 3 aim to meet objectives of multiple parties while Class 1 only aims to maximize system objectives.

Based on our survey, we found many works use various types of hybrid approaches to solve MOO problems in diverse domain contexts. As shown in Table IX, heuristic-based approaches (e.g., trust-based, preference-based, confidence-based) are used in developing fitness functions in evolutionary algorithms [223] or simply combined with scalarization-based MOO techniques (e.g., weighted sum, linear programming) [40, 209, 213]. Further, cooperative game theory is commonly used with other game theoretic algorithms (e.g., Shapley value or Nash bargaining) [77, 143, 194]. Other works take hybrid approaches by combining game theory and evolutionary algorithms [135] or probabilistic theory and game theory [110, 130]. Note that hybrid metaheuristics include hybrid approaches combining metaheuristics with another method, either metaheuristics or other non-metaheuristics algorithms. On the other hand, the “hybrid approach” discussed here refers to any combination of more than one algorithms to solve MOO problems regardless of whether it uses hybrid metaheuristics or not.
VII. DISCUSSIONS OF ISSUES AND CHALLENGES

In this section, we discuss the key issues and challenges when solving MOO problems. In particular, we discuss the issues and challenges associated with dealing with MOO under uncertainty, the natures and properties in solving MOO related to Pareto optimality, duality, and solvability. In addition, we discuss the stability of optimal solutions and tradeoffs between optimality and complexity (i.e., scalability) in solving MOO problems.

A. MOO under Uncertainty

MOO problems have been solved by various types of multi-objective evolutionary algorithms (MOEAs) which are known to be powerful tools to solve global optimization problems with deterministic problem functions. However, in reality, uncertainty derived from incorrect system models and/or dynamic environmental factors hurts the accuracy of identified MOO solutions [128]. In solving most engineering problems under uncertainty, two types of uncertainty are often discussed: aleatory uncertainty and epistemic uncertainty. Aleatory uncertainty is derived from the randomness of underlying phenomenon representing variability of observations. On the other hand, epistemic uncertainty refers to the uncertainty associated with incorrect system models caused by insufficient or incomplete knowledge towards a real-world [128]. Since aleatory uncertainty is data-based and may not be reduced or modified, there has been some effort to reduce epistemic uncertainty [128].

Jin and Branke [105] categorize four causes of uncertainties in evolutionary computation as follows:

1) Noise in fitness functions. The noise may come from measurement errors or randomness. A typical noise model is given by:

\[
F(X) = \int_{-\infty}^{\infty} [f(X) + z]p(z)dz \tag{17}
\]

where \(X\) is a vector of design variables, \(f(X)\) is a time-invariant fitness function, \(p(z)\) is a probability distribution of disturbance \(z\), and \(z\) is additive noise. \(z\) is often assumed to follow a Gaussian distribution with zero mean and variance \(\sigma^2\). Uncertainty is often introduced by the following two aspects: (1) in reality, the dynamics of environmental factors may affect the fitness function which should vary over time and noise \(z\) may not follow a Gaussian distribution; and (2) for efficiency, expected fitness functions often are used to approximate random samples.

2) Robustness. After optimal solutions are identified, changes in design variables or environmental factors may impact the accuracy of the identified optimal solutions. If the found solutions do not work under the changed environments, then the solutions are not robust to system and environmental dynamics. A robust solution implies robustness under high system and environmental dynamics by generating high performance based on the solutions from the robust fitness function. However, a robust solution may not be optimal. When noise is not avoidable, an individual solution cannot be accurately evaluated. Therefore, there often exists a tradeoff between accuracy and robustness of solutions.

3) Fitness approximation. If the fitness function cannot be expressed analytically, or if it is too expensive to compute, then approximated fitness functions often are used, accordingly leading to inaccuracy. Therefore, there exists a tradeoff between cheap but inaccurate solutions and expensive but accurate solutions when using an original fitness function or an approximated fitness function.

4) Time-varying fitness functions. Uncertainties may be introduced while time-varying fitness functions need to keep track of previous optimal solutions for computing a current optimal solution under changed environments over time.

In solving MOO problems with multiple and expensive fitness functions, a solution with high fitness variance may be treated as robust. To reduce uncertainties from this high variance, it is a better choice to consider a fitness function and a variance for each objective which allows searching for improved solutions with different tradeoff points between accuracy and robustness [105]. Recently Iancu and Trichakis [100] propose a methodology to maintain both robustness and Pareto optimality generating the so called Pareto robustly optimal solutions.

Some efforts at reducing uncertainties have been made in terms of theoretical analysis and network applications. Fieldsend and Everson [72] propose a method called probabilistic domination contours (PDC) to consider the confidence placed on objectives to be optimized under uncertainty. The authors conduct experiments to investigate the effect of the PDC; but the assumption of Gaussianity and independent noise may be too restrictive for many problems.

To solve MOO problems under dynamic system and environmental conditions, robust optimization functions are proposed in the literature [106, 127]. Johnston [106] proposes an evolutionary algorithm to solve a multi-objective scheduling in a deep space network, NASA’s collection of assets communicating with spacecraft beyond near-earth orbit. Liao et al. [127] propose a method to solve a mobility robustness optimization problem in LTE self-organizing networks in which a set of non-convex functions have conflicting goals. However, as discussed earlier, there exists an inherent tradeoff between optimality and robustness of fitness functions which are not addressed in these works.

B. Nature and Properties of Objectives and Solutions

In this section, we discuss the key factors in MOO and discuss the interplay between them in terms of Pareto optimality and solution efficiency in the following aspects: (1) Pareto optimality conditions based on Karush-Kuhn-Tucker theorem; (2) duality; (3) solvability; and (4) stability. There is a rich volume of literature [20, 56, 74, 80, 85, 139, 149, 178, 216]
that discusses the relationships between the properties. Focusing on the scope of this work, we briefly discuss some key points.

1) Pareto Optimality Conditions: Karush-Kahn-Tucker (KKT) theorem provides conditions to find Pareto optimal solutions in terms of necessary conditions and sufficient conditions [56]. Since the in-depth discussion of this theorem is very broad and has been published in a large volume of literature, we capture only the core aspects of this theorem. The KKT conditions are

\[ \sum_{m=1}^{M} \lambda_m \nabla f_m(x^*) - \sum_{j=1}^{J} u_j \nabla g_j(x^*) = 0, \text{ and} \]

\[ u_j g_j(x^*) = 0 \text{ for any } j \]

where \( M \) is the set of objectives, \( J \) is the set of constraints, and \( x^* \) is the set of solutions. \( \lambda \) and \( u \) are the vectors of constants. \( f_i(\cdot) \) is the \( i \)-th objective function and \( g_j(\cdot) \) is the \( j \)-th constraint function. Based on the conditions in Eq. (18), we discuss necessary and sufficient conditions for a solution to be weak Pareto optimal as below:

- **Necessity:** A necessary condition for a solution \( x^* \) to be weak Pareto optimal is that vectors \( \lambda > 0 \) and \( u \geq 0 \) exist in which \( \lambda \in \mathbb{R}^M, u \in \mathbb{R}^J \) and \( \lambda, u \neq 0 \) such that the conditions in Eq. (18) are true. Meeting these conditions does not necessarily guarantee the existence of weak Pareto optimal solutions [56].

- **Sufficiency:** Given that objective functions are convex and constraint functions are non-convex where both functions are differentiable at solution \( x^* \), a sufficient condition for \( x^* \) to be weak Pareto optimal is that \( \lambda > 0 \) and \( u \geq 0 \) exist in which \( \lambda \in \mathbb{R}^M, u \in \mathbb{R}^J \) such that the conditions in Eq. (18) are true.

Pareto optimality is not always found when objective functions are not convex or objective / constraint functions are not differentiable at \( x^* \). Naturally, more and/or diverse types of objective / constraint functions may lead to no feasible solution region. Many approximation methods relax conditions for objective or constraint functions aiming to identify feasible solutions with the sacrifice of optimality. Due to the space constraint, we refer interested readers to [56, 178] for the proofs.

2) Duality: Duality provides two perspectives to solve a given optimization problem. An original problem, called a primal problem, often is converted to another problem, called a dual problem, to find lower bounds to the optimal solutions of the primal problem [149]. The reason for solving the dual problem is because of the significant computational advantages [149]. However, the dual problem does not necessarily generate the same optimal solution as the primal problem in which the difference is called duality gap. If the duality gap is zero, it is called strong duality. If the duality gap is nonnegative, it is called weak duality [149]. Two well-known dualities are Lagrange duality and conjugate duality [178]. As the broad discussion of these two dualities is out of scope of this work, interested readers are referred to [178].

For multiobjective linear problems, the relationship between duality and the existence of Pareto optimality has been studied [20, 139, 216]. Their studies prove that if a duality gap exists, the optimal solutions \( x^* \) from the auxiliary problem in a given linear problem are Pareto optimal [20, 216]. However, this effort has been made only in solving linear problems where objective functions are convex. Many other studies also examine the existence of weak Pareto optimality in convex, differentiable MOO problems [57, 58, 95].

3) Solvability: Although the assumption of the convexity of objective functions in MOO can significantly help complexity of optimal solution search, it is not a realistic assumption in practice [74]. The gap between theoretical MOO analysis assuming convex objective functions and real-world problems showing non-convex objective functions has been realized by many researchers [74]. Many MOO problems are known to be NP-Hard [74]. Recently the optimization research community discussed that the complexity of a MOO version of a combinatorial single objective problems is NP-hard [85]. To relax NP-Hardness of MOO problems, many approximation techniques have been proposed and analyzed in terms of optimality accuracy (e.g., distance from optimal solutions to approximated solutions) and complexity (e.g., efficiency introduced by approximation techniques) [80]. As discussed in Section IV, many heuristic approaches have been proposed to mitigate the computational complexity of optimal solution search. However, due to the challenges in finding the ground truth optimal solutions, even validating the effectiveness of heuristic-based approximation mechanisms remains limited to some extent in practice.

C. Stability of Optimal Solutions

Stability analysis examines if identified optimal solutions are stable within a small change under perturbation [227]. Stability analysis is a useful tool for the post-analysis of identified optimal solutions. More specifically, it finds the lower and upper semicontinuity functions of optimal values and optimal solution sets [178]. For the stability analysis of MOO problems, Sawaragi et al. [178] define the MOO problems based on the following two parameters: (1) parameter \( u \) varies over a set of \( U \) specifying the set of feasible solutions; and (2) parameter \( v \) varies over a set of \( V \) describing the domination structure of the decision maker in the objective space. Let \( X(u) \) be the set of all feasible solutions and \( f(x, u) \) be the vector-valued function. The set of feasible solutions in the objective space, \( Y(u) \), is

\[ Y(u) = \{ y \in R^p : y = f(x, u), x \in X(u) \} \] (19)

The solution set \( M(u, v) \) over the objective space \( Y(u) \) and the decision space \( D(v) \) is defined by

\[ M(u, v) := \{ x \in X(u) : f(x, u) \in N(u, v) \} \] (20)

Sawaragi et al. [178] examine the stability of efficient solution sets when \( u \) varies and \( v \) is fixed. Kolbin and Perestoronin [115] study the stability of solutions to MOO problems based on normalization and the principle of solution selections. They consider the region of admissibility and scope of optimality using \( \varepsilon \)-stability.
D. Optimality vs. Complexity

One of the key issues in solving MOO problems is how to fine-tune the tradeoff between optimality (i.e., quality of optimal solutions) and complexity (i.e., efficiency in running time or space). We provide a summary of optimality and complexity in Table X for scalarization-based and metaheuristics MOO solution techniques discussed in Section IV.

Hybrid metaheuristics and trust-based MOO solutions also are heuristics as the variants of metaheuristics or combination with scalarization-based MOO methods to reduce solution search complexity. Thus, when considering hybrid approaches using either metaheuristics or trust, Table X provides a guideline towards what MOO methods to combine for both improved solution quality (i.e., optimality) and efficiency (i.e., complexity).

Quality of solutions in terms of Pareto optimality or near-optimal solutions is affected by the characteristics of the given problem. However, as far as a solution technique provides the same or close to optimal solutions, efficiency is the priority in selecting a solution technique. In particular, to solve large size problems, many variants of known MOO techniques have been introduced in order to reduce the complexity of a given algorithm. As discussed in Section IV-C, there have been efforts to combine more than one techniques for efficiency. Further, many metaheuristics approaches are proposed to generate higher solution diversity which may provide better solution quality with less overhead, such as reaching a global optimal solution with less convergence time.

Many MOO solution methods use constraints or a set of ideal solutions as reference or target points. Increasing the number of objectives makes a given MOO problem harder to solve as does increasing the number of constraints. In addition, it is highly challenging to identify the right set of weights, utility functions, or ideal objective values which critically impact the feasible solution space and complexity.

As shown in Table X, although there is a tradeoff between complexity and optimality (i.e., a highly expensive, slow process gives a better chance to find more optimal solutions while an efficient, fast process may not provide high quality solutions), the optimality achieved by a solution technique with computationally high complexity may not have good performance depending on context. Therefore, which MOO methods to choose still depends on the performance level required by a system or a decision maker.

VIII. Future Research Directions

An insight from the survey is that specific solution techniques for MOO problems (as discussed in Sections IV and VI) are often domain-specific and context-dependent (e.g., different context under 3 classes proposed in Section VI). We found that for Class 1 problems with a large search space, evolutionary algorithms are the most popular solution techniques. For Class 2 problems where two-party objectives exist with identical payoff functions, economic theories including game and auction theories are the dominant techniques. For Class 3 problems where two-party objectives exist with distinct individual payoff functions, cooperative game theory dominates. Trust-based methods follow the same trend and enhance these solution techniques as trust can be used as an integrated component in MOO problem formulation and system behavior modeling. In addition, trust-based heuristics can introduce high efficiency in solution search while achieving close-to-optimal solutions for a large size problem.

In many application domains of computing and networking, building trustworthy systems often can be a main concern where trust can be considered as an objective along with other objectives such as reliability, availability, security, or dependability. A promising potential research area is to develop MOO techniques to build trustworthy systems with multiple objectives where trust-based decisions can efficiently reduce solution search space. We suggest the following research directions:

- **Formulation of payoffs (or utilities):** As seen in MOO problems in Class 2 and Class 3, game theoretic approaches use the concept of payoffs and how to formulate each party’s payoff significantly affects whether each party (or system) achieves its respective objective by obtaining expected payoff. Devising effective reward or penalty mechanisms to entice cooperative behaviors of individual entities to increase coalition and individual payoffs [44, 214] is a promising research direction.

- **Tradeoff analysis of objectives:** When multiple objectives exist in a system, what objective to prioritize, how to weigh each objective, or how to adjust constraints associated with achieving an objective function is closely related to the tradeoffs between multiple objectives. A future research direction is to devise a toolset allowing the end user to specify the MOO problem requirements, objectives and their relative priority, classify the MOO problem (see Section VI), select the best solution technique as suggested by the toolset (see Section IV), and more importantly, parameterize model parameters (give values to model parameters), and perform necessary tradeoff analyses to maximize the performance of applications or systems with multiple objectives.

- **Entity modeling:** An entity can be a machine, person, group, or organization. How to characterize each entity is closely related to how to measure performance of achieving system goals because an entity’s performance or behavior affects system behavior. A promising research direction is to characterize an entity’s features and behaviors through multiple QoS and social trust dimensions, including honesty, cooperativeness, social similarity, centrality, service quality, capability, etc. [41]. Based on game theoretic approaches, an individual’s utility can be defined based on accrued trust so trust can play a role as a basis of decision making. Equally important is team modeling, i.e., how to measure the potential performance (synergy) of mixed teams, such as a team of machines and humans.

- **Attack modeling:** In various computing or networking environments, security goals are critical parts of system goals. How to model and characterize attack behaviors is closely related to how a system reaches a security standard. If attack behaviors are described unrealistically
TABLE X
OPTIMALITY AND COMPLEXITY OF MOO TECHNIQUES

\((m = \#FEASIBLE\ SOLUTIONS, n = \#OBJECTIVES, k = \#PARETO\ OPTIMAL\ SOLUTIONS, r = \#CONSTRAINTS, w = \text{CARDINALITY OF A WEIGHT SET})\)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Optimality</th>
<th>Complexity</th>
<th>Note</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted sum</td>
<td>Weak/strong PO for convex objective functions</td>
<td>(O(mn))</td>
<td>Difficult to choose weights based on preferences</td>
<td>[132, 131]</td>
</tr>
<tr>
<td>(\varepsilon)-constraints</td>
<td>Weak Pareto optimality (PO)</td>
<td>(O(nm^{n-1}))</td>
<td>Challenging to search for a set of constraints to identify tradeoff points among objectives; an adaptive algorithm exists with (O(k^{2\log k}))</td>
<td>[132, 121]</td>
</tr>
<tr>
<td>Goal programming &amp; Min-max</td>
<td>No guarantee for PO</td>
<td>(O(mn))</td>
<td>Challenging to set a goal vector for identifying Pareto optimality</td>
<td>[54, 148]</td>
</tr>
<tr>
<td>Elastic constraints</td>
<td>No guarantee for PO; but</td>
<td>(O(nm(n-1)))</td>
<td>Difficult to set a penalty coefficient that significantly impacts solution search space; higher efficiency in solution search than (\varepsilon)-constraints</td>
<td>[69, 113]</td>
</tr>
<tr>
<td>Weighted metric</td>
<td>Weak PO</td>
<td>(O(wm))</td>
<td>Identifiable PO when a set of utopian objective values are known</td>
<td>[138, 140]</td>
</tr>
<tr>
<td>Achievement function</td>
<td>No guarantee for PO</td>
<td>(O((w + \rho)(n + m))) where (\rho &gt; 0) which is an adjustable reference point</td>
<td>Incurs extra overhead to identify adaptive reference points; identifies better solution space</td>
<td>[138]</td>
</tr>
<tr>
<td>Benson’s method</td>
<td>No guarantee for PO</td>
<td>(O(mnr))</td>
<td>Increases feasible solution region; high impact of a random reference point on the existence of PO</td>
<td>[20, 56]</td>
</tr>
<tr>
<td>Utility (or value function)</td>
<td>No guarantee for PO</td>
<td>(O(mnr))</td>
<td>Critical impact of utility functions on the existence of PO; Nash equilibrium solutions may not provide PO</td>
<td>[56, 85]</td>
</tr>
</tbody>
</table>

Metaheuristics

<table>
<thead>
<tr>
<th>Technique</th>
<th>Optimality</th>
<th>Complexity</th>
<th>Note</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nondominated Sorting Genetic Algorithm (NSGA) &amp; Strength Pareto Evolutionary Algorithm (SPEA)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(mn^2))</td>
<td>NSGA II provides better complexity of (O(mn^2)); useful for scalability and increasing the proximity to PO</td>
<td>[55]</td>
</tr>
<tr>
<td>Pareto Archived Evolutionary Strategy (PAES)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(\alpha mn)) where (\alpha) is the length of the archive</td>
<td>(\alpha) is typically proportional to (n), leading to complexity (O(mn^2)); useful for a large size problem</td>
<td>[55]</td>
</tr>
<tr>
<td>Multiobjective Quantum-inspired Evolutionary Algorithm (MQEA)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(nq^2)) where (q) is the number of qubits and (c &gt; 0)</td>
<td>Significant improvement of the proximity to Pareto optimality but incurs high computational cost</td>
<td>[111, 173]</td>
</tr>
<tr>
<td>Hierarchical EA (HEA)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(nm^{\log m})) where (c &gt; 0)</td>
<td>Computationally efficient by removing valid or dominating solutions; increase of feasible solution space</td>
<td>[83, 61]</td>
</tr>
<tr>
<td>Ant Colony Optimization (ACO)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(mn \log m))</td>
<td>Good for avoiding local optimal solutions; time-consuming process for convergence to the optimal solutions; (O(nm \log m)) is for a fairly large evaporation factor</td>
<td>[24, 63, 151]</td>
</tr>
<tr>
<td>Particle Swarm Optimization (PSO)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(nm^2))</td>
<td>No mathematical basis to identify optimal solutions; producing high quality solutions</td>
<td>[3, 109]</td>
</tr>
<tr>
<td>Simulated Annealing (SA)</td>
<td>No guarantee for PO; near-optimal solution</td>
<td>(O(nm^2 + m) \log m))</td>
<td>Increasing feasible solution space</td>
<td>[92]</td>
</tr>
<tr>
<td>Tabu Search (TS)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(O(nm^2)) per iteration</td>
<td>(O(nm \log m)) per iteration with the robust TS; (O(nm)) per iteration for a sized problem</td>
<td>[83, 161]</td>
</tr>
<tr>
<td>Variable Neighborhood Search (VNS)</td>
<td>No guarantee for PO; near-optimal solutions</td>
<td>(nmr)</td>
<td>Similar to Benson’s method; but the size of (m) can be reduced by local search</td>
<td>[93, 146]</td>
</tr>
</tbody>
</table>

or the degree of attack intensity is considered incorrectly, optimizing system performance and/or security is not measured accurately. Modeling accurate, realistic attack behaviors is vital to measuring accurate optimization solutions. A promising future research direction is to model the dynamics between attackers and defenders by leveraging game theoretic approaches [2, 37, 144, 145] and reason how the system can dynamically adjust the parameters associated with a solution technique to best achieve multi-objective optimization.

- **Integration of trust into MOO problem formulation**: In using optimization techniques, a system or entity can use trust for decision making, which can be critical to identifying correct optimal solutions. For example, when using traditional evolutionary optimization techniques, the formulation of the fitness function is important to identifying optimal solution(s). If we use trust as a factor to calculate the value of fitness, the trust estimator and the accuracy of the estimated trust will affect the value of fitness and accordingly generate different optimal solutions. In addition, if we use a game theoretic approach to model a system where multiple parties want to share a total payoff, how each entity estimates trust towards another entity will affect how the payoff is shared. A promising future research area is to consider multidimensional trust comprising QoS and social trust components such as service quality, capability, honesty, cooperativeness, centrality, social contact, etc. [211, 212] and integrate trust into the optimization techniques for best achieving multi-objective optimization.

IX. SUMMARY

This paper provides a comprehensive survey of solution and modeling methods to solve multi-objective optimization (MOO) problems covering a wide range of applications/systems, including coalition formation (or team composition), task assignment, task scheduling, and resource allocation. By providing key advantages and disadvantages of each method, this work provides guidelines on how each method can be utilized in an application. We classified the papers published between 2000 and 2016 on MOO problems into three classes based on the design concept of global welfare vs. individual welfare.

As a future research direction, we suggest entity modeling, attack and defense behavior modeling, integration of multi-
dimensional trust into multi-objective optimization problem formulation, payoff function modeling and formulation, and tradeoff analysis of multiple objectives, as future research directions with trust-based heuristics that can introduce high efficiency and effectiveness in solving MOO problems.
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