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Abstract—We propose and analyze LMMesh: a routing-based
location management scheme with pointer forwarding for wike-
less mesh networks. LMMesh integrates routing-based locain
update (location routing) and pointer forwarding by exploiting
the advantages of both methods, while avoiding their drawbeks.
It considers the effect of the integration on the overall newvork
cost incurred by location management and packet delivery. B
exploring the tradeoff between the service cost for packet @liv-
ery and the signaling cost for location management, LMMesh
identifies the optimal protocol setting that minimizes the eerall
network cost on a per-user basis for each individual mesh dint,
when given a set of parameter values characterizing the spiic
mobility and service characteristics of the mesh client. Welevelop
an analytical model based on stochastic Petri net techniqsefor
analyzing the performance of LMMesh and a computational
procedure for calculating the overall network cost. Throuch a
comparative performance study, we show that LMMesh outper-
forms both pure routing-based location management schemesd
pure pointer forwarding schemes, as well as traditional tumel-
based location management schemes.

Index Terms—Location management, routing-based location
update, pointer forwarding, wireless mesh networks, perfonance
analysis.

. INTRODUCTION
Wireless Mesh Networks (WMNs) are emerging as

promising solution for next-generation broadband Wiraele%
Internet access in recent years. A WMN consists of two typ

of nodes, namelymesh routers (MRs) that have minimal mo-
bility, and mesh clients (MCs) [1] that may be highly mobile.
Each WMN has one or morgateways that are special MRs
connected to the Internet. The set of MRs formwiiseless

mesh backbone that routes network traffic and provides IastI
mile broadband Internet access to MCs. Because MCs ”WAP
be highly mobile, mobility management is critical for the{N
proper operation of the WMN. Mobility management consisﬁ

of location management and handoff management. We focus
on location management in this paper.
Location management has been researched intensively

those schemes rely on centralized management facilitigs, e
HLR/VLR in cellular networks and HA/FA in mobile IP
networks, which do not exist in WMNs. Therefore, those
schemes are not applicable to WMNs as argued in [1]. For
a similar reason, location management protocols propased f
mobile ad hoc networks (MANETS) [17,18,19] are generally
not applicable to WMNSs. A fundamental difference between
WMNs and MANETs is that WMNs have a quasi-static
routing infrastructure consisting of MRs, whereas MANETS
lack such an infrastructure.

In this paper, we propose LMMesh: a routing-based location
management scheme with pointer forwarding for WMNSs.
LMMesh integrates routing-based location update and point
forwarding into a single scheme that exploits the advarstage
of both methods, while avoiding their drawbacks. A well-
known advantage of routing-based location update is that it
enables the propagation of location information of MCs to
the concerning parties using regular data packets origgihat
from the MCs. This approach avoids the signaling overhead
of explicit location update messages. Routing-based ilmtat
update, however, does not work well for MCs that do not
have active network sessions or MCs that are not sending
data packets. Pointer forwarding is a solution for location
ﬁ‘lanagement that uses explicit location update messages. It
orks for those MCs for which routing based location update
83es not work well, at the expense of additional signalingf co
for the location update messages.

Although routing-based location update and pointer for-
warding have been individually applied in many mobile com-
munication networking studies, the integration of them ted
impact of this integration on the overall network performan
s not been studied. The contributions of this work are (a)
e formulate the interaction between routing-based looati
pdate and pointer forwarding and analyze the impact of
this integration on the overall network communication cost
incurred; (b) we propose the design notion of optimal painte

arding when integrated with routing-based locatiodate

cellular networks and Mobile IP-based wireless networlﬁ%, dynamically identifying the optimal pointer forwarding

[2,3,4,5]. Existing schemes proposed for Mobile IP networ
(e.g., [6,7,8,9,10,11,12,13,14]) and cellular networksg

[15,16]), however, cannot be applied to WMNs without no
trivial modifications and performance penalty, due to si
nificant differences in network characteristics. For exEmp
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lEhain length for each MC based on the MC'’s service and mo-

bility characteristics to minimize the network communioat

"Cost; (c) we develop an analytical model based on stochastic
Betri net [20] techniques for performance analysis. Thihoug

a comparative performance study, we show that LMMesh
outperforms both pure routing-based location management
schemes and pure pointer forwarding schemes, as well as
traditional tunnel-based location management schemes.

The rest of this paper is organized as follows. Section Il
surveys related work and contrasts our work with existing
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work. Section IIl describes the system model of LMMeshpagrameters AND THEIR PHYSICAL MEANINGS USED IN PERFORMANCE

and assumptions made in the paper. Section IV presents the MODELING AND ANALYSIS.
proposed location management scheme. In Section V wgParameter Physical meaning
develop a performance model to analyze the performance Ofi //\ wolb"l'(% fatel_ « Internet , el rat

. . vil\pr plink/downlink Internet session arrival rate
LMMesh. Section VI presents numerical data to demonstrate y /3 Incoming/outgoing intranet session arrival rate
the effectiveness of LMMesh and to compare its performance p;/u;, Internet/intranet session departure rate

against existing location management schemes for WMNS. Avrp/Aprp  Uplink/downlink packet arrival rate of Internet ses-

. . sions
The paper concludes with Section VII. Arrpldorp  Incoming/outgoing packet arrival rate of intrane

sessions

—

IIl. RELATED WORK w Rate of reconnections to the WMN
. - . Average number of hops between the gateway and
Existing mobility (location) management schemes can be “ an MF% P 9 Y
classified largely into two categorietinnel-based schemes 8 Average number of hops between any two MRs
and routing-based schemes [3]. Examples of tunnel-based| 7 Ratio of the Internet session arival rate to the
bilit t schemes include Mobile IP [21], MIP- intranet session arriva ratte i
mobiiity managemen Inclu ' I é Ratio of the average duration of Internet sessiong to
RR [12], HMIP [13], and IDMP [14] proposed for Mobile IP that of intranet sessions
networks, and Ant [22] and/3 [23] proposed for WMNSs. ¢ ig%
The basic idea of tunnel-based schemes is that mobile hosts bonﬁf'hol\ﬁ/’léommun'ca“o“ latency between two neigh-
.. . . . . . oring S
explicitly register or update their location informatiandome PyIP, Probability that an MC moves forward/backward
centralized location servers, e.chpme agents in Mobile P, Probability that an intranet packet is routed by the
IP or gateway foreign agents in MIP-RR, through location gateway _ _
istration/undate messages. Such messages incurconifi Py Probability that the location query procedure is exe-
registrati p _ ges. : ges G0 cuted in WMM
signaling cost for highly mobile clients. This is partictiia P, Probability that an MR broadcasts the route request
a severe problem if location registration/update messages message in WMM

- . N Number of MRs in a WMN
sent upon every location change. For example, in Ant, a—2£&

location update message has to be sent to a central location
server every time a mobile host changes its serving MR.

Routing-based schemes represent another class of mobilityMesh and MEMO are routing-based schemes based on
management schemes proposed for various types of IP-bagreling protocols proposed for mobile ad hoc networks (OLSR
networks. Typical examples of routing-based mobility marf30] and AODV [31], respectively). Both schemes rely on
agement schemes include Cellular IP [24] and HAWAII [25proadcasting traffic for route discovery or location changg-
proposed for Mobile IP networks, and WMM [26], iMesh [27]fication, thus incurring excessive signaling overhead. Légk
MEMO [28], and the scheme in [29] proposed for WMNSis routing-based in the sense that location information @fsM
The basic idea of routing-based schemes is that mobiliy propagated to the concerning parties using regular data
management is integrated with routing such that locatigrackets originated from the MCs.
information of mobile hosts can be propagated throughaait th
network through regular packet routing.

In Cellular 1P, HAWAII, and WMM, in addition to rout-
ing tables, routers also maintain location caches thatestor We consider a WMN in which there are multiple gateways
location information of mobile hosts for which they haveonnecting the WMN to the Internet. Each gateway covers a
routed packets. One of the most distinct characteristics #ihe of the WMN and maintains a location database for MCs
these routing-based schemes is that data packets originawéhin the zone. For each MC, there exists an entry in the
from a mobile host carry the current location information dpcation database recording its current location inforamat
the sender. Therefore, the location information of the reobiwhich is the address of its forwarding chain head, i.e., s fi
host kept in a router’s location cache can be updated whitR on the chain. In this paper, we refer to the forwarding
the router processes data packets originated from the enolsinain head as thanchor MR (AMR). With the address of
host. In this way, the host-specific route of the mobile hest &n MC's AMR, the MC can be located by following the
updated when it sends data packets. forwarding chain. Note that the AMR of an MC may be co-

Because the update of location information and the mainfecated with its current serving MR. The zones covered by
nance of host-specific routes in these routing-based scherdliéferent gateways do not overlap with each other, such that
solely rely on packet routing, they are essentially oppustu  at any time, the location information of any MC is kept in the
tic. Specifically, for idle mobile hosts that are not sendamy location database of the gateway within which it resides.
data packets, their location information may become oattlat Table | lists the parameters and their physical meanings
and consequently their host-specific routes may become oised in the following sections. We use a parameter called the
solete. This leads to a major performance deficiency of thesssvice to mobility ratio (SMR) of each MC to depict the
routing-based schemes. LMMesh proposed in this paper ud&é€’s mobility and service characteristics. For an MC with
pointer forwarding to solve the above problem, and at tran average packet arrival rate denoted\pyand mobility rate
same time, minimizes the overall network traffic incurred bgtenoted by, its SMR is defined by’?j—’). The physical meaning
mobility management and packet delivery. of mobility rate is the number of serving MR changes per

Ill. SYSTEM MODEL



time unit. An MC can dynamically monitor the packet arrivainformation from the data packet. The gateway uses this
rate by counting the number of data packets arrived in a tinrdormation to update the location database, and the iatran
interval and calculating the average number of data pack€hl uses this information to route data packets to the MC.
arrived per time unit. Similarly, an MC can dynamically counMore specifically, for an Internet session between an MC and
the number of serving MR changes in a time interval areh Internet host, when receiving an uplink data packet from
calculate the average number of serving MR changes per tithe MC, the gateway uses the location information carried
unit to obtain the mobility rate. by the data packet to update the location database. For an

We assume that future mobile devices, e.g., smartphoniegranet session between two MCs in the same WMN, location
PDAs, tablet computers, etc., are powerful enough to ereciutformation carried by data packets transmitted between th
the computational procedure developed in this paper at riMiCs is used by the serving MR of the receiver to update its
time to dynamically determine the optimal threshold for theouting table and to route data packets to the sender.
forwarding chain length in LMMesh. For mobile devices that Routing-based location update works well for MCs that are
are less powerful in computation, an alternative tablédpo actively sending data packets. For MCs that do not haveeactiv
approach can be used to determine the optimal thresholdiin reetwork sessions or MCs that are not sending data packets,
time without having to execute the computational procedutgowever, routing-based location update does not work well.
Specifically, the optimal threshold can be statically deieed Even for MCs that are actively sending data packets, routing
at the design time over a wide range of mobility and servideased location update may not be a complete solution. For ex-
characteristics and stored in a table for fast lookup. Themnple, suppose that there is an intranet session beti&gn
during the execution of LMMesh, a simple table lookup caand M C5 in the same WMN, and thad/C; continuously
quickly determine the optimal threshold for an MC, based @ends data packets fo/ Cs. Although M C5 is continuously
the SMR of the MC. being updated with the up-to-date location information of

As discussed in Nandiraju et al. [32], Internet traffic,itke M Cy, the gateway may not be updated because data packets
traffic between MRs and the gateway, dominates peer-to-pé®m M, to M C, may not go through the gateway. Now,
traffic in WMNs because WMNs are expected mainly to be suppose that an Internet host initiates a new Internetcessi
solution for providing last-mile broadband Internet ascé§e towardsM C;. Upon receiving the session, the gateway may
use a parameter to represent the ratio of the Internet sessioneed to perform a costly location query procedure based on
arrival rate to the intranet session arrival rate, and asyottbroadcasting, as in [26], to locafe C; before delivering the
parameter to represent the ratio of the average duration sfession.
Internet sessions to the average duration of intranetmessi

Internet traffic is also characterized by traffic asymmetry
between the downlink and uplink [33,34]. Typically the fiaf
load on the downlink is much larger than the one on the
uplink. Traffic asymmetry is especially pronounced for mo-
bile multimedia applications, e.g., real-time video stnézg,
online radio, online games, etc. Due to traffic asymmetry.
It is expected that the downlink packet arrival rate is much Gateway (Location Server)
higher than the uplink packet arrival rate in mobile Intérne '
applications. We use a parameteto represent the ratio of
the downlink packet arrival rate to the uplink packet afriva

rate in Internet sessions. \
8 . 8 ~8
IV. LMM ESH @
In this section, we present the proposed location manage

ment scheme, namely LMMesh. In Sections IV-A-IV-D we  awr MR2 |4

Internet CN

discuss the protocol behavior when a MC is within a gateway FP K=2
zone. In Section IV-E, we discuss the protocol behavior wher @~ /
a MC moves from one gateway zone to another. Finally in et VR MRS e AME)

Section IV-F, we address the scalability of LMMesh.

\
1 N \
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A. Routing-based Location Update and Pointer Forwarding ! _ _ _
Fig. 1. The pointer forwarding methotldcUpdate means a location update

In LMMesh, we allow every data packet (in an Internetessage, anBP means a forwarding pointer).
or intranet session) originated from an MC to carry the up-
to-date location information of the sender, i.e., the assire To address those problems, LMMesh uses a per-user pointer
of the MC's current serving MR, in the option field of theforwarding method to complement routing-based location up
packet header. Upon receiving the data packet, a gatewdate. The basic pointer forwarding method [35] works as
(in an Internet session) or an intranet correspondence nddiéows. When an MC moves from its current serving MR
(CN) of the MC (in an intranet session) extracts the locatido a new MR, a location handoff is performed. If the length



of the MC’s current forwarding chain is less than a threshoBl Integration and Its Impact
K for the forwarding chain length, a new forwarding pointer LMM : :
: _ esh uses both methods for location management in
is setup between the old MR and new MR, and the forwardn]dg] g

: o . integrated manner that achieves network cost mininoizati
chain length is increased by one. The physical representat

. ) . 4 namically on a per-user basis. The integration takes the
of a forwarding pointer kep'g by an .MR is the address of th dvantages of both methods, while avoiding their drawhacks
next MR along the forwarding chain. On the other hand,

the lenath of the f di hain i | 16 he use of routing-based location update has a positiveteffe
€ ‘engih of the forwarding chain IS equal 0, N0 NeW: reducing the signaling traffic of explicit location updat
forwarding pointer can be setup in this case. Instead, t

: . . ) essages in pointer forwarding. The reason is that LMMesh
movement triggers a location update, i.e., a location upd%

) t 1o th t " date the MC's locat lies less on the explicit location update messages intgoin
message 1S sent fo e gateway to update the s loca 't%'?warding for location management when an MC is actively
information stored in the location database. After the tioca

_ e : nding data packets. On the other hand, when an MC does
update, the forwarding chain is reset and the new serving

. not have active network sessions or is not sending data
bec_omes the new AMR of the MC. Note that_the forwardin ckets, the use of pointer forwarding addresses the pnsble
chain is also reset whenever the gateway receives a datatpa g

sociated with routing-based location update, as disduss

from. the MC .that carries the addrgss of the M.C’S currehove. Particularly, the costly location query procedwasel
serving MR. Fig. 1 illustrates the pointer forwarding merihoOn broadcasting as in [26] is avoided by using the pointer
using an example in whicl = 2, described below: forwarding method

Essentially, LMMesh is adaptive to the changing mobility
and service behaviors of an MC in the context of the integra-
. . . .~ tion. This adaption is the result of dynamically determinihe

IS glso |_ts currenL serving .MRA'\tAORMRﬁ’ '\a/llécirwar((jjlnh ptimal thresholdK,ptimq; for the forwarding chain length.

?oc;;r\]/:aerzjiﬁgscer:;i?l Ieent\g/;vt?leirs] (I)tf\e' an and t The value of Koptimar Changes dynamically when the MC

2) The MC moves to MR2 after, employing MR1 as itShas service and mobility activ_ities that vary over time. For
: . : : “example, when the rate at which the MC sends data packets
serving MR for some time, and a forwarding pointer is

: is high, the value ofK,,tima Of the MC tends to increase.
setup between MRl.and MR2 and the forwarding Chat'?onsequently, the rate at which location update messages ar
length becomes two;

3) The MC again moves, this time to MR3, after being as_ent in pomlter forwarding tends_ t_o decrgase. This is becaus
. ) . o MMesh relies less on the explicit location update messages
sociated with MR2 for some time. This third movemen . . . ;
. : . or location management when an MC is actively sending
causes the forwarding chain being reset becd{se 2; S .
data packets that also serve the purpose of implicit looatio

4) MR3 becomes_the MC’s new AMR, and a location Ljp'pdate messages. These observations are demonstratesl by th
date message is sent to the gateway to update the MC’s

location information stored in the location database. Umerical results presented in Section V.

1) When the MC moves from its current AMR, which

C. Location Search Procedure

LMMesh takes a step further by dynamically determining Wh Int torint ¢ ion is initiated t d
the optimal threshold for the forwarding chain length that €n a new Internet or intranet session Is nitiated towards

minimizes the overall communication cost for each indiitiu 2" MC, LMMesh utilizes a location search procedure to locate

MC, based on the MC's specific mobility and service cham? currdené slervmlg ME of the MC _bef(')vrleR tl'}ehsef/ls(l:on |c;5
acteristics. The overall communication cost we consider ftt'Vered. By locating the current serving MR of the an
this paper includes the signaling cost for location manayem consequently resetting the forwarding chain, the new sassi

and the service cost for packet delivery. The forwardingrchaCan be delivered d_irectly fo the MC following the shor_test
length of an MC significantly affects the overall communipath’ thereby reducing the packet delivery cost. The gaihan

cation cost incurred by the MC. Specifically, the longer threeduction of the packet delivery cost is particularly pranced

forwarding chain, the lower the location update rate, aﬁ/&hen the packet arrival rate to the MC is considerably high,

consequently, the smaller the signaling overhead. Howev%?mpared V_V'th its mobility rate. Note that the Io_catlc_)n _S‘?"?“
cedure is only executed when a new session is initiated

the packet delivery cost increases as the forwarding chd&P
becomes longer. Intuitively, there exists a trade-off lestvthe towards an MC. . _ .
signaling cost for location management and the servicefopst 1) Location Search for Internet Sessions: Fig. 2 illustrates
packet delivery. LMMesh explores the tradeoff and dynamﬁh,e_ location search proceo!ure. for a new Internet session
cally determines the optimal threshold for the forwardihgio Nitiated towards an MC, which is described as follows:

length that minimizes the overall communication cost onra pe 1) When an Internet session initiated by an Internet host

user basis. In the remainder of the paper, we kst denote towards an MC arrives at the gateway, the gateway sends
the threshold, and’, i1 t0 represent the optimal threshold. a location request message to the MC’s current AMR
We show that the analytical model developed in this paper can  (the gateway keeps the address of the MC’'s AMR in
be used to dynamically determitf€,;;,q:, given parameters the location database);

characterizing the specific mobility and service charasties 2) The AMR forwards the message to the MC's current
of an MC. serving MR;



Gateway ’ MC’s AMR ‘ ‘MC’s Serving MR‘ In this procedure, after the gateway receives the location
update message, the current forwarding chain of MC2 is reset

\ and MR2 becomes its new AMR. Subsequent data packets
\z‘ sent to MC2 will be routed to its new AMR.
s / D. Data Packet Routing

/ To route data packets to an MC in LMMesh, the address

4: Updating of the MC’s current AMR must be known. This information
location is always kept in the location database on the gateway. It is
database also carried in the packet header of data packets originated

Fig. 2. The location search procedure for Internet sessions from the MC (the address carried in this case is the one of

the MC'’s current serving MR). Once the address of the MC's
current AMR is known, routing data packets to the MC simply
3) Upon receiving the location request message, the MG#lies on the underlying routing protocol.
current serving MR sends a location update messageSpecifically, in an Internet session, data packets sent &om
back to the gateway, making itself the new AMR of thénternet host to an MC always pass through the gateway, which
MC; routes them to the current AMR of the MC as recorded in the
4) The gateway updates the location information of th@cation database. The AMR forwards the data packets to the
MC in the location database, and the location searfC's current serving MR (if the AMR and current serving
procedure is completed. MR are not co-located), following the forwarding chain, and
After the location search procedure is completed, the MC8€ serving MR finally delivers the packets to the MC. In an
forwarding chain is reset and subsequent downlink Interrfgfranet session between two MCs, data packets sent between
data packets from the Internet host to the MC will be routd€ MCs are first routed from the sender MC's current serving
to the new AMR. The gain is that the routing path is shorteneR to the receiver MC’s current AMR, which then forwards

and the packet delivery cost is reduced. the packets to the receiver MC's current serving MR (if the

receiver MC's AMR and serving MR are not co-located). The

MC1's Gateway MC2's AMR MC2's serving MR finally delivers the data packets to the receiver
Serving MR Serving MR MC.

\
\ E. Multiple Gateways

3
\ When an MC moves from one zone to another, a gateway-
4 | — level location handoff occurs to transfer the mobility mgexa
6 m ment role from the gateway of the MC’s current zone to that
/ location database of its new zone.

Specifically, when the MC moves to a new zone, it first
registers with the gateway of the new zone and obtain a new
gateway foreign address (GFA), by sending a location binding
update message to the gateway. When the gateway receives the

session initiated byM C; towards M Cs, a location search message, it creates a ”eW_ en_try for the MC \.Nith the address
WC 2 of the MC’s new AMR, which is the new serving MR of the

rocedure similar to the above is executed to locate thentirr . . L
P MC in the new zone. The MC also sends a location binding

serving MR (MR2) of MC2. Fig. 3 illustrates the procedure, . .
described below: update message to all its current intranet and Internet CNs

: . such that future network traffic from these CNs to the MC
1 Whe_zn the curren_t serving MR (MR1) of _MCl FeCENVESLill be routed towards the new gateway. Before the CNs are
t_he intranet session request from MC1, it sends a Iocﬁlf)dated with the new GFA of the MC, however, they will
tion request message to the gateway, , send data packets to the MC's old gateway. To prevent those
2) The gateway forwards the message to MC2's currefifia packets from being lost, the MC sends its old gateway a
AMR; location binding cancellation message carrying its new GFA
3) The message is further forwarded to MR2 following thgyhen the old gateway receives the message, it knows that
forwarding chain; the MC is registered with the new gateway and forwards data
4) Upon receiving the location request message, MRyckets received from the MC's CNs towards the new gateway
sends a location update message back to the gatewapsr the time period before the CNs are updated with the MC's
5) The gateway updates the location information of MCBew GFA. After the gateway-level location handoff, the MC
in the location database; executes LMMesh as described in Sections IV-A-IV-D for
6) The gateway also sends the updated location informatiorobility management within the new zone.
of MC2 (the address of MC2’s new AMR) to MR1, and When a gateway receives a request for the current location
the location search procedure is completed. of an MC for which it cannot find an entry in its location

Fig. 3. The location search procedure for intranet sessions

2) Location Search for Intranet Sessions. For an intranet



database, the gateway broadcasts the request to all the otf UPacket
gateways. Upon receiving a reply from another gateway tha AT 11 SR o
has the current location information of the MC, the gateway ¢ #sessens)=0(12)
sends the current location information of the MC, i.e., the OLpacket
address of the MC’'s current AMR to the requester. It iS  oraman #EL)
.. L .1+, Guard: #(Lsessions) > 0 (12) ResetOLP (11)
worth emphasizing that LMMesh can minimize the probability
of such costly broadcasting traffic through the gatewagllev e
location handoff procedure and the integration of routing-  wsawnacy | ISDeparture (9)
. . . Guard: #(Sleep) = 0 (15)
based location update and pointer forwarding.
| DiSession #(FL)
DISArrival (7) ResetDIS (10)
F. Scalability of LMMesh Guard: #Sieep) =0.19)
Scalability is an important requirement for a mobility man- v = oo
agement scheme for WMNs. LMMesh is a scalable solutiorsu: isee s s
for mobility management because it supports sharing of the e [isession pregy
mobility management role at both the gateway and MR levels e I ResetlLS (10)
in a hierarchical way such that a single gateway or MR will e #Seen=009) Pr
not become the bottleneck. ok — T n .
« Each gateway is only responsible for mobility manage- /:wvama ‘ AddPointer (3) Z.LU(4>
ment of MCs within the zone. The mobility management o ovemen:
responsibility of a gateway for an MC is transferred to " \\pb
another gateway once the MC migrates to another zone uard: #sieep =0 (15) | (-
Therefore, gi_ven that gateways are _typically placed in Backw:,; RemPoiner (5)
the WMN with load balancing principles (e.g., [36]), Guard: #FL)> 0 6)
the gateways will evenly share the mobility managemen U
responsibility. No gateway would become the bottleneck. — % T b e
» Within each zone, all MRs share the mobility manage- acieasie i3 Sleep2Acive (13) LocUpdate (14)

Guard: #(ISessions) = 0 & #(LSessions) = 0 (15)

ment load by talking the role of either an AMR or
a forwarding MR on the forwarding chain of an MC.Fig. 4 The SPN model for LMMesh.
Furthermore, because AMRs are dynamically selected by
the MCs when they move, no MR would become the
bottleneck by taking the role of an AMR. immediately transition fires immediately. For example, aG M
« The benefit of minimizing the network communicatiodnoves to a new MR (modeled by firing transitidfove) after
cost on a per MC basis as a result of applying LMMesheing associated with its current serving MR for an amount
is cumulative and proportional to the number of MCf time that is exponentially distributed. A token is usedaas

This design consideration makes LMMesh especialljparker; it is used here to represent an event occurrence. For
beneficial for large WMNs. example, a new token is put into plabtovement whenMove

is fired. A place is a token holder to contain tokens which
represent the number of event occurrences. For example,
the number of tokens in placEL is used to represent the
A. Analytical Model for LMMesh forwarding chain length. Finally, an output arc connects a
In this section, we develop an analytical model basdtansition to a place and an input arc connects a place to a
on stochastic Petri net (SPN) techniques for analyzing tki@nsition. An arc is associated with a multiplicity defigin
performance of LMMesh. Fig. 4 shows the SPN model féhe number of tokens that will be moved into the output place
LMMesh. The SPN model captures the dynamic service afifiit is an output arc) or moved out of the input place (if it is
mobility behavior of an MC using states and events. We choog@ input arc). For example, the arc that connects pRicéo
SPN as the tool for performance modeling because: 1) an SPansitionResetLU has a multiplicity of K. This means that
model is a concise representation of the underlying Markahen transitionResetLU fires, it consumesi tokens from
or semi-Markov chain that may have a large number of staté$aceFL.
2) an SPN model is capable of reasoning the behavior of anln Fig. 4 we put in numbers in parenthesis to label the SPN
MC, as it migrates among states in response to system eveftg@del sequence. The SPN model for LMMesh is constructed
An SPN model consists of entities such as transitions (e.gs follows:

V. PERFORMANCEMODEL

Move and Forward), tokens, places (e.gMovement and FL), 1) The movement of an MC is modeled by transitMove,
and arcs that connect transitions and places. A transiion i  the transition rate of which is. When the MC moves
used to represent the firing of an event, and it can be either to a new MR, thus incurring a location handoff, a new
a timed transition (e.gMove and ResetLU) or an immediate token is put into placeMovement, indicating that the
transition (e.g.Forward and Backward). A timed transition location handoff is completed.

is fired after an event occurrence time is elapsed, while an2) The MC may move forward to a new MR, or move



3)

4)

5)

6)

7

8)

9)

10)

11)

backward to the most recently visited MR. The SPN
model differentiates between these two cases using two
immediate transitionsorward andBackward. Probabil-

ities Py and P, associated witlForward and Backward
depend on the network coverage model, which will be
introduced in Section V-B.

If the MC moves forward to a new MR, transition
Forward is fired and a new token is put into place 12)
NewMR. If the current forwarding chain length is smaller
than K, a new forwarding pointer needs to be setup. This

is modeled by firing transitioAddPointer, if the number

of tokens in placé-L is less thanK. FL represents the 13)
current forwarding chain length.

If the number of tokens in pladeL is already equal to

K, a new forward movement triggers a location update
and the forwarding chain is reset. This is modeled by
firing transition ResetLU, when there ard{ tokens in
placeFL and one token in placlewMR. The firing of
ResetLU consumes all tokens in pladd., representing

that the forwarding chain is reset.

If the MC moves backward to the most recently visited
MR, transitionBackward is fired and a token is put into
place PreMR. This will subsequently enable and fire
immediate transitiolRemPointer. We use an immediate 14)
transition to model the event of removing a forwarding
pointer because the pointer will be purged automatically
upon timeout. 15)
Notice that it is only reasonable for the MC to move
backward, when the forwarding chain length is not zero.
This is modeled by associating an enabling function
(#(FL) > 0) with transitionBackward.

The arrival of a new uplink Internet session initiated by
the MC is modeled by firing transitiobl SArrival, the
transition rate of which is\r;;. Accordingly, the arrival

of a new downlink Internet session towards the MC is
modeled by transitio®ISArrival, the transition rate of
which is ADI-

arrival of these two kinds of data packets is modeled
by transitionsUIPArrival and OLPArrival, respectively.
The events of updating the location database in these
two cases are modeled by firing immediate transitions
ResetUIP and ResetOLP. The firing of ResetUIP or
ResetOLP consumes all tokens in plaééd., representing
that the current forwarding chain is reset.

It is only possible for the MC to send data packets when
it has on-going Internet or intranet sessions. This is mod-
eled by associating enabling functions as shown in the
SPN model with transitiongl PArrival andOLPArrival.

The MC switches alternatively between active mode and
sleep (idle) mode. Initially the MC is in active mode,
and can send and receive data packets. After staying in
active mode for a period of time, the MC switches to
sleep mode to save battery life. This is modeled by firing
transition Active2Seep and putting a token into place
Seep. The transition rate oActive29eep is ws. When

the MC is in sleep mode, it will not incur any network
communication activities. The MC wakes up after being
in sleep mode for some time. This is modeled by firing
transition Seep2Active and putting a token into place
Active. The transition rate o8eep2Active is w,,.

When the MC wakes up and reconnects to the WMN, it
sends a location binding update message to the gateway.
This event is modeled by firing transitidrocUpdate.

We assume that the MC switches to sleep mode only
when it has no on-going sessions. This is modeled
by associating a enabling function with transitid-
tive2Seep. When the MC is in sleep mode, it will not
have any network activities and will not incur any loca-
tion handoff. This condition is modeled by associating
enabling functions with transition®ISArrival, Ul SAr-
rival, OLSArrival, ILSArrival, UIPArrival, OLPArrival,

and Move.

The arrival of a new outgoing intranet session initiated: Parameterization

by the MC is modeled by firing transitio®LSArrival,

Transition AddPointer models the event of setting up a

the transition rate of which is\or. Accordingly, the forwarding pointer. In this case, a round-trip message axgb
arrival of a new incoming intranet session towards thigetween two involving MRs is carried out, thus the commu-
MC is modeled by transitiohLSArrival, the transition nication cost i2r. The transition rate is the reciprocal of the

rate of which isA;y,.
Transitions| SDeparture and LSDeparture are used to
model Internet session departure and intranet session
departure, respectively.

communication delay, i.e.,

1

o ®

HAddPointer =

The arrival of a new session towards the MC triggers Transition ResetLU models the event of resetting the for-

the location search procedure and causes its currevdrding chain of an MC during a location update. This
forwarding chain to be reset. This is modeled by firinghvolves a round-trip message exchange between the gateway
transitionResetDIS for a newly arrived downlink Inter- and the MC'’s current serving MR. The signaling cost incurred
net session oResetlLS for a newly arrived incoming is 2ar. Thus, the transition rate is:
intranet session. In either case, all tokens in pklcare

. . . L 1
consumed, modeling that its current forwarding chain is UReset LU = —— (2)
reset. 2ar
The location information of the MC stored in the loca- TransitionResetlSmodels the event of resetting the forward-
tion database is also updated when the gateway receiirgg chain of an MC due to the arrival of a new Internet session.
from the MC an uplink Internet data packet or an intranétet : denote the length of the current forwarding chain of an
data packet that is to be forwarded by the gateway. TIMC. As elaborated in Section IV-C1, the communication cost



in this case ig2a + i) x 7. Thus, the transition rate is: these models, each MR has four direct neighbors and an MC

1 can move randomly from the current MR to one of the MR’s
HResetIS = m (3) neighbors with equal probability, i.el/4. Thus, we have:
Transition ResetLS models the event of resetting the for- Py = §,pb = 1 (10)
warding chain of an MC due to the arrival of a new intranet ' 4 4

session. As elaborated in Section IV-C2, the communicationAn MC typically switches alternatively between active mode
cost in this case i§4« + i) x 7. Thus, the transition rate is: and sleep mode during its stay in a WMN. The rate of

1 reconnection denoted hy can be derived as follows:
ese = o~ 4
HResetLS (dati) <t 4 o W X Ws (11)
Wy + W

Transition LocUpdate models the event of sending the
gateway a location binding update message when an MC :
wakes up and reconnects. The gateway replies with a location Performance Metrics o _ _ _
b|nd|ng confirmation message as an acknow|edgment_ Thé/\/e use the total communication cost incurred per time unit

signaling cost incurred i8ar. Thus, the transition rate is: a@s the metric for performance evaluation and analysis. It is
1 worth noting that because the total communication cost is a

ULocUpdate = 5 (5) per time unit measure, the accumulative effect of even alsmal

N . 2at . ) cost difference will be significant.
TransitionUIPArrival models the arrival of uplink Internet  The total communication cost incurred per time unit by

data packets originated from an MC at the gateway. Th§vesh consists of the signaling cost of location handoff

transition rate ofUIPArrival is the effective rate of uplink 54 update operations, the signaling cost of location tnack
Internet data packets. originated from the MC, which can lb‘?)erations, the signaling cost of location binding updateru
calculated as follows: reconnection, and the packet delivery cost. (& nresn
LU TP Arrival = mark(ISessions) X A\yrp (6) denote the total communication cost incurred per time unit
. . by LMMeSh! and lewlocationi Ctrackingi Creconnectioni and
where mark(ISessions) returns the number of tokens inc, . .. denote the cost components, respectively. Subscripts
placelSessions, i.e., the number of on-going Internet sessiong» gnd “L” denote Internet and intranet sessions, respetyi

of the MC. o o Using these cost termsjy, arazesn is calculated as follows:
The arrival of outgoing intranet data packets originatedfr , ,

an MC at the gateway is modeled by transitiohPArrival. CLMMesh = Cloc/ation Xo + Ctrackir/zg,l X Apr

The transition rate ofOLPArrival is the effective rate of  +Ctracking,r X /\/IL + Caclivery,1 X Aprp (12)

outgoing intranet data packets originated from the MC argv +Caetivery,r. X App + Creconnection X W

at the gateway, which can be calculated as: In the above equationg’ represents the steady-state ef-

@) fective mobility rate.\;,; and X}, represent the steady-state
effective downlink Internet session arrival rate and inoam
where P, is as defined in Table |, anthark(LSessions) intranet session arrival rate, respectively,; » and \;; » de-
represents the number of on-going intranet sessions. note the steady-state aggregate downlink Internet pacdiedla
The transition rates ofSDeparture and LSDeparture are rate and incoming intranet packet arrival rate, respelgtiféde

effective departure rates of Internet and intranet sessiofirst three rates are “effective” rates to account for thet fac

respectively. We use &/ /M /oo queue to model the process othat when an MC is in sleep mode it will not incur network

session arrivals towards an MC. Using the/M /oo queuing communication activities, and they can be calculated by:
model, the transition rates dBDeparture and LSDeparture

can be derived as follows:

HOLPArrival = Py x mark(LSessions) x Aorp

o' = (1 — Ps[eep) X o

/\/DI =(1- PSlefzp) X Apr (13)
©) Ar = (1= Psicep) X ArL

where Pg,.., is the steady state probability that the MC is

Following the assumptions made in Section Ill, the outgoir]g sleep and is calculated b[mark(Sleep)] where E[X]
and incoming intranet session arrival rates and the uP”%E\nds for the expected value &f. The last two rates are

Internet packet arrival rate can be calculated as follows: “aggregate” rates to account for the fact that an MC may

WIS Departure = mark(ISessions) X pur
LS Departure = mark(LSessions) X ur,

Xor = % be simultaneously engaged in multiple Internet or intranet
L = % 9) sessions and they can be calculated by:
Avip = )‘D% Npp = Elmark(ISessions)] X Aprp

. 14
In this paper, we assume the square-grid mesh network Nipp = Elmark(LSessions)] x Arpp -
model for WMNs [37] and the random walk model for MCs. The stochastic model underlying the SPN model shown in
For the square-grid mesh network model, we assume tlg. 4 is a continuous-time Markov chain. L&t denote the
all MRs have the same wireless range that covers dirgobbability that the underlying Markov chain is found in atst

neighboring MRs located in four orthogonal directions. ©nd that the current forwarding chain lengthiisLet S denote the



set of states in the underlying Markov chain. Th€R ..tion
can be calculated as follows:

PARAMETERS AND THEIR DEFAULT VALUES.

TABLE Il

| Parameter  Value] Parameter Valug Parameter  Value]
100 ) 10 10
Clocation = Z Pici,location (15) 7 T T ¢ T
X L X L L
S U1 600 DI 600 HI 300
T 1 a 30 B 30
whereC; jocation 1S Calculated as: W T ws = | PIB, 3%
¢ Py 10.0% Py 5.0% Py 50.0%
2T ifl<i< K
Ci,location = e (16)
207 fi=K

The location tracking cosCiracring Can be calculated asmeanwhile ensures that the results are reasonably clear and
follows: representative. Table Il lists the parameters and theaulef
values used in the performance evaluation. The valueg of
ando are chosen in accordance with the assumptions made in
Section Ill. The default value aof is chosen to be 10 because
it is observed that the average ratio of the traffic load on the
downlink to that on the uplink is 10 in web services [38]. The
unit of time issecond in this paper. The values d?, and P.
are chosen according to their representative values pesben
in [26] and [39], respectively. All costs presented below ar
normalized with respect to = 1.

Ctracking = Z PiOi,tracking (17)
S

Whereci,tracking is eitherci,tracking,] or Ci,tracking,L- The

equations for calculating’; ¢racking,r and Cj tracking, . are

shown as follows:
Ci tracking,] = (20( + 2) X T
’ 9 ; 18
Ci,tracking,L = (40( + Z) X T ( )

The packet delivery cosUyeivery is derived in a similar
way as follows:

Cdelivery = § Pici,delivery
S

where Ci,delivery is either Ci,delivery,] or Ci,delivery,L-
Ci detivery,1 aNdC; gelivery, . €CaN be calculated as follows:

(19) A. Performance Evaluation of LMMesh

‘ SMR = 8 R
1 SMR =16 > ]

Ci,delivery,] = (Oé + 'L) X T
Ci,delivery,L = ﬂT

(20)

Intranet sessions in WMNs, which involve two peers inter-
acting with each other bi-directionally, usually have $ani
packet arrival rates in both directions. It indicates thas t
location information of each peer stored by the serving MR of
the other peer is updated in a similar rate. Thus, data pscket
sent and received between the two peers usually travel the
same distancg on the average. The delivery cost of intranet
data packets denoted WY;cjivery,z. IS thereforesr. ,

As analyzed above when deriving the transition rate 519
transitionLocUpdate, C-cconnection €aN be derived as follows:

(21)

Total communication cost

5. Cost vs K.

Fig. 5 showsCpaesn @s a function of K, under dif-
ferent SMRs. The figure demonstrates that there exists an
(;Igtimal thresholdK o ptimq; that minimizesCrarazesn- It can

Creconnection = 2aTt

The computational procedure outlined above can be ea
implemented by associating the SPN model with rewar
functions and calculating the steady-state rewards, utsing
SPNP [20] package.

observed in the figure th&i; /psesn iNCreases as SMR
creases. This is because msncreases (recall that SMR
is inversely proportional t@), the signaling cost incurred by
location management increases, and, consequérthinsesn
increases as well.

Fig. 6 plotsK,pima: @s a function of SMR. It can be ob-

In this section, we analyze the performance of LMMesiserved in the figure thak,,:;m.; decreases as SMR increases.
in terms of the total communication cost incurred per tim€he reason is that as becomes lower, allowing a shorter
unit. We also carry out a comparative performance study fiorwarding chain is favorable in order to reduce the packet
compare LMMesh with MIP-RR [12], a tunnel-based schemdelivery cost and thus the total communication cost.
WMM [26], a pure routing-based scheme, and a pure pointerFig. 7 illustratesCrasaesn @s a function of, under
forwarding scheme called thdynamic anchor scheme [40]. In different SMRs.C is a critical system parameter as it largely
the following, SMR is defined as SMR 53“’;:%. Unless determines the rate of data packet arrivals at the gatewaly, a
explicitly stated, \prp and Ay rp are fixed, whiles is varied, accordingly the rate of location update by data packets. As
i.e., SMR is inversely proportional te. The value of SMR can be seen in the figur€; yrasesn iNnCreases monotonically
varies from 8 to 256 in the analysis to account for the divgrsias( increases. Given a fixed downlink Internet packet arrival
of MCs in terms of service and mobility characteristics, andte A\p;p, the rate of data packet arrival at the gateway

VI. PERFORMANCEANALYSIS
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and accordingly the rate of location update by data packetg. 10. K,piimar VS. ww/ws.

decrease ag increases. The result is that the expected steady-

state forwarding chain length and consequerdlyassesn Fig. 10 plots K,pima @s a function of the active ratio,
increase ag increases. This is justified by Fig. 8, which showgnder different SMRs. As illustrated in the fiQUIS,ptimar IS
the steady-state average forwarding chain length as aifuncta monotonic function of the active ratio. The reason is tisat a
of ¢. wy, increases, the rate of forwarding chain reset due to logatio
tracking increases. Thu&,,.ima increases accordingly to
ensure thatlr yravresn 1S Minimized.

SMR=8 ——
SMR = 16 -3

35 [ SMR=32 -3
5 Ll B. Performance Comparison
% In this section, we compare LMMesh with MIP-RR [12],
g 25] WMM [26], and the dynamic anchor scheme [40]. Here we
§ 21 | first note that the extra cost of informing a MC’s new GFA
g I DR R to all Intranet and Internet CNs upon a gateway-level handof
15 S X B .
2 e would be the same for all protocols. Also for Intranet traffic
1t o R R R R resulting from two MCs in two separate gateway zones, the
st ‘ ‘ ‘ ‘ ‘ extra cost for the source MC to route packets to the destimati
“10 20 3 40 50 60 70 80 MC through the destination MC’'s gateway would be the
4 same for all protocols. Consequently, it suffices to compare
Fig. 8. Average forwarding chain length us. protocol performance based on the cost incurred while an

MC is within a gateway zone. MIP-RR is a micro-mobility
Fig. 9 investigates the effect of thactive ratio on the management scheme that aims at reducing the global location
performance of LMMesh. The active ratio of an MC is definedandoff signaling overhead and latency by performing liocat
asw,/ws in the paper. In the analysisy is fixed, whilew,, registrations locally within the service region of a regibn
is varied, i.e., the active ratio is proportional d&g,. It can mesh router (RMR). Specific to the use of MIP-RR in WMNSs,
be observed in Fig. 9 tha&t; y/aesn, iNCreases monotonically each RMR runs on an MR and handles location changes of
with increasing active ratio. This is because a laldgk/aesn~ MCs locally within its service region. Whenever an MC moves
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to a new MR within the fixed service region of a RMRfollows:

it informs the RMR o_f its Io_cation _change. When the MC 8= 2M = Nyr=M?= (%)2 (23)
moves from the service region of its current RMR to that 3 2

of a new RMR, it informs the gateway and all its intranethere M denotes the dimension of the mesh network.
correspondence nodes of the change in RMR. Because th&or the dynamic anchor scheme, the total communication
service region of a RMR is fixed, we can use a threshof®st incurred per time unit can be expressed using Equafipn 1
D of the distance between the RMR and any MR withitvith the additional cost for an MC to inform its CNs when its
its service region to model its service region boundary. Acation information stored in the location database isatgd
MC is considered moving outside of the service region @nd its forwarding chain is reset. Accordingly, some eaqurti

its RMR when the distance between its serving MR and tigesented in Section V-C need to be revised as follows:

RMR exceeds the threshold. The dynamic anchor scheme is a 9 ifl1<i<K

pure pointer forwarding scheme that dynamically detersiine Ci,iocation = { (2a+2Npp) x 7 if i= K (24)
the optimal threshold of the forwarding chain length. WMM

is a pure routing-based mobility management scheme with Citracking,1 = 20+ 2N +1i) x T
opportunistic location updates through packet routing. We Citracking, . = (da+2NLB +14) X T (25)
demonstrate that LMMesh outperforms all three schemes. It i Ci,detivery,. = (B+1) X T

worth emphasizing that because the total communication co o
. - . . Wﬁ?ere N, denotes the number of active intranet correspon-
is on a per time unit bases, even a small performance gain 0l ce nodes
5% to 10% will be significant over time. - . . .
'T'he t0t6(I)| commungilcation cost incurred per time unit b MIP-RR is essentially equivalent to the dynamic anchor
: . . P ¥cheme with a fixed threshol® and without the location
WMM cons_|sts (.)f the signaling (.:OSt of Io_cat|on handoff_ OIGerE%racking mechanism. Additionally, because the locationdha
tions, the signaling cost of location queries upon recotioec off/lupdate operations in MIP-RR,are different from those in
and the packet delivery cost. L denote the total ) C : .
P Y o the dynamic anchor scheme, which is a pointer forwarding

commqnlcatlon cost |nF:urred per time unit by WMM. The%cheme, the equation shown below is different from the one
Cuwmm is calculated as:

above.
Cwmm = Clocation X OJ + Cdelivery,l X )\ID[P (22)
+Clclivery,L X /\/jLP + Py X Cyyery X w _ o { 297! if1<i< D (26)
Because LMMesh and WMM essentially share the same ~'°**"" (2a+2N.B) x 7" if i=D

characteristics for packet routing, the equations foraling \yhere; denotes the distance between the MC’s current serving
Cactivery,r @nd Caclivery,. are the same as those present@gir and its GFA in this case, and is calculated as’ —

in Sectiqn V-C. In WM_M, the signaling cost of the Iocation(l +€) x 7, wheree denotes the percentage of increase-in
registration procedure is calculated &8:carion = 27. When qye o the additional IP encapsulation/decapsulationhmaest

an MC's current serving MR is unknown in WMM, a location, tynnel-based schemes. Below we Iet= 4 to evaluate the
query procedure is executed by the gateway by broadcastgg}formance of MIP-RR.

a route request message to all MRs. The current serving MR
of the MC replies to the gateway a route response message.

The signaling cost of the location query procedure denoged b 1 | | Rzuquijgggsg R
Cgyuery is therefore the sum of the cost of broadcasting the _ s4r Poimerfomal\rﬂdégg x l
route request message and the cost of transmitting the route 8 2%
response message, whichas. %

We define the cost of broadcasting a route request message € ;5| -
as the number of broadcasts required to deliver the message é
to all MRs, instead of the sum of one-hop transmission costs, & 28 i
because of the broadcasting nature of wireless transmissio 3 . e
We assume that a flooding algorithm based setf-pruning 26 = * o 1
[39] is used for broadcasting in WMNSs. Using such an ‘ B é e *
algorithm, each node will rebroadcast a flooding packet no e 16 32 64 128 256
more than once. Thus, the number of broadcasts required SMR

to deliver the message to all MRs, can be calculated a&sj. 11. Performance comparison: cost vs. SMR.
P, x Nyr. Therefore, we hav€'yyery = Pr X Nyg + af.

We assume the square-grid mesh network model for WMNsFig. 11 compares the total communication cost incurred per
in the paper. In such a mesh network, the average distaticee unit by the four schemes as a function of SMR. As
between two arbitrary nodes, denoted By can be derived can be seen in the figure, LMMesh significantly outperforms
using the approach proposed in [41], given the dimensidtine other three schemes, namely, WMM (labeled as “routing-
of the mesh network. It indicates that we can obtain tHeased”), dynamic anchor (labeled as “pointer forwarding”)
dimension of the mesh network by reversely applying trend MIP-RR (labeled as “tunnel-based”), especially when
approach, givens. The detailed calculations are shown aSMR is small. The advantage of LMMesh is due to the
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Fig. 12. Performance comparison: average forwarding deaigth vs. SMR. Fig. 14. Performance comparison: average forwarding cleaigth vs.C.

combination of routing-based location information updatel can be seen in the figure, the average forwarding chain length

pointer forwarding which eliminates the problem of opporef WMM increases much faster than that of LMMesh with
tunistic location updates. As expected, tunnel-based RFP- increasing(.
shows the worst performance because of its use of a rigid GFA

service region size for all MCs that leads to suboptimal alver 35 : : : : :
performance and the extra overhead introduced by packet Routror baced e -
encapsulation/decapsulation. Fig. 12 compares the awerag 3 *° Pointer forwarding - L
forwarding chain length as a function of SMR among the § - »f’%ﬂ- o |
four schemes. As can be seen in Fig. 12, WMM due to  § '

its opportunistic nature has a much larger forwarding chain § 20 1
length than the dynamic anchor scheme and LMMesh over a £

wide range of SMR. Because a larger forwarding chain length § 12 |
means a higher per time unit packet delivery cost, this figure = |, |
explains why WMM performs worse than the dynamic anchor &

scheme and LMMesh. 8.125 0.‘25 (;.5 ;L é ;1 8
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Fig. 15 compares the total communication cost incurred per

| time unit as a function of the active ratio among the four
28 t g o R R I schemes. As expected, the total communication cost indurre

29

Total communication cost

. | by each of the four schemes increases monotonically as the
active ratio increases. LMMesh again outperforms the other
il DR e — o R e g three schemes.
25 é o o B = o = i
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Fig. 13. Performance comparison: cost gs. = 100"
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g
Fig. 13 compares the total communication cost incurred per é 8oy
time unit by two routing-based schemes, namely, LMMesh £ o0}
. o
and WMM, as a function of. As expected, the total com- g L
munication cost increases monotonically with increagjng =
both schemes. Howevet,,,.,., increases much faster than 20 |
Cr MMesh._Thls indicates that the impact of the raFe qf data 200 300 400 500 600 700 800 900
packet arrivals at the gateway on the total communicatiah co 1

is much more significant in WMM than in LMMesh because

location information is updated primarily by uplink Intextn Fig. 16. Performance comparison: cost %s.

data packets in WMM. This observation is well supported

by Fig. 14, which compares the average forwarding chainFig. 16 and Fig. 17 compare the total communication cost
length as a function of between LMMesh and WMM. As incurred per time unit by the four schemes, as a function of
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we can draw the conclusion that analytical results obtaared
valid and are not sensitive to the network coverage model.
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Fig. 17. Performance comparison: cost M3. é T
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1/A; and1/pr, re_spe_ctlvely. It_ can be Seen_ in the_flgures th%g. 19. Performance comparison: cost vs. SMR under thegoexd network
the total communication cost incurred per time unit by edch eoverage model.

the four schemes decreases monotonically with decreasing
whereas it increases monotonically with decreagipgThis is
because whep; is fixed and\; decreases, the average num- VIl. CONCLUSION

ber of on-going sessions of each MC decreases accordinglyl.n this paper, we proposed and analyzed a routing-based

Conversely, whem\; is fixed andu; decreases, the averag . . . .
) ) : ocation management scheme with pointer forwarding, ngmel
number of on-going sessions of each MC increases. As sho . .
: , LMMesh, for wireless mesh networks. LMMesh integrates
in both figures, LMMesh outperforms the other three schemes. .. : i L2
routing-based location update and pointer forwarding iato
single scheme that exploits the advantages of both methods,

C. Senditivity Analysis while avoiding their drawbacks. LMMesh integrates these tw

In this section, we investigate the sensitivity of the abov&ethods to offer a complete solution to location management
analytical results with respect to the network coverageehodn Wireless mesh networks, and considers the effect of the
assumed. Specifically, in the following analysis, a hexayorjntegration on the overall network cost incurred by locatio
network coverage model is used instead of the square-gi@nagement and packet delivery. The tradeoff between the
mesh model. In the hexagonal network coverage model, thignaling cost for location management and the service cost
coverage area of each MR is called a cell, and each MR Hg& packet delivery is explored by LMMesh by dynamically
six direct neighbors. An MC can move randomly from an mmrletermining the optimal threshold for the forwarding chain
to one of its direct neighbors with the same probability. Fhulength that minimizes the overall network cost. LMMesh is

P = % and P, = % under the hexagonal network Coveraggptimal on a per-user basis and is adaptive to the changing

model. mobility and service behaviors of an MC, as the optimal
forwarding chain length is dynamically determined for th€M

: : : based on its mobility and service characteristics. LMMegh ¢

| SWIR - 16—t be used in either single-gateway or multi-gateway WMNSs. It

07 SMR =32 % is scalable as the mobility management role is dynamically

shared among the gateways and among the MRs such that no

single gateway or MR would become a bottleneck.

We developed an analytical model based on stochastic Petri
net techniques to analyze the performance of LMMesh. We
also performed a comparative study to compare LMMesh
against a tunnel-based location management scheme, a pure
routing-based scheme, and a pure pointer forwarding scheme
Our results demonstrated that LMMesh is consistently saper

31

Total communication cost

2 4 6 8 0 12 14 to these existing schemes for location management in WMNSs.
K We attribute the superiority of LMMesh to the integration of
Fig. 18. Cost vs. K under the hexagonal network coverage mode routing-based location update and pointer forwarding.

To implement LMMesh on real mobile devices, the devices
Fig. 18 illustratesCyaaresn @S a function of K, under should have adequate computing power to perform the compu-
the hexagonal network coverage model. It can be obserwational procedure presented in the paper. For mobile dsvic
that cost curves shown in this figure and Fig. 5 exhibit higthat are less powerful in computation, a table-lookup apgino
similarity in shape. The same conclusion can be drawn legn be used to implement LMMesh without having to execute
comparing Fig. 19 with Fig. 11. Based on these observatiotise computational procedure at runtime. Specificailyytima.
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