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Abstract

An important issue in location management for dealing with user mobility in wireless net-
works is to reduce the cost associated with location updates and searches. The former operation
occurs when a mobile user moves to a new location registration area and the network is being
informed of the mobile user's current location; the latter operation occurs when there is a call
for the mobile user and the network must deliver the call to the mobile user. In this paper,
we propose and analyze a class of new agent-based forwarding schemes with the objective to
reduce the location management cost in mobile wireless networks. We develop analytical mod-
els to compare the performance of the proposed schemes with existing location management
schemes to demonstrate their feasibility and also to reveal conditions under which our proposed
schemes are superior to existing ones. Our proposed schemes are particularly suitable for mobile
networks with switches which can cover a large number of location registration areas.
Keywords|Location management algorithms, personal communication service networks, two
location algorithm, agent-based forwarding algorithm, Markov chains

1 Introduction

Personal Communication Services (PCS) networks provide wireless communication services to mo-

bile users at any time and any place. In order to search a mobile user (MU) in response to a call, an

e�cient location management scheme is important. A location management scheme must handle
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two issues e�ciently: location updates and searches. The former operation occurs when a MU

moves to a new Visitor Location Register (VLR) area and the network is being informed of where

the MU is currently located; the latter operation occurs when there is a call for the MU and the

network must route the call to the MU.

Under the basic IS-41 [3] scheme, a MU is permanently registered under a location register

called the Home Location Register (HLR). Whenever a MU moves into a new VLR, the MU's HLR

is informed of the location change so that it keeps track of the current VLR exactly. When there

is a call asking for the MU, the system must query the HLR to get the location of the called MU's

current VLR. This scheme is also known as the basic HLR/VLR scheme.

In recent years, several location algorithms have been proposed to reduce the location update

cost in mobile wireless networks. When the frequency of the incoming calls is higher than the

mobile user's mobility rate, that is, when the call-to-mobility ratio (CMR) is high, the location

cache scheme [6] is proposed to reduce the number of searching operations. When CMR is low,

on the other hand, it is reported that the forwarding and resetting algorithm (FRA) [2, 7], the

alternative location strategy (ALS) [13] and the two location algorithm (TLA) [9, 10] can be used

to reduce the location update cost. The CMR value is presumably a per-MU measure since the

mobility pattern and the call frequency vary from one MU to another. Therefore, di�erent location

algorithms can be adopted depending on the CMR value of the MU user in question. To compare

the performance of location management algorithms, one should compare them under the same

network environment setting for the same CMR value.

In this paper, we propose and analyze a class of agent-based forwarding strategies that extend

and enhance the TLA scheme proposed by Lin [9] by applying the local agent concept [1, 13, 4]

and the forwarding concept [2, 7]. Our strategies are intended for MUs with relatively low CMR

values, as TLA, ALS and FRA were designed for. The TLA scheme originally proposed by Lin [9]

was introduced to reduce the location update cost by recording two most recently visited VLRs in

both the HLR database and the MU database. In some cases such as the MU moves back and forth

between two VLRs, the location database in the HLR does not have to be updated, thus saving

the network cost due to location updates. The saving is especially signi�cant when the CMR value

of the MU is low. Of course, a penalty has to be paid when there is a \location miss" since the

HLR's database is not up-to-date all the time and two searches instead of just one may be needed

to locate the MU. Therefore, if the CMR value is large enough, the cost saving in location updates
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will eventually be outweighed by the high cost in location searches.

In this paper, we show that the performance of our proposed agent-based forwarding strategies

can perform better than the TLA scheme which has been shown to perform very well at low CMR

values [9, 10]. We present two strategies in this context, namely, the Agent-Based Two-Location

Algorithm (ATLA) and the Cross-Update Agent-Based Two-Location Algorithm (CATLA) strate-

gies. The basic idea is to use a VLR as the local agent on behalf of the HLR while applying the

TLA scheme to the local agent instead of to the HLR. This e�ectively reduces the VLR-HLR com-

munication cost to the VLR-VLR communication cost. The local agent of a MU may change as the

MU moves across the VLR boundary, depending on the rules being applied. CATLA is di�erent

from ATLA by virtue of one rule: the local agent is replaced whenever the MU moves to a new VLR

covered by a di�erent network switch from the one that covers the current VLR. Our performance

analysis is based on analytical modeling. Speci�cally, we develop three separate Markov models

to describe the behavior of the network under TLA, ATLA, and CATLA, respectively. We then

give values to model parameters for the same network setting (by means of a network coverage

model) and workload condition, and then assess if our scheme works better. In this paper, we use

the combined cost due to location searches and updates between two successive calls to a MU as a

metric to compare our schemes with existing ones, as having been done in [10].

The rest of the paper is organized as follows. Section 2 introduces the background. We �rst

describe existing schemes, including the IS-41 basic HLR/VLR and TLA schemes. Then we de-

scribe our proposed ATLA and CATLA schemes in detail to deal with mobility-induced location

management issues. In Section 3, we develop three Markov models to describe the behavior of

the network operating under TLA, ATLA and CATLA separately. Section 4 parameterizes these

Markov models based on a hexagonal network coverage model so as to compare the performance of

ATLA and CATLA schemes with IS-41 and TLA under identical conditions. Section 5 summarizes

the paper and outlines some possible future research areas.

2 Background

A Personal Communication Services (PCS) network architecture is shown as in Figure 1. The

regions covered by the wireless communicable area are divided into many registration areas (RAs)

[5]. Assume that each RA has its own VLR. Typically, in a network as such there are switches
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Figure 1: A Mobile Communication Network.

connecting the HLR to VLRs and also between VLRs. For example, V 1, V 2 and V 5 are three

VLRs under one switch transfer point (STP), while V 3, V 4 and V 6 are under another STP. STPs

are connected by the public switch telephone system (PSTN). Figure 1 also shows a hierarchical

PCS network as discussed in [6] in which there is only one HLR for each MU, but the MU may go

to di�erent registration areas under di�erent VLRs (marked V0, V1, V2, etc. in Figure 1). As we

can see, when the HLR and VLRs are in di�erent segments of the network, the location update cost

can be substantial under the basic HLR/VLR scheme, especially when the MU moves frequently

since every move involves a connection cost between the HLR and the new VLR which the MU

moves into.

2.1 IS-41 Basic HLR/VLR Scheme

This basic HLR/VLR scheme exists in IS-41 [3] in the United States and GSM [11] in Europe.

Under the basic HLR/VLR scheme, a MU is permanently registered under a location register
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called the home location register (HLR). When the MU moves to a new location area, it reports

to the new VLR which in turn sends a location update message to the HLR that the MU is now

under its area. When there is a caller asking for the MU, the caller �rst checks the local VLR for

the MU's pro�le. If the pro�le is not in the local VLR, a message is sent to the HLR querying the

MU's location. The MU's HLR veri�es the current VLR location and then returns the location to

the caller.

2.2 Two Location Algorithm (TLA)

Under the two location algorithm (TLA) scheme, a MU and its HLR each keep a location table to

store two recently visited VLRs. When a MU moves to a new VLR which is not one of the two

recently visited VLRs recorded in the table, an update operation is initiated by the mobile user so

that both the location tables in the mobile unit and in HLR are updated. Figure 1 shows a MU

moving from V2 to V1 and then back to V2; after moving back to V2, the MU moves to V3 and

�nally to V4. In Table 1, we illustrate TLA by showing the contents of the databases maintained

by the HLR and MU upon movements (a) through (d). We use \*" to mark the current VLR being

visited by the MU. Initial, assume that the MU is in V2. When the MU makes movement (a), an

update operation is performed with the HLR and the location tables of HLR and MU are both

updated to (V �

1 , V2), with V1 being the current VLR. For the HLR's database, this sequence also

corresponds to the search sequence. After movement (b), the MU moves back to the previously

visited VLR, i.e., V2, but the HLR database does not need to be updated since V2 is already in

the HLR's location table. Note that in this state, the HLR's database is inconsistent, i.e., it still

keeps V1 as the current VLR of the MU and thus will search V1 �rst to service a call. In this case,

if a call arrives then there will be a location miss �rst at V1, and a double search cost will incur,

although the MU will eventually be found at V2. Continuing with our movement example, the MU

subsequently makes movements (c) and (d), each of which also requires a location update to the

HLR database.

Table 1. Databases Stored in the HLR and MU under TLA.

Movement HLR Location Table MU Location Table Update Cost

(a) V 2! V1 (V1, V2) (V �

1 , V2) VLR-HLR

(b) V 1! V2 (V1, V2) (V �

2 , V1) No

(c) V 2! V3 (V3, V2) (V �

3 , V2) VLR-HLR

(d) V 3! V4 (V4, V3) (V �

4 , V3) VLR-HLR
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2.3 ATLA

In this section, we describe a proposed new scheme called ATLA. This agent-based forwarding

strategy exploits the locality properties of the MU's movement and access history pattern. The

idea is as follows: The HLR at all times only points to a single (but changeable) VLR as in the

IS-41 basic HLR/VLR scheme. We will call this VLR the local agent of the MU. As in IS-41, this

local agent which the HLR points to can be replaced as the MU moves from one VLR to another.

However, during its tenure period serving as a local agent for the MU, it executes the TLA scheme

on behalf of the HLR.

Speci�cally, when the MU moves from the local agent to a nearby VLR, only a forwarding

pointer is setup between the local agent and the new VLR, and no location update operation is

performed to the HLR. We also refer to this cost as the VLR-VLR \binding" cost. After that, the

MU can move back and forth between the two VLRs, including the local agent, without informing

the local agent or the HLR. When a call arrives, the local agent will �rst attempt to locate the MU

in its area. If the MU cannot be found, then it will follow the forwarding pointer to the next VLR

to search for the called MU, thus increasing the search cost. Note that, however, this search cost is

still less than that of the TLA scheme because on the second search attempt, the system only has

to pay the VLR-VLR communication cost in the ATLA scheme by following the VLR-VLR link,

as opposed to the VLR-HLR communication cost in the TLA scheme.

Note that in the ATLA scheme, the MU must also record two recently visited VLRs in the table

as in TLA, including the local agent. We will call the non-agent VLR in the table as the 2nd VLR.

When the MU moves from the local agent VLR to a new VLR, it will inform the local agent to

update its forwarding pointer to point to the new VLR which it just entered, thus making the new

VLR as the 2nd VLR, without notifying the HLR. However, If the move is from the 2nd VLR to a

new VLR, then an update operation to the HLR must be performed, thus replacing the local agent

with the new VLR just entered while keeping the 2nd VLR unchanged. Table 2 illustrates ATLA

by showing the contents of the databases stored in the HLR and MU based on the ATLA scheme.

After making movement (a), the HLR still records V2 as the agent, the agent (i.e., V2 at this point)

sets up a pointer to V1, and the MU's location table stores (V �

1 , V2), with V1 being marked with

\*" because it is the current VLR. In this case, the MU only sends a VLR-VLR binding message

to the local agent without informing the HLR about the location change. After movement (b), the
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MU moves back to the previous VLR, V2, so it does not need to do anything except updating its

own database to (V �

2 , V1). When the MU makes movement (c), it discovers that it moves into a

new VLR V3, so it sends a VLR-VLR binding message to the local agent V2. Finally, when the MU

moves into V4 from the 2nd VLR V3, it performs an update operation to the HLR, thus replacing

V2 with V4 as the new local agent.

Another note that is worth mentioning is the concept of state inconsistency. In Table 2, we see

that after movement (a) or (c), the system is in an inconsistent state, i.e., the pointer from the

HLR points to a VLR that is not the current VLR, while after movement (b) or (d), the system is

in a consistent state. This can also be observed from Table 2 by combining columns 2 and 3 and

see if it is the same as column 4 in sequence.

Table 2. Databases Stored in the HLR, Local Agent and MU under ATLA.

Movement HLR Pointer Local Agent Pointer MU Table Update Cost

(a) V2 ! V1 V2 V1 (V �

1 , V2) VLR-VLR

(b) V1 ! V2 V2 V1 (V2
�, V1) No

(c) V2 ! V3 V2 V3 (V �

3 , V2) VLR-VLR

(d) V3 ! V4 V4 V3 (V4
�, V3) VLR-HLR

2.4 CATLA

The CATLA strategy is the same as the ATLA strategy except that an update operation to the

HLR will occur whenever the MU moves across a network switch boundary. The idea is to reduce

the average VLR-VLR communication cost between the local agent and the 2nd VLR. In this

scheme, if the MU enters a new VLR covered by another network switch (e.g., a STP in Figure

1), the MU will update the HLR directly because otherwise the VLR-VLR communication cost

crossing the STP switch boundary is expensive and such cost would strike twice: once when the

pointer is set-up between the local agent and the 2nd VLR (which are under two di�erent STPs),

and once when a call arrives subsequently and a location miss results. Because of this force-update

rule, we expect that CATLA may gradually perform better than ATLA as the CMR value of the

MU increases. Table 3 illustrates CATLA by showing the contents of the databases maintained by

the HLR, local agent, and MU based on CATLA for the same movement scenario discussed earlier.

Movements (a) through (b) are the same as in the ATLA scheme, since no switch boundary is

crossed. Movement (c), however, incurs a location update operation to the HLR since V2 and V3

are under two separate STPs (see Figure 1), after which V3 becomes the local agent and the 2nd
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VLR is nil. Movement (d) is also di�erent from that in the ATLA scheme because V3 now is the

local agent, not the 2nd VLR as in the ATLA scheme. Therefore, when the MU enters V4 from V3,

only a pointer is setup from V3 to V4 since V4 is under the same STP as V3.

Table 3. Databases Stored in the HLR, Local Agent and MU under CATLA.

Movement HLR Pointer Local Agent Pointer MU Table Update Cost

(a) V2 ! V1 V2 V1 (V �

1 , V2) VLR-VLR

(b) V1 ! V2 V2 V1 (V2
�, V1) No

(c) V2 ! V3 V3 nil (V �

3 , nil) VLR-HLR

(d) V3 ! V4 V3 V4 (V4
�, V3) VLR-VLR

3 Modeling the Location Strategies

In this section, we develop three separate Markovmodels to describe the performance characteristics

of the PCS network operating under TLA, ATLA and CATLA. We will later apply the result

obtained from these models to compare TLA, ATLA, CATLA and IS-41 under identical conditions

based on a hexagonal network structure.

3.1 Modeling TLA

Table 4. Notation Used for the TLA Model.

� arrival rate of calls to the MU
� mobility rate of the MU, i.e., the rate at which the MU crosses VLR boundaries

� probability of the MU moving back to the previous VLR

CMR call-to-mobility ratio of the MU, i.e., CMR=�=�

�1 mobility rate of the MU moving to a new VLR, i.e., �1 = (1� �)�

�2 mobility rate of the MU moving to the previous VLR, i.e., �2 = ��

� location update rate in updating the location table stored in the HLR

�g location search rate in locating the MU when the location table in the MU is
consistent with that in the HLR

�b location search rate in locating the MU when the location table in the MU is
inconsistent with that in the HLR

The state of a MU as it crosses database boundaries while being called can be described by a

3-component state description vector (a; b; c). Component a is a binary quantity indicating whether

or not the mobile unit is in the state of being called, with 0 standing for idle and 1 standing for

busy. Component b is also a binary quantity indicating if the MU has just moved to a new VLR

area, with 1 meaning yes and 0 meaning no. The third component, c, indicates if the location table

8



0,0,0 0,1,0 0,0,1 0,1,1

λ λ λλ

1,0,11,0,0 1,1,0 1,1,1

δ

δ

δ

δ

σ1

2

σ2

σ2

σ

σ2

1σ

1

1σ

σ

µb

µg

Figure 2: Markov Model for PCS Network under Two Location Algorithm.

maintained by the mobile unit is inconsistent with that maintained by the HLR, with 0 meaning

consistent and 1 meaning inconsistent.

Figure 2 shows the Markov model for describing the PCS operating under TLA. Table 4 shows

the notation used for the TLA model. Initially, the MU is in state (0; 0; 0), meaning that it is

not being called, the MU has not yet made any move across any VLR boundary, and the location

table stored in the HLR is consistent with that stored in the MU. Below, we explain brie
y how

we construct the Markov model.

First, if the MU is in state (0; i; j), 0 � i; j � 1, and a call arrives, then the new state is (1; i; j),

i.e., the MU is now in the state of being called. This behavior is modeled by the (downward)

transition from state (0; i; j) to state (1; i; j), 0 � i; j � 1, with a transition rate of �.

Second, if the MU is in state (1; i; j) and another call arrives, then the MU will remain at

the same state, since the MU remains in the state of being called. This behavior is described by a

hidden transition from state (1; i; j) back to itself with a transition rate of �. This type of transition

is not shown in Figure 2 since it does not need to be considered when solving a Markov chain [8].

Note that this implies that in state (1; i; j) the number of requests accumulated to locate the MU

may be greater than one.

Third, if the MU is in state (1; 0; 0), it means that the location table stored in the HLR is

consistent with that stored in the mobile unit and the mobile unit is in the state of being called.

Therefore, the PCS network can service all pending calls simultaneously with a service rate of �g.

After the service, the new state is (0; 0; 0).
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Fourth, if the MU is in state (1; 0; 1), it means that the location table stored in the HLR is

inconsistent with that stored in the mobile unit but there are pending calls waiting to be serviced.

Therefore, the PCS network has to spend twice as much time to locate the mobile unit. This

behavior is modeled by using a di�erent service rate of �b from state (1; 0; 1) to state (0; 0; 0). After

the service, the new state is (0; 0; 0) because the location table stored in the HLR is updated after

the call delivery service and is therefore consistent with that stored in the mobile unit again.

Last, regardless of whether or not the MU is in the state of being called, the MU can move

across a VLR boundary. There are two cases:

1. If the mobile unit moves to a new VLR then an update operation has to be performed to

the table stored in the HLR. This behavior is modeled by a transition from state (i; 0; j) to

(i; 1; j), 0 � i; j � 1, with a transition rate �1, after which the system transmits from state

(i; 1; j) to state (i; 0; 0) with a transition rate of �.

2. If the MU moves back to the previously visited VLR, then there is no update operation

required to update the HLR associated with this event. This is modeled by a transition

from state (i; 0; 0) to state (i; 0; 1), 0 � i � 1, with rate �2. This results in an inconsistent

state, i.e., after the transition the location table stored in the HLR is consistent with that

stored in the MU. Another possible transition is the reverse of the above, that is, from state

(i; 0; 1) to state (i; 0; 0), 0 � i � 1, also with a transition rate �2. This, however, results in

a consistent state. Note that the update time of the location table stored in the mobile unit

with respect to the PCS network is zero (although the mobile unit's location table is updated

itself). Therefore, there is no need to model the time needed to perform the update operation

in this case.

The Markov chain shown in Figure 2 is ergodic [8], which means that all states have a non-zero

probability. The probability that the system is found in a particular state in equilibrium depends on

the relative magnitude of the outgoing and incoming transitions rates. Let P(i;j;k) be the probability

that the system stays in state (i,j,k) in equilibrium. Let TLAupdate be the average cost of the PCS

network in servicing a location update operation and let TLAcall be the average cost in locating

the MU. Furthermore, let TLAcost be the average cost of the PCS network in servicing the above

two types of operations between two consecutive calls. Then,
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TLAupdate =

 
1X

i=0

(P(0;0;i) + P(1;0;i))� (1� �)� (1=�)

!

+

 
1X

i=0

(P(0;1;i)+ P(1;1;i))� (1=�)

! (1)

TLAcall =

0
@ 1X

i=0

1X
j=0

P(i;j;0) � (1=�g)

1
A +

0
@ 1X

i=0

1X
j=0

P(i;j;1) � (1=�b)

1
A

(2)

TLAcost = TLAupdate � �=�+ TLAcall (3)

Equation (3) is obtained above because between two consecutive calls, the number of mobility

moves across VLR boundaries by the MU is equal to �=� on average. Note that the number of

moves corresponds to the number of update operations, although some of which may not cause any

update cost to the PCS network depending on whether or not the location table in the HLR needs

to be updated.

3.2 Modeling ATLA

Table 5. Additional Parameters Used in the ATLA Model.

�a location update rate in updating the location table stored in the agent

�a location search rate in locating the MU when the local agent is not the current
VLR.

To model ATLA, we use the same set of parameters in Table 4 without the last parameter

�b, and introduce two more parameters listed in Table 5. We describe ATLA by also using a 3-

component vector (a; b; c). The meanings of components a and b are the same as before. The third

component, c, indicates if the MU currently resides under the agent area, i.e., if the local agent is

the current VLR, with 0 meaning that it is, and 1 meaning that it is not. Conceptually, the third

component indicates if the HLR points to the current VLR, with 0 meaning yes and 1 meaning

no. If yes, the system is in a consistent state in which the state information maintained by the

HLR is consistent and the search operation can be done e�ciently; otherwise, the system is in an

inconsistent state and must follow a forwarding pointer to locate the MU.

Figure 3 shows the Markov model for describing the PCS operating under ATLA. Initially, the

MU is in state (0; 0; 0), meaning that it is not being called, has not moved across a VLR boundary,
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Figure 3: Markov Model for PCS Network under ATLA.

and the MU is currently located under the local agent (note that the HLR always points to the local

agent in the ATLA scheme). Below, we explain brie
y the di�erences between TLA and ATLA

as we construct the Markov model for ATLA. The ATLA model is almost the same as the TLA

model, except that we replace the transitions from state (i; 1; 0) to state (i; 0; 0) by those from state

(i; 1; 0) to state (i; 0; 1), 0 � i � 1, and replace �b by �a.

If the MU is in state (1; 0; 1), it means that there are pending calls waiting to be serviced in this

state but the MU is not in the cover area of the local agent, i.e., the local agent is not the current

VLR. In this case, the system needs to follow the forwarding pointer from the local agent to locate

the current VLR. This behavior is modeled by using a service rate of �a from state (1; 0; 1) to state

(0; 0; 0). After the service, the new state is (0; 0; 0) because the HLR database is updated after the

call delivery service and is therefore consistent with that stored in the MU again. This rate �a is

di�erent from �b in Figure 2 for the TLA model since only a VLR-VLR communication cost incurs

in the second search attempt by following the forwarding pointer. Recall that for the TLA model,

the second search attempt also involves a VLR-HLR communication cost.

When the MU moves across a VLR boundary, there are three cases to be considered:

1. If the MU moves from the local agent to a new 2nd VLR, then a binding operation has to

be performed to bind the new 2nd VLR to the agent by means of a forwarding pointer. This

behavior is modeled �rst by a transition from state (i; 0; 0) to (i; 1; 0), 0 � i � 1, with a

transition rate �1, after which the system goes from state (i; 1; 0) to state (i; 0; 1) with a

transition rate of �a. The �rst transition models the move event while the second models the
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binding (setting up pointer) event.

2. If the MU moves from a VLR, Vi, to a new VLR, Vj , where Vi and Vj are not the agent, then

an update operation has to be performed to the table stored in the HLR. After the update

operation, the location table of the HLR records the new VLR as the agent. This behavior

is modeled by a transition from state (i; 0; 1) to (i; 1; 1), 0 � i � 1, with a transition rate

�1, after which the system transits from state (i; 1; 1) to state (i; 0; 0) with a transition rate

of �. Note that the originating state in this case is (i; 0; 1), 0 � i � 1, with the 2nd state

component being 0 (meaning it has not moved to a new VLR) and the 3rd state component

being 1 (meaning the agent is not the current VLR).

3. If the MU moves back to the previously visited VLR, then there is no update operation re-

quired to perform the HLR associated with this update event. This is modeled by a transition

from state (i; 0; 0) to state (i; 0; 1) with a transition rate �2, after which the location table

stored in the HLR is inconsistent with that stored in the MU, or from state (i; 0; 1) to state

(i; 0; 0), 0 � i � 1, also with a transition rate �2, after which the location table stored in the

HLR becomes consistent with that stored in the MU. Note that again the update time of the

location table of the MU with respect to the PCS network is zero.

Let ATLAupdate be the average cost of the PCS network in servicing an update operation and

let ATLAcall be the average cost in locating the MU. Furthermore, let ATLAcost be the average

cost of the PCS network in servicing the above two types of operations between two consecutive

calls. Then,

ATLAupdate =

 
1X

i=0

(P(i;0;0))� (1� �) � (1=�a)

!

+

 
1X

i=0

(P(i;1;0))� (1=�a)

!
+

 
1X

i=0

(P(i;1;1))� (1=�)

!

+

 
1X

i=0

(P(i;0;1))� (1� �)� (1=�)

! (4)

ATLAcall =

 
1X

i=0

P(i;0;0) � (1=�g)

!
+

 
1X

i=0

P(i;1;0) � (1=�a)

!
+

0
@ 1X

i=0

1X
j=0

P(i;j;1) � (1=�a)

1
A (5)
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Figure 4: Markov Model for PCS Network under CATLA.

ATLAcost = ATLAupdate � �=�+ATLAcall (6)

3.3 Modeling CATLA

Table 6. Additional Parameters Used in the CATLA Model.

�c location update rate in updating the location table of the local agent

�c location search rate in locating the MU when the local agent is not the current
VLR.


 probability of the MU moving within the same network switch.

�n mobility rate of the MU moving to a new VLR not covered by the same network
switch, i.e., �n = (1� 
)(1� �)� = (1� 
)�1

�c mobility rate of the MU moving to a new VLR covered by the same network
switch, i.e., �c = 
(1� �)� = 
�1

To model CATLA, we again use the same set of parameters in Table 4 except �b, along with

three more parameters, �c, �c and 
, listed in Table 6. For notational convenience, let �n = (1�
)�1

and �c = 
�1.

Figure 4 shows a Markov model for describing the PCS operating under CATLA. The same 3-

component state description as de�ned in the ATLA model is used here. Recall that under CATLA,

whenever the MU moves across a network switch boundary, the HLR database is updated, in which
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case the new agent does not have a forwarding pointer in its local database, i.e., the 2nd VLR is

nil. We di�erentiate this particular state by using the symbol \*". For example, in state (0; 0; 0)�

the forwarding pointer stored in the agent is nil, while in state (0; 0; 0) the forwarding pointer does

exist. Note that in both cases, the system is in a consistent state, i.e., the local agent is the current

VLR. The Markov model for CATLA is self-explanatory. Below we discuss the behavior of the MU

as it moves to a new VLR. There are three possible cases:

1. If the MU moves to a new VLR covered by a di�erent network switch (the mobility rate of

which is �n), then an update operation is performed to the database stored in the HLR. This

behavior is modeled �rst by a transition from state (i; 0; j) to (i; 1; 0)�, 0 � i; j � 1, with

a transition rate �n, after which the system goes from (i; 1; 0)� to (i; 0; 0)� with a transition

rate of � to update the HLR's database to point to the new VLR. After the update, the new

VLR becomes the local agent of the MU, but in its database the forwarding pointer to the

2nd VLR is nil because in this case the 2nd VLR does not exist.

2. After the MU just crosses a network switch, it is possible that the MU may subsequently cross

a network switch boundary again. This event comes in two forms: (a) the MU subsequently

moves back to the previously visited VLR, the mobility rate of which is �2; (b) the MU simply

enters another VLR not covered by the same switch, the mobility rate of which is �n. In either

case, another update operation will be triggered to update the HLR database. This behavior

is modeled �rst by a transition from state (i; 0; 0)� to state (i; 1; 0)�, 0 � i � 1, (the top row

of Figure 4) with a transition rate �2 + �n, after which the system goes from state (i; 1; 0)� to

state (i; 0; 0)� with a transition rate of �. After the MU just crosses a network switch, another

likely event is that it subsequently goes to another VLR also within the same network switch.

This is modeled �rst by a transition from state (i; 0; 0)� to state (i; 1; 0), 0 � i � 1, with

a transition rate �c, after which the system goes from state (i; 1; 0) to state (i; 0; 1) with a

transition rate of �c to update the pointer stored in the local agent. In this event, the local

agent of the MU remains unchanged but the target state becomes inconsistent.

3. When the local agent and the 2nd VLR are not nil, if the MU moves to a VLR within the

same network switch that covers the current VLR (which can be the local agent or the 2nd

VLR), the system behaves the same as in the ATLA model. This behavior is described by

the state transitions in the last two rows of Figure 4. Note that here the third component in
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the state description tells us exactly whether or not the local agent is the current VLR. The

target VLR which the MU moves into in this case can be the previously visited VLR (the

mobility rate of which is �2) or a new VLR (the mobility rate of which is �c). In both cases,

the MU stays within the same network switch.

Again, let CATLAupdate be the average cost of the PCS network in servicing an update operation

and let CATLAcall be the average cost in locating the MU. Furthermore, let CATLAcost be the

average cost of the PCS network in servicing the above two types of operations between two

consecutive calls. Then,

CATLAupdate =

1
�c

 
1X

i=0

(1� �)
(P(i;0;0)+ P(i;0;0)�) + P(i;1;0)

!
+

1
�

 
1X

i=0

(1� �)(1� 
)P(i;0;0)

!
+

1
�

 
1X

i=0

(1� �)P(i;0;1) + P(i;1;0)� + P(i;1;1)+ [� + (1� �)(1� 
)]P(i;0;0)�

!
(7)

CATLAcall = 
1X

i=0

(P(i;0;0)+ P(i;1;0)� + P(i;0;0)�)� (1=�g)

!
+ 

1X
i=0

(P(i;1;0)+ P(i;0;1)+ P(i;1;1))� (1=�c)

! (8)

CATLAcost = CATLAupdate � �=�+ CATLAcall (9)

4 Application
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Figure 5: A Search Operation in the Mobile Network.

Table 7. Communication Cost Parameters for All Models.

U the average cost for locating the MU under the basic scheme; it is also the locating
cost under the TLA scheme when the HLR's location table is consistent with that
stored in the mobile unit, as well as the locating cost under the ATLA and CATLA
scheme to �nd the local agent.

T the average VLR-HLR communication cost between HLR and VLR; it is also the
update cost under the basic scheme and the cost to update the location table in the
HLR under the TLA, ATLA and CATLA schemes.

In Figure 5, we illustrate the relationship between U and T as follows:

U = 2T + Pc

where Pc is the average paging cost needed to page a mobile user within a VLR.

� the average VLR-VLR communication cost for two VLRs in the network; it is also
the cost of a binding operation under the ATLA scheme.

�
0

the average VLR-VLR communication cost for two VLRs under the same STP
switch; it is also the cost of a binding operation under the CATLA scheme.

In this section, we apply the result obtained in the last section to compare TLA, ATLA, CATLA

and IS-41 under identical conditions. The network cost parameters listed in Table 7 will apply to

all location management schemes. Speci�c values of these network communication cost parameters

can be obtained by considering speci�c network coverage models. We will show how to do so with

a hexagonal coverage model. In this paper, we �x the (relative) value of U at 1.0 as used in [9], but
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use di�erent values of T , � and �
0

to study their e�ects. We note that the relation among these

last three parameters is

� = 
�
0

+ (1� 
)T (10)

This is so because the STP switches are connected by the PSTN. Therefore, for any two VLRs

not under the same STP, the VLR-VLR communication cost is comparable to the VLR-HLR

communication cost. Here, 
 is as de�ned in Table 6.

4.1 Parameterization of the TLA Markov Models

There are six parameters in the TLA Markov model (see Figure 2), i.e., �, �, �, �, �g, and �b (see

Table 4 for their meanings). Of these six parameters, �, � and � are MU dependent parameters

and will be studied in the paper by changing their values; on the other hand, �, �g, and �b are

network structure dependent and can be parameterized as

� =
1

T

�g =
1

U

and

�b =
1

U + T + Pc

=
1

2U � T

where U , T and Pc are as de�ned in Table 7.

4.2 Parameterization of the ATLA Markov Model

In ATLA, we again have three MU dependent parameters, i.e., �, �, and �, which will be studied by

changing their values. There are four network structure dependent parameters used in the ATLA

Markov model (see Figure 3), i.e., �, �g , �a and �a (see Tables 4 and 5 for their meanings). The

parameterizations of � and �g are the same as in TLA; �a and �a can be parameterized as follows:

�a =
1

�

and

�a =
1

U + � + Pc

=
1

2U � 2T + �
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4.3 Parameterization of the CATLA Markov Model

In the CATLA Markov model (see Figure 4), we have �ve network structure dependent parameters,

i.e., �, �g , �c, �c and 
 (see Tables 4 and 6 for their meanings) and the same three MU dependent

parameters (�, �, and �). Of these �ve network structure dependent parameters, � and �g can

be parameterized the same as before; 
 can be derived given a speci�c network coverage model

for which we will show how it can be done with a hexagonal coverage model; �c and �c can be

parameterized as follows:

�c =
1

�
0

and

�c =
1

U + �
0 + Pc

=
1

2U � 2T + �
0

4.4 Comparing TLA, ATLA, CATLA and IS-41

We use IS-41 as the baseline model against which our proposed agent-based forwarding strategies

will be compared. The average network cost of the PCS network for location management under

IS-41 is given by

IS � 41cost = IS � 41update � �=�+ IS � 41call (11)

where IS � 41update = T and IS � 41call = U , as de�ned in Table 7.

As in [7], we �rst study a case in which the VLR-VLR communication cost is one half of the

VLR-HLR communication cost, i.e., �=T = 0.5. To derive 
, we consider a hexagonal network

structure model wherein the number of VLRs under a n-layer STP is given by:

3n2 � 3n + 1

Figures 6(a) and 6(b) show the number of VLRs covered by a 3-layer STP and a 2-layer STP,

respectively, based on this hexagonal network coverage model.

Here we consider the case when n = 2, i.e., a STP covers 7 VLRs; later, we will study other

cases to analyze the e�ect of n. For the case when n = 2, it can be shown that 
 = 0.57 (see [2]).

Therefore, when �=T is 0.5, �
0

=T is 0.125 based on Equation 10. Figure 7 shows the average cost of

the PCS network due to location management under TLA, ATLA, CATLA and IS-41, as a function

of CMR (CMR = �=�), for the case when T = 0:4 and � = 0:3 (with U �xed at 1). The data on

the diagram were obtained by �rst solving a Markov model using the SHARPE software package
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Figure 6: n-Layer STPs under the Hexagonal Network Coverage Model.

[12] to obtain P(i;j;k) for each state (i; j; k) and subsequently computing the average cost based on

equations developed in the paper (e.g., Equation 3 for the TLA scheme). Figure 7 illustrates that

when the CMR value is small, TLA, ATLA and CATLA all can outperform IS-41, even with � as

small as 0.3. For example, when CMR is 0.1, TLA, ATLA and CATLA schemes reduce the cost

of IS-41 by 22%, 35% and 31%, respectively. In addition, ATLA and CATLA perform signi�cantly

better than TLA. CATLA is worse than ATLA when CMR is small, but is better as CMR's value

increases. Here one should note that the performance improvement of ATLA and CATLA over

TLA is signi�cant because the cost metric used only accounts for the location cost between two

consecutive calls, so the cumulative e�ect will be signi�cant over the lifetime of the MU.

Figure 8 shows a similar condition as in Figure 7 except that � = 0:7. In this particular case,

TLA, ATLA and CATLA signi�cantly outperform IS-41 and also their own respective counterparts

in Figure 7 with � = 0:3. This is because the probability of the MU moving back to the previously

visited VLR is high (� = 0:7) and hence the saving in the update cost is signi�cant. This is

especially the case when CMR is small partly because it costs less to update the user's location

(since most moves are local) and partly because call arrivals are rare, so the high search cost can be

amortized. Figure 8 also shows that in this case ATLA and CATLA can perform much better than
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Figure 8: Comparison of IS-41, TLA, ATLA and CATLA with T=0.4 and �=0.7.

TLA, because the VLR-VLR binding cost is less than the VLR-HLR update cost. Also, in this

case since there is a high possibility of the MU moving back and forth, the advantage of CATLA

over ATLA disappears even at high CMR values. This is conceivable since CATLA involves the

VLR-HLR communication cost whenever a switch boundary is crossed and it is possible that the

two most recently visited VLRs by the MU are covered by two separate network switches.

Both Figures 7 and 8 are based on the condition that T is 0.4 of U , that is, the VLR-HLR

communication cost is a large fraction of U (recall that U = 2T + Pc). In Figure 9, we show an

extreme case in which T = 0:2 while all other parameters remain the same as in Figure 7. In this

extreme case, since T is small compared to U , the advantage of TLA, ATLA and CATLA over IS-41

is not signi�cant. In fact, the advantage exists only at low CMR values. This is due to two reasons.

First, at � = 0:3, the bene�t of the local agent running the two-location algorithm on behalf of the

HLR is not pronounced because the local agent will be replaced frequently, thus causing a high

location update cost. Second, at T = 0:2, the HLR/VLR communication cost is relatively low, so

there is little advantage for these algorithms to reduce the VLR-HLR communication cost. That
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Figure 9: Comparison of IS-41, TLA, ATLA and CATLA with T=0.2 and �=0.3.

is, whenever the MU moves into a new VLR, the location table of the HLR will be updated and

the update cost becomes more a�ordable with a low T value. The bene�t of this more frequent

update operation is that it can keep a more precise view of the current VLR. Consequently, when

a call arrives, it can serve the call with a lower cost. When CMR is larger than 0.5, the saving in

update costs in ATLA and CATLA has a price. That is, ATLA and CATLA maintain a less precise

state information than IS-41 and TLA, e.g., when the MU moves into a new VLR from the local

agent, ATLA and CATLA do not update the HLR database, and thus can enter an inconsistent

state more often than TLA. As a result, when calls do arrive frequently, ATLA and CATLA must

pay a higher search cost.

The classic tradeo� between the update and search costs is a�ected signi�cantly by the MU's

CMR. Figure 9 shows that at low CMR values, ATLA and CATLA perform better than TLA

but the converse is true at high CMR values. In fact, Figure 9 also shows that at relatively large

CMR values, the basic IS-41 HLR/VLR scheme performs the best among all. The same physical

interpretation regarding the tradeo� between the search and update costs applies. This, however,
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occurs only under extreme conditions when the probability of going back and forth is low (� = 0:3)

and the VLR-HLR communication cost (T = 0:2U) is a small fraction of U . For most PCS networks,

we do expect that the VLR-HLR communication cost accounts for a large percentage of U (as in

Figure 8), and therefore our proposed ATLA and CATLA schemes will outperform both TLA and

IS-41. An important conclusion from our result is that at low CMR values, ATLA and CATLA

always perform better than TLA.

4.5 E�ect of Network Structure

Below we discuss the e�ect of network structures on the performance of agent-based forwarding

strategies. Again suppose that the network structure is the hexagonal coverage model. Each STP

is like a n-layer hierarchical structure covering 3n2� 3n+1 VLRs, where n can be either 2 or 3. It

can be shown that the probability of the MU moving within the same STP (i.e., the 
 parameter in

Table 6) is equal to 0.57 for n=2 and 0.74 for n=3 [2]. Furthermore, as n becomes larger, the average

VLR-VLR communication cost (i.e., �) becomes lower relative to the VLR-HLR communication

cost (i.e., T ) since most MU movements will be likely to be under the same STP, thus lowering

the binding cost in the ATLA and CATLA schemes. The price to pay is to use more sophisticated

STP switches to cover more VLRs under the same switch. The switch structure will a�ect TLA to

a smaller extent because the second search attempt under TLA must always involve a VLR-HLR

communication cost.

Below we consider a case when T = 0:4 and � = 0:7 as in Figure 8. For n = 2, we again have

�=T = 0.5 and �
0

=T = 0:125 as derived earlier. For n = 3, however, the value of � is decreased due

to the fact that a STP now covers more VLRs. To study the e�ect of n, let us �x �
0

=T = 0:125 since

any two VLRs under the same STP will have the same VLR-VLR communication cost regardless

of the number of VLRs under a STP. Therefore, based on Equation 10, �=T is 0.36 when n=3.

Figure 10 shows the e�ect of n by comparing our proposed agent-based forwarding schemes

against TLA for n = 2 and n = 3 for the case when T = 0:4 and � = 0:7. We see that as n increases,

the performance gain of our proposed agent-based forwarding schemes over TLA becomes more and

more pronounced as a result of a lower and lower VLR-VLR communication cost relative to the

VLR-HLR communication cost. This means that our proposed schemes are especially attractive for

network structures using sophisticated STPs that can cover many VLRs under one network switch.
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5 Conclusion and Future Work

In this paper, we proposed the concept of agent-based forwarding to reduce the location manage-

ment cost in mobile networks. In particular, we developed the ATLA and CATLA schemes which

extend and improve over the TLA scheme. Markov models were used to analyze the performance

characteristics of these algorithms. The exact condition under which one scheme is superior to the

others and by how much can be assessed by using our Markov models. Our performance analysis

data showed that our proposed schemes consistently outperform the basic IS-41 and TLA schemes

for the same condition, especially when the CMR value of the MU is low. The advantage of our

approach is especially pronounced for a hierarchically structured network in which the VLR-VLR

communication cost is much lower than the VLR-HLR communication cost by means of sophisti-

cated STPs which can cover many VLRs under one switch.

Some future research areas related to this paper include (a) investigating the possibility of

combining the agent-based forwarding scheme with other approaches such as caching to further

reduce the network location management cost for a wider range of parameter values, e.g., covering

both high and low CMR values; (b) designing \service hando�" management algorithms in mobile

systems and applying similar modeling techniques to assess their performance characteristics.
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