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We propose and analyse a proxy-based regional registration scheme for integrated mobility and

service management with the goal to minimize the network signaling and packet delivery cost in

Mobile Internet Protocol (MIP) systems. Under the proposed proxy-based regional registration

scheme, a client-side proxy is created on a per-user basis to serve as a gateway between a mobile

node (MN) and all services engaged by the MN. From the perspective of these services, the proxy

behaves as if it were the MN. From the perspective of the MN, the proxy behaves as if it were

the services. Leveraging MIP with route optimization, the proxy runs on a foreign agent node

and cooperates with the home agent and foreign agents of the MN in the MIP network to maintain

the location information of the MN in order to facilitate data delivery by services engaged by the

MN. Further the proxy can optimally determine when to move with the MN so as to minimize

the network cost associated with the user’s mobility and service management. We investigate the

notion of ‘service areas’ for the proxy to perform ‘service handoffs’ in our scheme. We show

that, when given a set of parameters characterizing the operational and workload conditions of

an MN, there exists an optimal service area size for the MN such that the network communication

cost is minimized for serving mobility and service management operations of the MN. We demon-

strate via Petri net modeling and analysis that our proposed scheme outperforms both basic MIP

and MIP regional registration that do not consider integrated mobility and service management.

Keywords: Mobile IP, regional registration, integrated mobility and service management, service

handoff, location handoff, proxy, performance analysis, Petri net

Received 9 March 2006; revised 5 December 2006

INTRODUCTION

The next generation wireless network will provide not only

voice but also data services. With the success of the Internet,

it is widely believed that internet protocol (IP) will become the

foundation of next generation wireless networks. With the

help of Internet Engineering Task Force standardization,

IP-based wireless networks can benefit from the existing and

emerging IP-related technologies and services. One key

issue is how to provide uninterrupted, reliable and efficient

data services to a mobile node (MN) in wireless networks.

The Mobile Internet Protocol (MIP) protocol [1, 2] has been

designed to partially address this issue. An MN is identified by

its permanent IP home address. If the MN is not in its home

area, it has another address named care of address (CoA)

associated with its current foreign location. The home agent

(HA) maintains a dynamic mapping between the home

address and the CoA of the current foreign agent (FA).

When a corresponding node (CN) sends packets to the MN

by its home address, the HA intercepts them and tunnels

them to the current FA which forwards to the MN. The advan-

tage of MIP is transparency, that is, mobile applications can

reach the MN by the same home IP address without having

to track the MN’s location. However, there is a significant

overhead in signaling the HA of CoA changes due to mobility

handoffs and in packet delivery due to triangular routing

(CN–HA–FA).

The issue of triangular routing has been partially addressed

in Mobile IPv4 (MIPv4) with route optimization [3, 4] and has

been effectively solved in Mobile IPv6 (MIPv6) [5], by allow-

ing the MN to inform the CN of CoA change, so packets can

be delivered directly from the CN to the MN.

The issue of reducing the handoff signaling overhead in

MIP systems also has been well researched [6]. A number of
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micro–macro (intra–inter-domain) mobility protocols have

been proposed in recent years, including Cellular IP [7],

Hawaii [8], IDMP [9], Micro Mobile MPLS [10], MIP-RR

[11], WIGS [12] and HMIPv6 [13]. While these micro–

macro mobility protocols vary in the way routing is per-

formed, the basic idea is to setup regional registration areas

or domains (hierarchically in HMIPv6) with a local regional

register in each area. When an MN moves across a subnet

within a regional registration area, it only informs the local

regional register of the location change. The HA and CNs

only know the address of the MN’s regional register, which

is responsible for maintaining a pointer (or a path as in

Hawaii or Cellular IP) to the MN’s current location and for-

warding packets to the MN. As an example, Figure 1 illus-

trates how MIP regional registration (MIP-RR) [11] with

route optimization operates. When an MN enters a new

regional registration area, it informs the HA and CNs of the

address of a gateway foreign agent (GFA) as the Regional

CoA (RCoA). When an MN moves within the regional regis-

tration area and changes its FA, it only informs its current CoA

to the GFA. Data packets sent from a CN to the MN will be

intercepted by the GFA and tunneled to the current FA

under which the MN resides. The MIP-RR protocol effectively

reduces the overhead of location handoffs. However, if a GFA

covers too many FAs, then it tends to be away from the current

FA so it introduces the cost of triangular routing for data deliv-

ery, viz., data packets will take a CN–GFA–FA route instead

of a CN–FA route as in MIP with route optimization. These

micro–macro mobility management protocols consider the

design of routers and protocols to setup regional mobility man-

agement, but do not consider the determination of optimal

regional area size that would balance and minimize signaling

costs due to mobility handoffs vs. packet delivery costs due to

triangular routing (CN–regional register–FA).

This article concerns performance optimization of regional

registration in MIP systems. Our work is distinct from pre-

vious works in three aspects. First, our regional registration

scheme deals with both mobility and service management to

minimize the overall network cost due to mobility signaling

and packet delivery. Second, our regional registration

scheme is per-user based. Specifically, regional registers are

not shared by all MNs at fixed locations. Rather, regional

registers in our scheme are per-user based, taking into con-

sideration of individual MN’s mobility and service character-

istics. Lastly, we determine the optimal regional area size that

will minimize the overall cost due to mobility handoffs and

packet delivery for individual MNs, and to apply the optimal

regional area size by individual MNs at runtime. Under our

proposed regional registration scheme, a client-side proxy is

created on a per-user basis to serve as the regional register

of the MN to keep track of the location of the MN within

the region, while at the same time acts as the service proxy

for application services engaged by the MN. The proxy runs

on an FA and will move with the MN when the MN crosses

a ‘service area’. The benefits of our proxy-based registration

scheme are: (i) the optimal service area size can be dynami-

cally determined to minimize the overall mobility and

service management cost based on the MN’s mobility and

service characteristics at runtime; (ii) the proxy optionally

can carry service context information such as cached data

items [14] and Web processing objects [15], and perform

context-aware functions such as content adaptation [16] for

services engaged by the MN to help application executions;

(iii) since there are no ‘designated’ regional registers at

fixed locations used for mapping RCoA to CoA, FAs (on

which regional registers are run) are less likely to be over-

loaded even in cases the density of MNs is high in an area.

A major contribution of our work is that we determine the

optimal number of FAs in a regional registration area on a

per MN basis based on an MN’s mobility and service charac-

teristics to minimize the overall network communication cost,

including the signaling cost due to mobility management and

the data packet transmission cost due to service management.

Lately, Mtika and Takawira [17] have analysed the optimal

number of access routers (ARs) in a region in MIPv6 environ-

ments. However, they considered the use of regional registers

for all MNs and adopted a uniform flow model assuming that

all MNs have an average mobility and data packet rates, based

on which the optimal number of ARs in a regional area is

derived to be applicable to all MNs in the system. Our

approach is per-user based, taking each MN’s dynamic mobi-

lity and service characteristics into consideration to derive the

optimal number of FAs in a regional registration area specifi-

cally applicable to individual MNs. Also unlike the uniform

flow model used in [17] which simply takes the hop-distance

between the MN and the GFA as a constant, we develop a

state-based Petri net model to keep track of the actual hop-

distance between the MN and the GFA based on the state
FIGURE 1. Basic infrastructure of MIP regional registration

systems.
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the MN is in. This allows the local registration cost to be accu-

rately calculated and thus the optimal number of FAs in a

region to be more accurately determined.

The use of proxies for service management has been

researched before, but the idea of using proxies for integrated

mobility and service management has been considered only

lately in the context of wireless cellular networks [18].

Marshall et al. [19] proposed Alpine to examine dynamic

proxy configuration and placement for managing services.

MARCH [16] leverages service proxies for content adaptation

in client-server environments for service management so that

content transmission matches network capabilities of the

mobile device and the user preferences. Service proxies as

such potentially can be applied to our scheme which leverages

proxies for both mobility and service management.

In this article, we also investigate the notion of ‘service

areas’ for the proxy to perform ‘service handoffs’ in our

scheme. The size of a service area is defined by the number

of FA areas and is determined on a per-user basis depending

on the MN’s mobility and service characteristics. A service

handoff is the process by which the proxy migrates from one

service area to another to stay close to the MN, carrying the

service context information (if any) with it during the

migration. Since our proxy is responsible for both mobility

and service management, a service handoff incurs the cost

of informing the HA and CNs of the address change of the

proxy, and the cost of service context transfer if the proxy

carries service context information. The concept of service

handoffs has been brought up by researchers [20–22]. The

mobile personal architecture [23] proposes the use of personal

proxies to allow people to receive services regardless of the

networks, devices or applications they use, while maintaining

their privacy. However, it does not deal with mobility manage-

ment to maintain the connectivity of ongoing applications.

Chen et al. [18, 24] explored the benefit of proxies for

service handoffs in the context of cellular wireless networks.

No prior research has been done to integrate mobility manage-

ment with service management for MIP networks. Endler et al.

[20] proposed a service delivery protocol using a service proxy

to provide reliable message delivery to MNs. However, the

proxy moves whenever the MN moves across a location

boundary, so it may incur a high communication cost. Joshi

[22] adopts server side proxies with content adaptation to

interact with a number of clients. The proxy proposed in this

article is a per-user, client-side proxy for both mobility and

service management for cost minimization in MIP networks.

Our proposed scheme will not constrain the deployment of

MIP as emerging programmable IP routers such as those for

active networks [25–27] are powerful and flexible to run

proxy code. Our proposed proxy will run on network routers

(acting as FAs) in the network infrastructure. Some examples

for testbed implementations are described in [25–27] in which

IP routers are capable of not only passively forwarding packets

but also actively executing mobile code and hosting proxies.

Our scheme would facilitate MIP deployment, as it would

greatly reduce the overall network cost associated with mobi-

lity handoffs and packet delivery for mobile applications in

MIP environments.

The rest of the article is organized as follows. Section 2

describes the system model and assumptions. Section 3 devel-

ops a performance model based on Petri nets to analyse the

network communication cost associated with mobility and

service management under the proposed proxy-based regional

registration scheme. The objective is to identify the optimal

service area to minimize the network communication cost

when the mobility and service characteristics of an MN are

given. In Section 4, we compare the proxy-based scheme

with basic MIP and MIP-RR and provide physical interpreta-

tion of the results obtained as well as design suggestions.

Finally, Section 5 summaries the article, suggests a way to

use the analysis results obtained at runtime and outlines

some future research areas.

SYSTEM MODEL

We assume that when an MN starts in an MIP environment, a

client-side proxy is created to serve as a GFA as in the

MIP-RR protocol [11] to maintain the location information

of the MN. Moreover, when the MN invokes a server appli-

cation (through communicating with a CN), the client-side

proxy will communicate with the CN on behalf of the MN

as if it were the MN. When the MN crosses an FA boundary

thus incurring a location handoff, the proxy acting as a GFA

will be informed of the new FA address but may not move

with the MN. The proxy will move only when the MN

crosses a service area, thus incurring a service handoff. The

size of the service area in terms of the number of FA areas

covered depends on the mobility and service characteristics

of the MN such that the network cost associated with mobility

and service handoffs will be minimized. Once a proxy moves

into a new service area, it again acts as a GFA for mobility

management and a service proxy for all server applications

that the MN currently engages.

Figure 2 illustrates the system model where an FA area cor-

responds to an IP subnet area. The client-side proxy initially

runs on the FA node of subnet A. When the MN moves

within service area 1 from subnet A to subnet C through B

(with two location handoffs), the proxy, acting as a GFA for

mobility management, remains at the same location and is

informed of the address change by the FA’s. The CN and

the HA are not informed of these address changes due to

location handoffs in this case. When the MN crosses a

service area boundary into service area 2, a service handoff

occurs by which the proxy moves into subnet D and runs on

the FA node of subnet D. The proxy after the move will stay

closer to the MN, so the communication cost for data delivery

along the path of CN–proxy–FA–MN is lower. Note that the
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first FA (i.e. node D) that the proxy moves into is actually at

the center of the new service area since starting from that

FA, the proxy will move again only when the MN moves

across a number of subnets starting from the first FA in the

new service area. A proxy move involves the cost of informing

the HA and all the CNs of the proxy address change, as well as

the context transfer cost. Therefore, there is a tradeoff between

these two cost factors. The optimal service area size is dictated

by the MN’s mobility and service characteristics. One should

note that the service area size of the proxy is not necessarily

uniform. Figure 2 shows that service area 1 is larger in size

than service area 2 since the mobility and service

characteristics of the MN may be drastically different in

different service locations. Figure 2 also shows that a

service handoff coincides with a location handoff as the MN

moves from subnet C into subnet D.

The proxy is per-user based. Data packets from a server

application are sent to the proxy to forward to the MN.

From the perspective of a CN, the proxy represents the MN.

Conversely, from the perspective of the MN, the proxy rep-

resents the server applications (or the CNs) engaged by the

MN and all communications between the MN and CNs will

go through the proxy. From the perspective of service manage-

ment, we like to keep the proxy close to the MN since this will

reduce the communication overhead for data delivery. This

factor favors a small service area. From the perspective of

mobility management, we like to keep a large service area

to reduce the cost of mobility and service handoffs.

The proxy acting on behalf of the MN to communicate with

application servers keeps service context information for

services engaged by the MN. Since the proxy is created by

the MN, the MN could supply the proxy its mobility and

service characteristics the moment it crosses a service area.

When the MN moves across an FA boundary, the proxy will

check if the service area is crossed. If yes, after the proxy

moves into the new service area, a new optimal service area

size can be determined by executing a computational pro-

cedure developed in this article based on the MN’s mobility

and service characteristics in the new service area.

Figure 3 shows the process by which an MN submits a

service request. The MN will submit the service request to

the proxy through its current FA. The proxy forwards the

service request to the CN on behalf of the MN. The responses

from the CN are returned to the proxy first and then forwarded

to the MN through the current FA. The proxy acting as a GFA

knows the location of the current FA and the MN all the time,

so data delivery is very efficient in our scheme without

incurring the overhead of triangular routing through the HA.

Figure 4 shows the process by which an MN performs a

location handoff within a service area during a service

FIGURE 2. Proxy-based regional registration for integrated location

and service management.

FIGURE 3. Service request process.
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session with a CN. In this case, the proxy is informed of the

address change of the FA which the MN moves into but

does not migrate itself. The HA and the CN are not involved

in the location handoff; they still know the MN by the

proxy’s current address which is not changed.

Figure 5 shows the process by which an MN moves across a

service area thus incurring a service handoff during an

ongoing service session with a CN. The MN first updates its

location information with the proxy through the FA it moves

into (FA2 shown in the figure). When the proxy realizes that

a service area has been crossed, it initiates a migration

process to move to FA2. Once the proxy moves into the new

service area and runs on FA2 with a new IP address, it

informs the HA and the CN of its new address to complete

the service handoff.

The implementation of the client-side proxy for an MN can

be realized by a middleware running on the MNwhich initially

creates a proxy acting as a GFA to interact with MIP when the

MN starts up. The client-side proxy has two components. One

component is at network layer dealing with mobility manage-

ment in MIP systems by interacting with MIP software

running on the network router. The other component is at

the application layer dealing with service management with

respect to services currently engaged by the MN. These two

components cooperate with each other as necessary for a

cross-layer implementation of the proxy.

The service and mobility characteristics of an MN are sum-

marized by two parameters. The first parameter is the resi-

dence time that the MN stays in a subnet. This parameter

can be collected by each MN based on statistical analysis

[28]. We expect that future MNs are reasonably powerful

for collecting data and doing statistical analysis. The residence

time would be characterized by a general distribution in

general. We use the MN’s mobility rate (s) to represent this

parameter. The second parameter is the service traffic

between the MN and server applications. The MN can also

FIGURE 4. Location handoff process within a service area by an MN.

FIGURE 5. Service handoff process when crossing a service area by an MN.
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collect data statistically to parameterize this. We use the data

packet rate (l) between the MN and CNs to represent this par-

ameter. Both of these parameters will be periodically deter-

mined by the MN. For efficiency, the MN could also build a

table to lookup its mobility and service rates as a function of

its location, time of the day and day of the week, based on stat-

istical analysis.

When an MN moves across a service boundary, the service

proxy moves, thus incurring a service handoff. This overhead

involved includes the reconnection cost and the service

context transfer cost. The reconnection cost refers to the com-

munication cost for the proxy to inform the HA and the server

applications of the new network address. The service context

transfer cost is the communication cost to move the service

context to the new proxy. We denote the number of packets

carrying the context information for context transfer by nCT,

the magnitude of which is application-dependent.

In IP-based systems, the communication overhead between

two communicating processes is measured by the number of

hops, since the number of subnets separating the two processes

does not properly measure the distance. In our analysis, we

follow the fluid flow model [29] assuming that the average

number of hops between two communicating processes separ-

ated by k subnets is equal to
p
k. This assumption is later

relaxed by examining a more general function F(k) that

returns the number of hops as a function of the number of

subnets k.

The system parameters that characterize the mobility and

service characteristics of an MN in an MIP system are sum-

marized in Table 1 for easy reference.

PERFORMANCE MODEL

A stochastic Petri net (SPN) model as showed in Figure 6 is

developed to analyse the behavior of an MN in an MIP

system under our proxy-based regional registration scheme.

For ease of referencing, Table 2 gives the meaning of places

and transitions defined in the SPN model. In particular, K rep-

resents the number of FAs under a regional registration area

for which we want to obtain its optimal value Kopt through

SPN modeling. The justification of having a different Kopt

value for each MN in regional registration is that each MN

has its specific mobility and service characteristics, thus

requiring the use of a different Kopt value (through a proxy)

to define its optimal regional registration area to minimize

the overall cost due to mobility signaling and packet delivery.

We choose SPN as the modeling technique because of its

concise representation of the underlying state machine to

deal with a large number of states and its ability to reason

about an MN’s behavior, as it migrates from one state to

another in response to events occurring in the system during

the MN’s lifetime. Moreover, SPN models allow the residence

time of an MN in a subnet or the packet inter-arrival time

between an MN and its CNs to be generally distributed.

A token in the SPN model represents an FA area crossing

(or a location handoff) event by the MN. The function

Mark(P) returns the number of tokens in place P. The

number of tokens accumulated in place Xs, i.e. Mark(Xs), rep-

resents the number of FA’s crossed (or the number of location

handoffs) in a service area. SPN modeling is state-based, with

a state being defined by the token distribution into places in the

net. Thus, in a particular state we know exactly how many FAs

an MN has already crossed by looking at the number of tokens

in place Xs. Below, we explain how the SPN model is

constructed.

† When an MN moves across an FA area, thus incurring a

location handoff, a token is put in place Moves. The rate

at which location handoffs occur is s which is the tran-

sition rate assigned to Move.

† The MN will register with the new FA. This is modeled

by enabling and firing transition MN2FA while disabling

transition Move, after which a token flows from place

Moves to place MFAs, meaning that the MN has just

registered with the new FA.

Table 1. Parameters for proxy-based integrated location and service management

Symbol Meaning

l data packet rate, i.e. the data packet rate for all services currently engaged by the MN

s mobility rate at which the MN moves across FA boundaries

SMR service rate to mobility rate ratio, i.e. l/s

nCT number of packets required for content transfer

N number of server applications currently engaged by the MN

F(k) a general function relating the number of subnets k to the number of hops

K number of subnets (or FAs) in one service area

t 1-hop communication delay per packet in wired networks

a average distance (in hops) between the HA and the proxy

b average distance (in hops) between a CN and the proxy

g ratio between the communication cost in a wireless network to the communication cost in a wired network
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† The MN’s new FA will communicate with the proxy

which acts as a GFA. This is modeled by enabling and

firing transition FA2Proxy while disabling transition

Move. After FA2Proxy is fired, a token in place MFAs

flows to place Xs, representing that a location handoff

has been completed and the proxy has been informed

of the FA address change.

† If the number of tokens in place Xs has accumulated to K,

a threshold set by the system to represent the size of a

service area, then it means that the MN has just moved

into a new service area and a service handoff ensues.

This is modeled by assigning an enabling function that

will enable transition MoveProxy when there are K

tokens in place Xs. After transition MoveProxy is

fired, all K tokens are consumed and place Xs contains

no token, representing that the proxy has just moved

into a new service area.

Parameterization

Here we parameterize (give values to) transition rates of tran-

sitions MN2FA, FA2Proxy and MoveProxy based on the set

of base parameters defined in Table 1:

† The firing time of transition MN2FA stands for the com-

munication time of the MN registering with the current

FA through the wireless network. Thus, the transition

rate of transition MN2FA is calculated as:

1

gt

where t stands for the one-hop communication delay per

packet in the wired network and g is a proportionality

constant representing the ratio of the communication

FIGURE 6. SPN model for proxy-based integrated location and service management.

Table 2. Meanings of places and transitions in the SPN model.

Symbol Meaning

Moves Mark (Moves) ¼ 1 means that the MN has just moved across an FA area

Move a timed transition for the MN to move across FA areas

MFAs Mark (MFAs) ¼ 1 means that the MN has just changed its FA

MN2FA a timed transition for the MN to register with a new FA

FA2Proxy a timed transition for the FA to communicate with the proxy

Xs Mark (Xs) indicates the number of FA’s crossed in a service area

MoveProxy a timed transition for the proxy to move into a new server area

K number of FA’s crossed after which a service handoff will occur

Guard:Mark (Xs) ¼ K enabled if the number of tokens in place Xs is K
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delay in the wireless network to the communication delay

in the wired network.

† When transition FA2Proxy fires, the FA under which

the MN resides will inform the proxy of the FA

address change. The transition rate of transition

FA2Proxy depends on how far the MN’s current FA is

away from the proxy in terms of the number of hops.

The number of hops the current FA is away from the

proxy depends on the number of FA’s crossed by

the MN since the last time the proxy moved into the

service area. Therefore we calculate the transition rate

of transition FA2Proxy as:

1

FðMark (Xs)þ 1Þ � t

where F(Mark(Xs)þ 1) returns the number of hops

between the current FA and the proxy separated by

Mark(Xs)þ 1 FAs (or subnets). The argument of the

Mark() function is added by 1 to satisfy the initial con-

dition when Mark(Xs) ¼ 0 in which the proxy has just

moved into a new service area, so at the first FA crossing

event, the distance between the proxy and the FA is one

FA apart. Note that this transition rate is state-dependent

because the number of tokens in place Xs changes dyna-

mically over time.

† When transition MoveProxy fires, the proxy will move

into a service area involving a context transfer cost.

The proxy also needs to inform the HA and CNs of the

address change. The transition rate of transition Move-

Proxy thus can be calculated as:

1

nCTFðKÞtþ ðaþ NbÞt

where F(K) returns the number of hops for two FAs sep-

arated by K subnets, nCT is the number of packets

required to carry the service context information during

a proxy transfer, a the average distance between the

proxy and the HA, N the number of server applications

(or CNs) which the MN engages concurrently and b is

the average distance between the proxy and a CN. The

proxy could determine the values of a and b based on

statistical data collected on the fly to provide the best

estimates of these two parameters.

Cost Model and Measurement

The cost metric considered in this article is the communication

cost due to mobility management (i.e. the use of the proxy as a

GFA in MIP) and service management (the use of the same

proxy for data communication activities with the application

servers).

The stochastic model underlying the SPN model is a

continuous-time semi-Markov chain1 with the state represen-

tation of (a, b, c), where a is the number of tokens in place

Moves, b the number of tokens in place MFAs and c the

number of tokens in place Xs. The stochastic process will

reach equilibrium eventually such that there is a non-zero

probability that the system will be found in one of the states

in a finite set. Let Pi be the steady-state probability that the

system is found to contain i tokens in place Xs such that

Mark(Xs) ¼ i.

Let Ci,service be the communication cost for the network to

service a data packet when the MN is in the ith subnet in the

service area. Let Cservice be the average communication cost

to service a data packet weighted by the respective Pi

probabilities. This service management cost includes the com-

munication cost between the CN and proxy, the cost between

the proxy and the current FA (which depends on the number of

hops separating the proxy and the current FA) and the cost for

wireless communication between the current FA and the MN.

Thus Cservice is calculated as follows:

Cservice ¼
XK
i¼0

ðPi � Ci;serviceÞ ¼
XK
i¼0

Piðbtþ FðiÞtþ gtÞ

¼ btþ gtþ
XK
i¼0

ðPi � FðiÞtÞ ð1Þ

Let Ci,location be the communication cost to service a

location handoff operation given that the MN is in the ith

subnet in the service area. If i , K, then the location

handoff would only involve the communication cost for the

MN to register with the new FA and for the FA to inform

the proxy of the address change. On the other hand, if i ¼ K,

then the location handoff also triggers a service handoff,

which in addition to the FA registration cost mentioned

above, will also incur a context transfer cost to move the

proxy to the new service area and the communication cost

for the proxy to inform the HA and the CNs (or application

servers) of the address change of the proxy. Let Clocation be

the average communication cost to service a move operation

by the MN weighted by the respective Pi probabilities.

Then, Clocation is calculated as follows:

Clocation ¼
XK
i¼0

ðPi � Ci;locationÞ ¼
XK�1

i¼0

fPi � ðgtþ FðiÞtÞg

þ Pk � ðgtþ atþ Nbtþ FðKÞtnCTÞ ð2Þ

1If all times are exponentially distributed, then the underlying model is a

Markov chain. However, since our SPN model allows times to be generally

distributed, the underlying model is semi-Markov.
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The total cost per time unit for the MIP network to service

operations associated mobility and service management of the

MN is calculated as

Ctotal ¼ Cservice � lþ Clocation � s ð3Þ

where l is the data packet rate and s the mobility rate.

To calculate the total communication cost Ctotal based on

Equations (1–3), we need to obtain the steady-state prob-

ability that i tokens are found in the place Xs. We utilize

Stochastic Pertri Net Package [30] to define and evaluate the

SPN, and to obtain Pi’s, given a set of parameters characteriz-

ing the MN’s mobility and service conditions. Specifically, we

use the following reward assignment to calculate Pi:

ri ¼
1 if MarkðXsÞ ¼ i

0 otherwise

�

RESULTS AND ANALYSIS

Here we present numerical data obtained based on the SPN

model developed and Equations (1–3) with physical interpret-

ations given. The numerical analysis is used to (i) show that

there exists an optimal service area for MIP systems operating

under the proposed proxy-based regional registration scheme

for network cost minimization; (ii) compare our proxy-based

scheme with basic MIP and MIP-RR and (iii) study the

effect of model parameters, including the SMR and nCT, on

the optimal service area size.

First, we observe from numerical data that there exists an

optimal proxy service area size Kopt to minimize the overall

communication cost when given a set of parameter values

characterizing the mobility and service behaviors of the MN

and the network conditions of the MIP network. Figure 7

shows that there exists an optimal size Kopt ¼ 17 at

SMR ¼ 2, N ¼ 1, a ¼ b ¼ 30, g ¼ 10 and nCT ¼ 4, and an

optimal size Kopt ¼ 15 at SMR ¼ 2, N ¼ 1, a ¼ b ¼ 30,

g ¼ 10 and nCT ¼ 1 under which the overall cost for the

network to service the associated mobility and service man-

agement operations with the MN is minimized.

To provide a better sense of the performance improvement

of our proposed proxy-based scheme for integrated mobility

and service management, we compare our proxy-based

scheme with basic MIP without route optimization and

MIP-RR with route optimization. Below we first compare

our scheme with basic MIP. For the basic MIP scheme,

there is no proxy. Thus, for a client-server application, the

CN (server application) itself keeps the service context infor-

mation without the overhead of context transfer. The com-

munication cost Cservice
MIP for servicing a packet delivery in

basic MIP includes a communication delay from the CN to

the HA, a delay from the HA to the current FA and a delay

in the wireless link from the FA to the MN as follows:

CMIP
service ¼ bt þ at þ gt ð4Þ

where the average distance between the CN and the HA is

assumed to be about the same as that between the CN and

the proxy in our proxy-based regional registration scheme.

The cost Clocation
MIP for servicing a location handoff under

basic MIP consists of a delay in the wireless link from the

MN to the FA that it enters into and a delay from the

current FA to the HA as follows:

CMIP
location ¼ gtþ at ð5Þ

The total cost assuming N ¼ 1 is

CMIP
total ¼ CMIP

service � lþ CMIP
location � s ð6Þ

Figure 8 compares the cost of our proxy-based scheme with

basic MIP under various SMR. All other parameters are fixed

(N ¼ 1, a ¼ b ¼ 30, g ¼ 10 and nCT ¼ 2) to isolate the effect

of SMR. Both the residence time and packet interarrival time

are assumed to be exponentially distributed with varying rates

of s and l respectively. We observe that our proxy-based

regional registration scheme incurs much less communication

overhead, the effect of which is especially pronounced when

SMR is high. Another observation is that the total cost

increases with the increase of SMR for both schemes. We

also observe that basic MIP performs comparably well under

very low SMR values. The reason is that when SMR is low,

the data packet rate is low compared with the user mobility

rate. Thus, the overhead of basic MIP due to triangular

FIGURE 7. Optimal service area size Kopt with varying SMR and

nCT.
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routing (CN–HA–FA) for data packet delivery is negligible.

Under a low SMR, our proxy-based scheme would favor a

large service area (to be shown later) under which a service

handoff incurs a high cost. Thus, these two factors make our

proxy-based regional registration schemes’ performance com-

parable to basic MIP under low SMR values. When SMR

increases, the cost due to service management also increases.

In basic MIP, the service management cost quickly dominates

the mobility management cost because of the high overhead

associated with the triangular routing for data packet delivery.

In our proxy-based regional registration scheme, the balance

between mobility and service management is obtained by

moving the proxy close to the MN more frequently (thus favor-

ing a smaller service area) to avoid the costly triangular routing

(which in our case is CN-proxy-FA) for data packet delivery.

Consequently, when SMR is reasonably high, our scheme

grossly outperforms basic MIP.

Our proxy-based regional registration scheme can be

viewed as an extension of MIP-RR with route optimization,

except that for each individual MN, we determine the

optimal placement of its personal GFA through proxy

migration to minimize the network cost. For MIP-RR, the pla-

cement of GFAs is pre-determined at fixed locations being

applied to all MNs, and each GFA covers a fixed number of

subnets, say, KH. Thus, when an MN crosses a subnet within

a GFA area of KH subnets, the MN only informs its CoA

change to the GFA. When the MN crosses a GFA domain of

KH subnets, the address binding of the new GFA’s CoA is

also sent to the HA and CNs through route optimization in

MIP-RR to minimize the signaling cost for data delivery.

Figure 9 compares the total network signaling cost of our

proxy-based scheme with MIP-RR with KH ¼ 4 under differ-

ent combinations of l and s in the same setting. The cost is

normalized with respect to the per-hop communication cost,

t ¼ 1. We first observe that the total network signaling cost

increases with the increase of either the mobility rate or the

data packet arrival rate. We next observe that our proxy

scheme always incurs less communication overhead than

MIP-RR, the effect of which is especially pronounced when

the MN’s mobility rate is high and/or when the data packet

arrival rate is high. It is noteworthy that a small cost difference

is considered significant because the metric is expressed in

terms of the network signaling cost per time unit (normalized

to the per-hop cost t ¼ 1), so that the cumulative effect would

be significant over the lifetime of a single MN. It is also note-

worthy that the cumulative effect of cost saving for a large

number of MNs would be even more significant.

Below we analyse the effect of several model parameters on

the optimal service area size, Kopt. Figure 10 shows the effect of

nCT on the optimal proxy area size Kopt with SMR fixed at 2 for

the case N ¼ 1. Other cases exhibiting similar trends are not

shown here. Figure 10 shows that the optimal size Kopt initially

increases as nCT increases. The reason is that as nCT increases,

the context transfer cost becomes high upon a service handoff.

Thus, the proxy likes to stay in a large service area to avoid the

high cost associated with a service handoff. However, as nCT
continues to increase past a threshold value, Kopt decreases

and eventually Kopt ¼ 1. This is because the context transfer

cost is proportional to nCT F(K), so a large nCT makes the

context transfer cost very large by a factor of F(K). Thus, if

we allow K . 1 during a proxy move operation, the cost of

context transfer would dominate the cost of informing the CN

and the HA of the address change and the effect of cost

saving for informing the CN and the HA of the address

change only after a few FA crossing events have occurred

would not be significant. Consequently, allowing K . 1 does

not gain much cost saving as far as the cost of proxy move is

FIGURE 8. Comparison of the proxy-based scheme with basic MIP.

FIGURE 9. Comparison of the proxy-based scheme with MIP-RR

with route optimization.
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concerned when nCT is very large. This factor coupled with the

factor that when K . 1, the cost of informing the proxy of the

current FA and the cost of delivering packets both would

increase by a factor of F(K), favors a small Kopt. As shown in

Figure 10 when nCT is sufficiently large the system is better-off

with Kopt ¼ 1.

Figure 11 shows the effect of SMR on the optimal service

area size Kopt with nCT fixed at 2 and N ¼ 1. Figure 11 shows

that the optimal service area size Kopt decreases as SMR

increases. The reason is that when SMR is small, the mobility

rate is high compared to the data packet rate; thus, the mobility

management cost is much larger than the service management

cost. The proxy likes to stay at a large service area to reduce

the location handoff cost such that a location handoff will

most likely only involve informing the proxy of the location

change without incurring a service handoff to migrate the

proxy. However, as the data packet rate increases compared

with the mobility rate (i.e. as SMR increases), a small service

area will reduce the packet delivery cost because the proxy

will tend to stay closer to the MN, thus reducing the overhead

of triangular routing (CN–proxy–FA) for data packet delivery.

As a result, when SMR increases, Kopt decreases.

All the above results are obtained based on the assumption

that the average number of hops between two FA’s separated

by k subnets is given by F(k) ¼
p
(k) adopted from the fluid

flow model [29]. Below, we test the sensitivity of the results

with respect to the form of F(k). Figure 12 shows the total

cost obtained under the optimal service area size Kopt for

F(k) ¼
p
(k), F(k) ¼ k and F(k) ¼ k2. The trends exhibited

by these three forms are very similar and are not sensitive to

the form of F(k). Thus, all the conclusions drawn earlier

from the case F(k) ¼
p
(k) are valid. Here we observe that,

however, as the number of hops increases from
p
(k), k to k2

for two FA’s separated by k subnets, the total cost also slightly

increases. Thus, this function F(k) does affect the performance

of our proposed proxy-based scheme for integrated mobility

and service management. Since the performance metric is

a rate parameter (amount of cost incurred per time unit), a

small difference is also not negligible.

Figure 13 shows the sensitivity of F(k) on the optimal

service area size, Kopt. The data show that as the number of

hops separating two FA’s involved in a service handoff

increases, e.g. F(k) ¼ k2, the system would favor a smaller

service area because a smaller service area tends to mitigate

the negative effect of k2 so as to reduce the cost of context

transfer in a service handoff.

APPLICABILITY AND CONCLUSION

In this article, we have investigated the concept of integrating

mobility management with service management in MIP

FIGURE 10. Optimal service area size Kopt as a function of nCT.

FIGURE 11. Optimal service area size Kopt as a function of SMR. FIGURE 12. Effect of F(K) on communication cost: a comparison.
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systems. We proposed using a client-side proxy that serves as

a GFA for mobility management and as a service proxy for

service management by interacting with all server applications

engaged by the MN. We discussed mobility and service

characteristics of a MN under the proposed proxy-based

regional registration scheme and developed a performance

model to identify the optimal service area for performing

service handoffs such that the overall communication cost

incurred due to mobility and service management operations

by the MN is minimized. We showed that when given a set

of parameter values characterizing the MN’s mobility and

service characteristics, as well as the network conditions,

there exists an optimal service proxy area under which the

network communication cost is minimized. This optimizing

proxy area size is determined on a per-user basis. We

compared our proxy-based regional registration scheme with

basic MIP and MIP-RR and concluded that our scheme

consistently outperforms both basic MIP and MIP-RR. The

effect is especially pronounced when SMR is high for basic

MIP and when either the packet arrival rate or the mobility

rate is high for MIP-RR. Our contribution is in the design

and evaluation of the proxy-based regional registration

scheme which intelligently determines the optimal, dynamic

regional registration area for each MN based on the MN’s

mobility and service characteristics and which enables a

proxy to be delegated as the regional register of an MN dyna-

mically to integrate service management with mobility man-

agement when needed, and, to be de-allocated when not

needed. Our design effectively minimizes the overall signaling

and packet delivery cost by all of the MNs in MIP systems by

minimizing individual MN’s mobility signaling and packet

delivery costs.

One way to apply the analysis result reported in the article is

to build a table at static time taking a possible range of para-

meter values. Then at runtime the proxy can perform a

simple look-up operation to determine the optimal service

area size based on the MN’s mobility and service

characteristics supplied to it by the MN in the service area.

The presence of multiple MNs can be reflected by adjusting

the value of g to account for the contention of the wireless

channel by multiple MNs in the wireless network. This will

allow the system to dynamically determine the best service

area size even the operating condition (including mobility

and service characteristics) of a mobile user in different

locations may be drastically different. The performance gain

due to the employment of the analysis result is in the

amount of communication cost saved per time unit per user

so the saving due to a proper selection of the best service

area dynamically may have significant impacts since the

cumulative effect over all mobile users over time would be

significant.

Route optimization is required to apply our proxy scheme.

Thus our proposed proxy scheme is beneficial when route

optimization in MIP systems becomes widespread such as in

MIPv6 systems. In the future, we plan to consider the

implementation issue by building a testbed system based on

MIP systems supporting route optimization to validate the

analytical results obtained in this article. We also plan to con-

sider fault-tolerance and security issues in the design so as to

provide reliable, secure and efficient mobility and service

management for all future IP-based systems.
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