A generalized Born (GB) model is proposed that approximates the electrostatic part of macromolecular solvation free energy over the entire range of the solvent and solute dielectric constants. The model contains no fitting parameters, and is derived by matching a general form of the GB Green function with the exact Green’s function of the Poisson equation for a random charge distribution inside a perfect sphere. The sphere is assumed to be filled uniformly with dielectric medium \( \varepsilon_{\text{in}} \), and is surrounded by infinite solvent of constant dielectric \( \varepsilon_{\text{out}} \). This model is as computationally efficient as the conventional GB model based on the widely used functional form due to Still et al. [J. Am. Chem. Soc. 112, 6127 (1990)], but captures the essential physics of the dielectric response for all values of \( \varepsilon_{\text{in}} \) and \( \varepsilon_{\text{out}} \). This model is tested against the exact solution on a perfect sphere, and against the numerical Poisson–Boltzmann (PB) treatment on a set of macromolecules representing various structural classes. It shows reasonable agreement with both the exact and the numerical solutions of the PB equation (where available) considered as reference, and is more accurate than the conventional GB model over the entire range of dielectric values.

\[ \Delta G_{\text{el}}(\varepsilon_{\text{in}}, \varepsilon_{\text{out}}) = \Delta G_{\text{el}}(\varepsilon_{\text{in}}, \varepsilon_{\text{out}}) \]

where \( \Delta G_{\text{el}} \) calculated via the GB formula above corresponds to the electrostatic free energy of transferring the molecule from a medium with the same dielectric constant as the interior of the molecule, \( \varepsilon_{\text{in}} \), into the medium of dielectric \( \varepsilon_{\text{out}} \). see Fig. 1. The most commonly used form of \( f_{\text{GB}} \) is the one due to Still:

\[ f_{\text{GB}} = \left[ r_{ij}^2 + R_i R_j \exp(-r_{ij}^2/4R_i R_j) \right]^{1/2}, \]

although other expressions have been proposed, which approach the same limits as the above formula for \( r_{ij} \to 0 \) and \( r_{ij} \to \infty \). For a hypothetical molecule with a single charge \( q_i \),

\[ \Delta G_{\text{el}} = \sum_{ij} \Delta G_{ij}^{\text{GB}} = -\frac{1}{2} \left( \frac{1}{\varepsilon_{\text{in}}} - \frac{1}{\varepsilon_{\text{out}}} \right) \sum_{ij} \frac{q_i q_j}{f_{\text{GB}}(r_{ij}, R_i R_j)}, \]

where it is assumed that the molecule is filled uniformly with material of dielectric constant \( \varepsilon_{\text{in}} \) and is surrounded by a solvent of dielectric value \( \varepsilon_{\text{out}} \) (e.g., 80 for water at 300 K). The sum above is over all pairs of atoms \( i \) and \( j \), with \( r_{ij} \) representing the distance between them, and \( q_i \) being the charge at the center of atom \( i \). So-called effective Born radius of atom \( i \) is denoted by \( R_i \); it is related to the degree of the atom’s burial inside the low dielectric region. Note that
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at $\mathbf{r}_i$, Eq. (1) takes on a particularly simple form

$$
\Delta G_{ii}^{el} \approx \Delta G_{ii}^{GB} = -\frac{1}{2} \left( \frac{1}{\epsilon_{in}} - \frac{1}{\epsilon_{out}} \right) \frac{q_i^2}{R_i^2}.
$$

(3)

Here the reader can recognize the famous expression due to Born for the solvation energy of a single ion of radius $R_i$. Reasonable agreement of this formula with experiment for simple monovalent ions was arguably one of the first successes of the implicit solvent model based on continuum electrostatics. The key premise of the GB approximation is that if $\Delta G_{ii}^{el}$ [and hence $R_i$ via the inverse of Eq. (3)] is available for every atom $i$ in the molecule, one can use these effective radii in Eq. (1) to get an estimate of $\Delta G_{el}$. Note that for a molecule of $N$ atoms, a computation via Eq. (1) involves estimation of $\frac{1}{2}N(N+1)$ terms: $N$ diagonal self-energy terms $\Delta G_{ii}^{GB}$ and $\frac{1}{2}N(N-1)$ off-diagonal “cross” terms $\Delta G_{ij}^{GB} = \Delta G_{ji}^{GB}$. Thus, knowledge of only $N$ self-energy terms $\Delta G_{ii}^{GB}$, or equivalently, values of $R_i$ for each of the $N$ atoms in the molecule gives, via Eq. (1), an estimate of the remaining $\sim N^2$ charge-charge interaction energies $\Delta G_{ij}^{el}$. In our view, this is the key assumption and the essence of the GB model. It was shown earlier $^{31}$ that if the self-energies $\Delta G_{ii}^{GB}$ and hence $R_i$ are computed accurately enough using the PB approach, then Eqs. (1) and (3) give very reasonable, relative to the PB treatment, estimates of the cross-terms $\Delta G_{ij}^{GB}$ for biomolecules in water ($\epsilon_{in} = 1, \epsilon_{out} = 80$).

There are many situations when it is desirable to have an efficient estimate of $\Delta G_{el}$, as well as of all of the charge-charge interaction energies, $\Delta G_{ij}^{el}$, as a function of both the internal and external dielectric constants. For example, in $pK$ calculations, a value for the $\epsilon_{in}$ larger than 1 may be appropriate, $^{32}$ e.g., $\epsilon_{in} = 4$. This higher value takes into account, albeit very approximately, the polarizability of the molecular interior. The external dielectric constant may also be different from its commonly used value of 80 for water at room temperature: the temperature may be different or the solvent may not be pure water. Another situation when one may need $\Delta G_{el}(\epsilon_{in}, \epsilon_{out})$ is in calculations of the free energy of transfer $\Delta G^{trans}$ of the molecule between two different media with dielectrics $\epsilon_{out 1}$ and $\epsilon_{out 2}$, respectively, since $\Delta G_{el}$ is a part of $\Delta G^{trans}$ (along with the nonpolar contributions). The value of $\Delta G^{trans}$ can be directly measured experimentally and therefore used in testing and parametrizing of an implicit solvent model such as the GB. Since neither $\epsilon_{out 1}$ nor $\epsilon_{out 2}$ may not, in general, be equal to $\epsilon_{in}$, Eq. (1) needs to be used twice in order to compute the electrostatic component of $\Delta G^{trans}$. First, one computes $\Delta G_{el}(\epsilon_{in}, \epsilon_{out 1})$ and then $\Delta G_{el}(\epsilon_{in}, \epsilon_{out 2})$ to obtain $\Delta G_{el}^{trans}(1 \rightarrow 2) = \Delta G_{el}(\epsilon_{in}, \epsilon_{out 1}) - \Delta G_{el}(\epsilon_{in}, \epsilon_{out 2})$; refer to the thermodynamic cycle in Fig. 1.

The explicit dependence of the $\Delta G_{el}$ on the value of the internal dielectric constant $\epsilon_{in}$ is in the prefactor in Eq. (1), and so when it is combined with Eq. (2) to calculate the transfer energy, this dependence cancels out, leading to $\Delta G_{el}^{trans}(1 \rightarrow 2)$ being independent of $\epsilon_{in}$ (providing that the effective Born radii depend only on the molecular geometry, which is the usual assumption). The following simple argument shows that this cannot generally be true: the distribution of the polarization charge on the molecular surface does depend on $\epsilon_{in}$, therefore affecting $\Delta G_{el}^{trans}(1 \rightarrow 2)$. (The only exception is a spherical ion with a single charge in its center, in which case the Born formula corresponds to the exact solution of the Poisson equation.) This argument is confirmed by the numerical calculations (see below), which show a large discrepancy between the $\Delta G_{el}(\epsilon_{in}, \epsilon_{out})$ values computed within the GB models based on Eq. (1) and PB models. The purpose of this work is to introduce the correct functional dependence of $\Delta G_{el}$ upon both the internal and external dielectrics, based on rigorous physical principles.

Formally, the key principle of the GB model can be written in terms of the Green function $^{33}$ of the corresponding Poisson equation (we do not consider the effects of salt here)

$$
\nabla\left[ \epsilon(\mathbf{r}) \nabla G(\mathbf{r}, \mathbf{r}_j) \right] = -4\pi\delta(\mathbf{r}_i - \mathbf{r}_j),
$$

(4)

whose solution is

$$
G(\mathbf{r}, \mathbf{r}_j) = \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} + F(\mathbf{r}, \mathbf{r}_j),
$$

(5)

where the effects of the nontrivial molecular boundary are embedded in the reaction field component of the Green function $F(\mathbf{r}, \mathbf{r}_j)$. The latter can be used to find $\Delta G_{el}$ via

$$
\Delta G_{el} = \frac{1}{2} \sum_{ij} F(\mathbf{r}, \mathbf{r}_j) q_i q_j.
$$

(6)

We now postulate the generalized Born model in its most general form

$$
F(\mathbf{r}, \mathbf{r}_j) \approx F_{GB}(\Delta G_{el}^{GB}, \Delta G_{ij}^{GB}; r_{ij}),
$$

(7)

where $\Delta G_{el}^{GB}$ and $\Delta G_{ij}^{GB}$ are self-energy contributions to the electrostatic part of the solvation free energy of charges $q_i$ and $q_j$ in the molecule. The goal of this study is to propose a functional form of $F_{GB}$ that would incorporate a realistic dependence on dielectric environments.

Our strategy is as follows: start with the exact Green function for a simple geometry and then use it on the left-hand side of Eq. (7) to suggest a computationally facile form of $F_{GB}$. A natural choice of the model geometry for globular molecules is a perfect sphere with point charges distributed inside—the exact solution of the Poisson equation for this system was found a long time ago by Kirkwood, $^{34}$ and will serve as a starting point for this model.

In this study we assume that the self-energy contributions $\Delta G_{el}^{GB}$ can be computed accurately and in a way that does not depend upon any particular choice of the functional form for $F_{GB}$ in Eq. (7). While a number of approximate strategies exist to compute this quantity, or equivalently the effective Born radius, we use the essentially exact numerical solution of the Poisson equation for this purpose. While expensive, and hardly practical in applications, this approach was found to be useful in theoretical studies, $^{31}$ as it eliminates one possible source of error and allows us to focus on the functional form of the GB equation.

This paper has the following structure. Our GB method (GB$\epsilon$) is derived from Kirkwood’s exact solution of the Poisson equation for a sphere in Sec. II. We show how the perfect sphere solution can be transferred to the case of an arbitrary globular molecule by expressing the appropriate variables...
via local geometry parameters. Most mathematical details of the derivation are placed in the Appendixes, while physics is discussed in Sec. II. The GBε method is tested on a set of structures described in Sec. III. The accuracy and performance of the method are compared to those of the existing structures described in Sec. III. The physical origin of unusually high effective dielectric values sometimes observed in both the PB and the GB models is discussed. We also explore the question of whether or not effective Born radii should be considered as dependent on the solvent or solute dielectrics. The conclusion is given in Sec. V.

II. THEORY: ε-DEPENDENT GENERALIZED BORN METHOD

A. Kirkwood’s solution for an ideal sphere

We begin by recasting Kirkwood’s well-known solution of the Poisson equation for a spherical molecule in terms of its Green’s function. For further convenience, we separate the self-contribution $F(\mathbf{r}_i, \mathbf{r}_j)$ from the interaction part $F(\mathbf{r}_i, \mathbf{r}_j)$:

$$F(\mathbf{r}_i, \mathbf{r}_j)^{\text{sphere}} = -\frac{1 - \frac{\beta}{A e_m}}{\epsilon_{\text{in}}} \sum_{l=0}^{\infty} \frac{t_{l}^{i}}{l!} \frac{l}{l+1+\beta},$$

$$F(\mathbf{r}_i, \mathbf{r}_j)^{\text{sphere}} = -\frac{1 - \frac{\beta}{A e_m}}{\epsilon_{\text{in}}} \sum_{l=0}^{\infty} \frac{t_{l}^{i} P_l(\cos \theta)}{l!} \frac{l}{l+1+\beta},$$

where $t_{l} = r_{i} r_{j}/A^2$, $r_{i} = |\mathbf{r}_i|$ being the atom’s position relative to the center of the sphere, $A$ is molecule’s radius, $\theta$ is the angle between $\mathbf{r}_i$ and $\mathbf{r}_j$, and $\beta = \epsilon_{\text{in}}/\epsilon_{\text{out}}$ (see Fig. 2).

This solution is exact for a sphere, and may be expected to be reasonably accurate for many realistic globular molecules. The dependence upon the internal dielectric constant enters in a nontrivial way (in the denominator of the summand, via $\beta$), and, unlike in the case of the traditional GB theory based upon Eq. (1), this dependence does not simply cancel out when the transfer energy is computed.

B. Local geometry approach for arbitrarily shaped molecules

The Kirkwood equations [Eqs. (8) and (9)] are exact for a hypothetical molecule with a perfectly spherical boundary. However, they cannot be immediately used for realistic molecules. The problem is that it is not at all obvious how the values of $A$ and $\mathbf{r}_i$ and $\mathbf{r}_j$ and $\theta$, should be defined for a nonspherical molecule. While the distance between the atoms $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$ can be easily computed for any pair of atoms in the molecule, the definition of individual $\mathbf{r}_i$ (Fig. 2) requires the knowledge of the molecule’s center, which may not be defined unambiguously for a molecule of irregular shape. As long as $\mathbf{r}_i$ and $\mathbf{r}_j$ are not clearly defined, the angle between them, $\theta$, is not known, either. Last but not the least, a suitable definition of the “electrostatic radius” $A$ must be given in the general case of nonspherical geometries. Our strategy is to express these key quantities—$A$ and $\mathbf{r}_i$—through the precomputed values of $\Delta G^{\text{el}}_{ij}$.

To this end, we consider two separate limiting cases of Kirkwood’s solution for the self-energy part, Eq. (8): $A \rightarrow \infty$ and $A \rightarrow 0$. In the first case only the $l=0$ term survives, while in the other limit we have a geometric series that does not depend on $l$ and can be summed exactly. Recalling that $\Delta G^{\text{el}}_{ij}(\beta \rightarrow \infty) = \frac{1}{2} \frac{q_i q_j}{A}$, we can formally express $A$ and $\mathbf{r}_i$ via the corresponding $\Delta G^{\text{el}}_{ij}(\beta \rightarrow \infty)$ and $\Delta G^{\text{el}}_{ij}(\beta \rightarrow 0)$:

$$\Delta G^{\text{el}}_{ii}(\beta \rightarrow \infty) = -\frac{q_i^2}{2} \frac{1 - \frac{1}{\epsilon_{\text{in}}}}{1 - \frac{1}{\epsilon_{\text{out}}}} \frac{1}{A},$$

$$\Delta G^{\text{el}}_{ii}(\beta \rightarrow 0) = \frac{q_i^2}{2} \frac{1 - \frac{1}{\epsilon_{\text{in}}}}{1 - \frac{1}{\epsilon_{\text{out}}}} \frac{1}{A(1 - t_{ii})},$$

$$\Delta G^{\text{el}}_{ij}(\beta \rightarrow 0) = \frac{q_i q_j}{2} \frac{1 - \frac{1}{\epsilon_{\text{in}}}}{1 - \frac{1}{\epsilon_{\text{out}}}} \frac{1}{A - r_{ij}^2 / A}.$$ (11)

Once the value of $A$ is determined from Eq. (10), $r_{ij}$ can be computed for every atom via Eq. (11), and we can then use the cosine rule to uniquely define

$$\cos \theta = (r_{i}^2 + r_{j}^2 - r_{ij}^2) / 2 r_{i} r_{j}.$$ (12)

To summarize, we define the effective local geometry around every pair of charges, based on the known self-energy of each charge embedded in the molecule. Therefore, provided that $\Delta G^{\text{el}}_{ii}(\beta \rightarrow \infty)$ and $\Delta G^{\text{el}}_{ij}(\beta \rightarrow 0)$ are known, we can express all of the input parameters of Eq. (9) through these quantities, and compute all the pair interactions $\Delta G^{\text{GB}}_{ij}(\epsilon_{\text{in}}, \epsilon_{\text{out}})$, which is the goal of the GB theory. This is in the spirit of, but going beyond, the conventional GB model in which the key quantity—the effective Born radius—is computed from the self-energy via Eq. (3). To follow the GB convention of expressing $\Delta G^{\text{el}}_{ij}$ via quantities with the dimension of length, we compare Eq. (3) with Eq. (11) to relate $r_{ij}$ directly to the corresponding effective Born radius:

$$r_{ij} = A (A - \tilde{R}_{ij}),$$ (13)

where we use $\tilde{R}$ to denote the effective Born radii computed in the limit $\beta = \epsilon_{\text{in}}/\epsilon_{\text{out}} \rightarrow 0$. Note that this quantity is close, but not exactly equal to the effective radius computed at the
standard solvation conditions $\epsilon_{\text{in}}=1$, $\epsilon_{\text{out}}=80$, as often used in
the GB literature. We will see later that it is $R_0$ that should
be used in the GB formulas of the kind given by Eq. (1). To
sum up, if $A$ and $\tilde{R}$ have been computed, the values of $t_{ij}$ and
$\cos \theta$ needed in the Green function [Eqs. (8) and (9)] can be
expressed through them by simple algebra.

While the meaning and the ways of computing of the
effective Born radii have been extensively discussed in the
literature, in this work we introduce the concept of the elec-
tric radius $A$. A discussion about its physical meaning is
therefore required. The defining equation, Eq. (10), is quite
curious, as it effectively states that $\Delta G_{el}(\beta \to \infty)$ is inde-
dependent of the charge distribution within the molecule.
For a perfect sphere this result follows directly from Kirkwood’s
solution, and for an arbitrary shape can be qualitatively ex-
plained as follows. In the $\epsilon_{\text{in}} \to \infty$ limit (molecule filled with
conductor) the electric field of the charges inside must be
completely screened out by the polarization charges in the
immediate vicinity, to ensure that the electric field inside the
bulk of the molecule is zero. Therefore, the polarization
charges that build up on the dielectric boundary do not “see”
the charges inside, their distribution is determined by the
geometry of the molecular boundary only, and is completely
independent of the positions of the atomic charges.

C. GB$^{c}$: Improved GB model with $c$-dependent
Green’s function

One of the key advantages of the GB method is that it is an
analytical formula, which is important when computation

time is critical, in particular, in molecular dynamics applica-
tions. In what follows, we present an effective, accurate, yet
simple enough approximation to Kirkwood’s solution [Eqs.
(8) and (9)].

Let us rewrite the series in Eq. (9) in the following way:

$$
\sum_{l=0}^{\infty} \frac{l}{l+1} \beta \frac{P_l(\cos \theta)}{1 + \frac{1}{l+1} \beta} = 1 + \sum_{l=0}^{\infty} \frac{l}{l+1} \beta \frac{P_l(\cos \theta)}{1 + \frac{1}{l+1} \beta}
$$

$$
= 1 + \sum_{l=0}^{\infty} \frac{l}{l+1} \beta \frac{P_l(\cos \theta)}{1 + \frac{1}{l+1} \beta}
$$

$$
= 1 + \frac{1}{1 + \frac{1}{l+1} \beta} \sum_{l=0}^{\infty} \frac{l}{l+1} \beta \frac{P_l(\cos \theta)}{1 + \frac{1}{l+1} \beta}
$$

where we have made an approximation $l/(l+1) = \alpha = \text{const}$.  
This approximation is reasonable for $l > 0$, since in this case
$l/(l+1)$ only varies between $1/2$ and $1$. A value that mini-

mizes the mean-square error of this approximation for a large
spherical molecule has been analytically found to be $\alpha
= 0.57 \pm 0.01$, the spread being due to weak dependence of $\alpha$
on $\beta$ (see Appendix A). We later show that $\alpha = 0.57$ is also a
good choice for realistic molecules.

Using the well-known identity for Legendre’s polynomi-
als [Eq. (B8), Appendix B] to sum the series on the right-
hand side of Eq. (14), we obtain the following expression:

$$
F(r_i, r_j)_{\text{sphere}} \approx -\frac{1}{A \epsilon_{\text{in}} + \alpha \beta} \left[ \frac{1}{\sqrt{1 + r_i^2 + 2r_i \cos \theta}} \right].
$$

$$
\sum_{l=0}^{\infty} \frac{l}{l+1} \beta \frac{P_l(\cos \theta)}{1 + \frac{1}{l+1} \beta}
$$

We now use $t_{ij}$, $r_i$, and $\cos \theta$ as defined by the local geometry
considerations [Eqs. (10)–(12)] along with Eq. (13) to ex-
press the arguments of the above equation through the elec-
tric radius $A$ and the set of effective Born radii $\tilde{R}$:

$$
A^2(1 - 2r_i \cos \theta + r_i^2) = A^2 - 2r_i r_j \cos \theta + \frac{r_i^2 r_j^2}{A^2}
$$

$$
= r_i^2 + 2r_i \tilde{R}_i r_j + \tilde{R}_i \tilde{R}_j,
$$

which leads to

globin. The distribution of effective radii for $\epsilon_{\text{in}}/\epsilon_{\text{out}} = 10^4$ is
strongly peaked around the electrostatic radius $A = 19.72$ Å,
with the small spread likely due to numerical uncertainties.
\[
F(r_i, r_j)_{\text{sphere}} = -\left(\frac{1}{\varepsilon_{\text{in}}} - \frac{1}{\varepsilon_{\text{out}}}\right) \frac{1}{1 + \alpha \beta} \times \left[\frac{1}{\sqrt{r_{ij}^2 + R_i R_j}} + \frac{\alpha \beta}{A}\right].
\]

(17)

The functional form \(f_{ij}^{\text{sphere}} = \sqrt{r_{ij}^2 + R_i R_j}\) in the above equation has been derived from Green’s function of the Poisson equation for a sphere, and is therefore the best form for a hypothetical perfectly spherical molecule. However, for realistic molecules, we find it to be slightly inferior to the conventional (Still’s) form of \(f_{ij}^{\text{GB}}\) from Eq. (2). This is likely due to the fact that, for an elongated molecule, more of the electric field lines between a pair of distant charges go through the high dielectric region, effectively reducing the pairwise interaction. The conventional form of \(f_{ij}^{\text{GB}}\) takes this into account, at least to some extent, by allowing for steeper decay of the interaction with charge-charge distance. In what follows we will be using the conventional form of \(f_{ij}^{\text{GB}}\) from Eq. (2), unless otherwise specified.

To summarize, we suggest the following form for \(\Delta G_{el}^{ij}\):

\[
\Delta G_{el}^{ij} = \frac{1}{2} F(r_i, r_j) q_i q_j\]

(18)

where \(f_{ij}^{\text{GB}} = \sqrt{r_{ij}^2 + R_i R_j} \exp(-r_{ij}^2/4R_i R_j)\) for any \(i\) and \(j\), including \(i=j\). It has not escaped our notice that, while the GB theory itself has undergone considerable evolution since the early nineties when this particular form of \(f_{ij}^{\text{GB}}\) was first introduced by Still et al., the function itself appears to remain superior or equally good compared to other forms that have been proposed in the literature.

Parameter \(\alpha\) has been found by rigorous derivation and therefore it is not a free model parameter; it should be kept in mind though that the value \(\alpha = 0.57\) minimizes the approximation error for very large spherical molecules with random charge distribution. For smaller molecules of complex shape or with peculiar charge distribution the value of \(\alpha\) that brings about the best results may be slightly different. However, as will be shown below, Eq. (18) is not very sensitive to \(\alpha\), therefore \(\alpha = 0.57\) is a reasonable estimate for a generic case.

The key difference between the traditional form of \(\Delta G_{el}^{ij}\), Eq. (1), and our GB model based on expression Eq. (18) is that the latter has an extra prefactor and an additional term proportional to the ratio \(\beta\) and inversely proportional to the electrostatic radius \(A\). The presence of this term reflects the qualitative difference between the two models and explains why the traditional formulation does not capture the right dielectric dependence, especially when the ratio \(\beta\) is large. In fact, while the conventional formula agrees with the current model in the limit \(\beta \to 0\), it is very much different in the other extreme, \(\beta \to \infty\). In the latter case Eq. (18) provides the correct physical asymptotics:

\[
\Delta G_{el} = \sum_{ij} \Delta G_{el}^{ij} \to \frac{1}{2A \varepsilon_{\text{out}}} \sum_{ij} q_i q_j = \frac{1}{2A \varepsilon_{\text{out}}} \left(\sum_q q_i\right)^2, \quad \beta \to \infty.
\]

(19)

This agrees with our earlier observation that in this limit the electrostatic part of solvation energy does not depend on the charge distribution inside the molecule.

While Eq. (17) is an approximation to the exact solution for a sphere, one can show (see Appendix B) that it agrees with the exact formula given by Eq. (21) in the limits \(\beta < 1\) and, quite trivially, for \(\beta = 1\). Perhaps, it is then not so surprising that Eq. (17) gives an excellent agreement with the exact solution for a sphere [see Fig. 5(b)], while Eq. (18) provides a realistic approximation for globular molecules over the entire range of \(\beta\) (see Sec. IV). At the same time, the computational expense associated with Eq. (18) is not expected to be noticeably different from that of the conventional formula, Eq. (1).

The current model is expected to be effective in molecular dynamics (MD) calculations. While Eq. (18) is more accurate than the conventional Eq. (1), it differs from it in only two aspects: the constant prefactor, which has no effect at all on the computation speed, and the term \(\frac{\alpha \beta A}{2}\). The latter term depends only on the global shape of the molecule \(A\), which varies slowly and may need to be recalculated only once in a while, if at all. It may not even be unreasonable to assume \(\Delta A/\Delta r_i = 0\), and leave the corresponding term out of the force calculations completely, especially in the case of aqueous solvation \(\beta \ll 1\). Thus, MD based on Eq. (18) may only be insignificantly slower, while essentially more accurate, than that utilizing the conventional GB of Eq. (1).

D. Exact solution for a spherical molecule

We have so far been able to sum the infinite series of the Kirkwood equation in an approximate fashion. While we will show in Sec. IV that this approximation is reasonable not only for a sphere but for realistic molecules as well, it is still desirable to see if one could obtain a well-behaved analytical Green’s function without any approximations, or within such an approximation that allows full control of its accuracy and becomes exact in some parameter limit. Such a solution would provide a reference point for the current model, and is valuable even if its computational cost is relatively high. The obvious choice is to retain a large number of terms in the infinite series corresponding to Kirkwood’s equations (8) and (9). In principle, the more terms that are kept, the closer the partial sum is to the exact one. However, Eqs. (8) and (9) cannot be used in this very form for this purpose because the series involved converge too slowly when \(t\) approaches 1, which happens when the atoms are close to the molecular surface (taken to coincide with the dielectric boundary). In fact, both of the Green functions in the original Kirkwood form of Eqs. (8) and (9) diverge in the limit \(t \to 1\). One can understand the origin of this divergence by invoking the image charge considerations: as the charge approaches the di-
electric boundary, its image approaches the same boundary from the other side, causing the interaction between them to diverge. It is therefore critical to improve convergence of the series by resumming them in an appropriate manner. A possible solution is given below, the derivation being detailed in Appendix B [see Eqs. (B13) and (B15)]:

\[
F(r_i, r_j)^{\text{sphere}} = -\frac{1}{\epsilon_m A_{ij}} \left[ \frac{t_{ij}}{1 + t_{ij}} - \frac{1}{1 + \beta} \ln(1 - t_{ij}) \right] - \beta \sum_{n=2}^{\infty} \left[ \frac{(-1)^n}{(1 + \beta)^n} \ln(1 - t_{ij}) \right],
\]

(20)

\[
F(r_i, r_j)^{\text{sphere}} = -\frac{1}{\epsilon_m A_{ij}} \left[ \frac{t_{ij}}{\sqrt{1 - 2t_{ij} \cos \theta + \cos^2 \theta}} \right] - \beta \ln \left( \frac{1 - t_{ij} \cos \theta + \sqrt{1 - 2t_{ij} \cos \theta + \cos^2 \theta}}{1 - \cos \theta} \right) - \beta \sum_{n=2}^{\infty} \left[ \frac{(-1)^n}{(1 + \beta)^n} Q_n(t_{ij}, \cos \theta) \right],
\]

(21)

where polylogarithm function \( \text{Li}_n(t) \) and its generalization \( Q_n(t, x) \) are defined in Appendix B [Eqs. (B6) and (B7)]. It is shown in Appendix B that Eqs. (20) and (21) coincide when \( i = j \). Though Eq. (20) is a particular case of Eq. (21), the former is worth keeping for numerical implementation.

Series (20) and (21) converge for any \( \beta \), the convergence being fastest for small \( \beta \). This case corresponds to low-dielectric molecule immersed into high-dielectric solvent, e.g., a protein in water. In the opposite case of large \( \beta \), which means \( \epsilon_m \gg \epsilon_{\text{water}} \), a computationally efficient series representation also exists [see Appendix B, Eqs. (B25) and (B27)]:

\[
F(r_i, r_j) = -\frac{1}{\epsilon_m A_{ij} (1 + \beta)^2} \left[ \beta + \frac{1}{1 - t_{ij}} - \frac{1}{1 + \beta} \ln(1 - t_{ij}) \right] - \beta \sum_{n=2}^{\infty} \left[ \frac{(-1)^n}{(1 + \beta)^n} \text{Li}_n(t_{ij}) \right],
\]

(22)

\[
F(r_i, r_j) = -\frac{1}{\epsilon_m A_{ij} (1 + \beta)^2} \left[ \frac{t_{ij}}{\sqrt{1 - 2t_{ij} \cos \theta + \cos^2 \theta}} \right] - \beta \ln \left( \frac{1 - t_{ij} \cos \theta + \sqrt{1 - 2t_{ij} \cos \theta + \cos^2 \theta}}{2} \right) - \beta \sum_{n=2}^{\infty} \left[ \frac{(-1)^n}{(1 + \beta)^n} Q_n^0(t_{ij}, \cos \theta) \right],
\]

(23)

where function \( Q_n^0(t, x) \) is defined in Appendix B [Eq. (B19)]. Equations (22) and (23) are optimized for large \( \beta \) and converge for any positive \( \beta \). Again, Eqs. (22) and (23) coincide for \( i = j \).

No approximations have been made so far in derivation of the optimized equations. Both pairs of Eqs. (20), (21) and (22), (23) are still exact and mathematically equivalent to Eqs. (8) and (9) for a spherical molecule. The corresponding series converge for any \( \beta \), \( \theta \), and any \( t_{ij} < 1 \), and can be well approximated by partial sums with a reasonable number of terms kept. Varying the number of terms retained, one can adjust the accuracy or time of computation. The singularities of Kirkwood’s original formulas [Eqs. (8) and (9)] are now localized within the first two terms of the each regularized equation. Both of these terms are given by simple, closed-form expressions, well suited for numerical computations. The functions \( \text{Li}_n(t) \), \( Q_n(t, x) \), and \( Q_n^0(t, x) \) do not have any singularities for \( n \approx 2 \) [see Eq. (B20)] and can be computed numerically with any desirable accuracy via recursive relationships, Eqs. (B10) and (B23). We find that estimating \( \Delta G_{cl} \) through Eqs. (20) and (21) [or Eqs. (22) and (23)] is only a few times more costly than through the conventional GB formula, Eq. (1), but captures the key physics of the dielectric response missed by the conventional model. The existence of well-converging equations proves critical for obtaining a fast yet accurate numerical solution.

III. METHODS

A. Structures

We have carried performance tests on macromolecules representing different structural classes: native myoglobin (PDB ID 2MB5), thioredoxin (2TRX), hen egg lysozyme (0LZ5), \( \beta \)-hairpin (2GB1), and B-DNA (10 base-pair duplex). We have also used an artificial spherical molecule referred to as “sphere-15 Å.” This is a sphere of radius 15 Å filled with uniform dielectric \( \epsilon_m \) with 11 charges \( q_i = \pm 1 \) located at points \((\pm 6, 0, 0), (0, \pm 6, 0), (0, 0, \pm 6), (\pm 12, 0, 0), (0, \pm 12, 0), (0, 0, \pm 12)\) (all coordinates are in angstroms). Since the Kirkwood equation is exact for sphere, we are able to use sphere-15 Å as a benchmark to test both the GB and PB numerical methods.

B. Poisson–Boltzmann calculations

Numerical Poisson–Boltzmann solvers are used in two ways here. To calculate the electrostatic part of solvation free energy of each test molecule, MEAD (Ref. 36) and DELPHI-II (Refs. 25 and 37) have been used, with a cubic box and 0.25 Å grid spacing. The convergence criterion used by MEAD is set to its default value. Ionic strength is zero. Unless otherwise stated, all of the GB vs PB comparisons are done using MEAD energies as reference.

To compute the perfect effective Born radii of each atom in the test structure, a Poisson problem is set up and solved having the dielectric boundary shape of the full molecule present, but keeping only the charge of that particular atom. The van der Waal radii of Bondi 38 and a solvent-probe radius of 1.4 Å are used to define molecular surface, 39 which is taken as the dielectric boundary. The accumulation of these solutions gives the necessary Green’s function information for use in Eq. (6) for the full Poisson solvation energy and Eq. (3) for the perfect effective Born radii. The computer program PEP developed by Beroza 26 and available via the Internet (ftp://ftp.scripps.edu/case/beroza/pep) is used for the setup and solution of these Poisson problems. The finest grid spacing used in all calculations is 0.07 Å, decreasing from 4 Å in eight steps of focusing on the atom in question. We
have verified, by comparison with the exact solution on a perfect sphere, that PEP-based calculations do produce physically reasonable results even in the case $\varepsilon_{\text{in}} > \varepsilon_{\text{out}}$, where the two other methods failed. However, the PEP algorithm is so computationally intense that we did not use it as a reference for all values of $\varepsilon_{\text{in}}$ and $\varepsilon_{\text{out}}$. For a perfect sphere of given radius $A$, the effective radii are computer exactly via Eq. (13).

### C. Simple estimation of the effective electrostatic radius

The principal way of calculating the effective electrostatic radii is given by Eq. (10), and this is how they are computed in this work ($A$ is the limiting value of the effective Born radii for $\beta \gg 1$). However, the PEP calculations involved are intense, and it would be useful to have an analytical way of estimating $A$. That will involve the same kind of derivation, based on the expressions for the electrostatic energy density, that leads to a closed form expression for the effective Born radii. Here we do not attempt to make the formal derivations; rather, we propose a simple and quick, albeit heuristic way to obtain a rough estimate of the effective electrostatic radius based on simple physical considerations. We will also show directly that, at least in the case of aqueous solvation of realistic biomolecules, the resulting solvation energy is rather insensitive to variations in $A$.

For a typical globular molecule, the solvation energy depends on its overall radius, $\Delta G_{\text{el}} \sim 1/R$. In contrast, for a thin and long cylindrical structure (e.g., the DNA), the characteristic length scale is the cylinder radius, $\Delta G_{\text{el}} \sim 1/r$. Generally, one may consider that a cylinder of height $h$ and radius $r$ circumscribes the molecule in question. The formula $1/A = 1/2[1/(1+r) + 1/(1/h)]$ gives back the radius of the sphere for a spherical molecule and $r$ for a long cylindrical one. To use this heuristic in practice on realistic structures, we first define a trend line to act as the axis of rotation for the cylinder. Next, the radius of the cylinder is calculated by computing the distance from each atom to the axis. We find that defining the radius to include only 75% of the atoms within the cylinder gives better results compared to the rigorous electrostatic estimates of $A$. The top and bottom sides are defined so as to include all atoms, thus defining the cylinder height $h$.

The arguments and the formula above are not meant to be precise, but to give a quick way of estimating $A$. However, when compared to the correct PEP values, the results are reasonable, as shown in Table I. The $\Delta G_{\text{el}}$ values are computed using $\varepsilon_{\text{in}} = 1$ and $\varepsilon_{\text{out}} = 80$, with either the numerical PB or GB $\varepsilon$ [Eq. (18)] using the heuristic values of $A$.

### IV. RESULTS AND DISCUSSION

The goal of this section is to assess the accuracy of the GB $\varepsilon$ model relative to the PB treatment, and compare its performance with the conventional GB model. To this end, the electrostatic part of the solvation free energy is calculated for realistic molecules representing various structural classes: DNA, myoglobin, thioredoxin, lysozyme, and $\beta$-hairpin, as well as an artificial perfectly spherical “molecule” of radius 15 Å (sphere-15 Å). All the structures and details of the calculations were described in the “Methods.” We use the following naming convention here when referring to the GB models considered here: (i) GB $\varepsilon$(exact)—the method based on Eq. (21) (for $\beta < 1$) or Eq. (23) (for $\beta > 1$). Strictly speaking, the model is only exact for a perfect sphere, in the limit of infinite number of terms kept. In practice, the terms are summed up until the result is essentially exact on a sphere (to within $10^{-6}$ of the exact solution); (ii) GB $\varepsilon$—the approximation given by Eq. (18) (with $\alpha = 0.57$ unless otherwise stated); and (iii) the conventional GB method [Eq. (1)].

#### A. Effect of parameter $\alpha$ on GB $\varepsilon$ accuracy

Before applying the GB $\varepsilon$ model to the various structures described above, we want to see how the value of the parameter $\alpha$, theoretically found to be $\alpha = 0.57$ in the limit of an infinitely large molecule [see Appendix A, Eqs. (A13)–(A15)], works for a realistic biomolecule of finite size—myoglobin (see Fig. 4). In particular, we explore the sensitivity of the solvation energy to variation of $\alpha$. As suggested by Eq. (14), reasonable values of $\alpha$ may be between 0.5 and 1. For comparison, we also compute $\Delta G_{\text{GB}}$ using GB $\varepsilon$(exact) and conventional GB, the latter being equivalent to GB $\varepsilon$ with $\alpha = 0$.

The results (Fig. 4) indicate that GB $\varepsilon$ with $\alpha = 0.57$ generates a plot very close to both the numerical PB and GB $\varepsilon$(exact). Over a range of $\beta$ values the difference between GB $\varepsilon$ and PB (MEAD) is comparable to the difference between solvation energies predicted by two different PB solvers: DELPHI-II and MEAD, especially around $\beta = 1/80$ cor-
produces even a qualitative correspondence with the exact solution in this limit. Exploring the origins of this behavior is beyond the scope of this paper; it is possible that modifications to the corresponding algorithms can alleviate the problem. At the same time, the GBε curve can only be distinguished from the exact solution on the fine-scale plot [see Fig. 5(b)]. The GBε plot coincides with GBε(exact) at $\beta → 0$, $\beta = 1$, and $\beta → \infty$, and is closer to the exact solution than any other method—including numerical PB—considered here in the entire possible range of $\beta$. Of course, one should keep in mind that this strong statement is only valid for a perfectly spherical molecule.

C. Performance of the GBε model on realistic molecules

We continue to explore the performance of the GBε model on realistic biomolecules, Fig. 6. Since no exact solution of the PB equation is available for arbitrarily shaped biomolecules, we use numerical PB (MEAD) as reference. For each structure, we compute $\Delta G_d$ with GBε using the first principle $\alpha = 0.57$, as well as the value of $\alpha$ that gives the best agreement with the numerical PB for the given molecule. We also compare GBε and GBε(exact), which allows us to answer the following important question: is it likely that we can improve GBε for an arbitrary realistic molecule by keeping higher order terms in Kirkwood’s exact solution before making the key approximation that allowed us to sum the corresponding infinite series and arrive at Eq. (18)? Needless to say, GBε(exact) is not exact in this case, but it is the best one can do assuming underlying spherical geometry.

As seen from Fig. 6, the GBε methods give equally good agreement with the numerical PB for both very large $\beta^{-1}$ and for $\beta → 1$. (Note that since we have found that the reference PB solvers we use here are inadequate for $\beta > 1$, we do not consider this domain for the realistic molecules.) The curves resulting from the best choice of $\alpha$ for the given molecule are close to those obtained with the first principle $\alpha = 0.57$, suggesting that the latter is suitable for the generic case. Setting $\alpha$ to certain particular value for all structures makes the GBε model parameter-free.

Meanwhile, the conventional GB method gives a large error in the range of $2 \leq \beta^{-1} \leq 20$. Note that while for three of the four structures the GBε(exact) method is most accurate of the three GB methods tested, it is not the case for lysozyme, Fig. 6(d). This may not be so surprising given that among the four structures lysozyme differs most from the underlying model: while the other three structures are basically convex, lysozyme has a distinct binding pocket. The important conclusion here is that we are reaching the limit of the accuracy here, at least within the GB model based on Green’s function derived for a perfect sphere: the extra computational expense of the more elaborate GBε(exact) summation may not pay off. However, the GBε(exact) method has a clear way of controlling its accuracy, at least for molecules whose shape is close to spherical: the more terms in the series Eqs. (21) are retained, the higher is the accuracy, albeit at a larger computational cost. Still, while the GBε(exact) method is mathematically equivalent to Kirk-
wood’s original solution, the series in Eqs. (20)–(23) converge much faster than those in Eqs. (8) and (9), especially for small or large \( \beta \). Therefore, a relatively small number of terms may be sufficient, leading to reasonable computational costs.

**D. Effective dielectric constant: Can it be larger than \( \epsilon_{\text{out}} \)?**

Consider two charges immersed in low dielectric medium \( \epsilon_{\text{in}} \) surrounded by high-dielectric medium \( \epsilon_{\text{out}} \). Part of the electrostatic field lines are located completely within the low-dielectric medium, while the other lines lie partly beyond it. Then it could be expected that the Coulomb interaction energy of these charges should be between \( q_i q_j / r_{ij} \epsilon_{\text{out}} \) and \( q_i q_j / r_{ij} \epsilon_{\text{in}} \). In other words, it seems natural for the charges to “feel” some effective medium with dielectric constant \( \epsilon_{\text{eff}} \) such that \( \epsilon_{\text{in}} < \epsilon_{\text{eff}} < \epsilon_{\text{out}} \).

It has been observed, however, that in PB calculations \( \epsilon_{\text{eff}} \) may be larger than \( \epsilon_{\text{out}} \) for some charge pairs. Figure 7 illustrates the reason for such a behavior. If \( \epsilon_{\text{eff}} \ll \epsilon_{\text{out}} \), the electric field lines are “drawn” into the surrounding high-dielectric medium, thus shifting \( \epsilon_{\text{eff}} \) towards higher values. In addition, the lines go a much longer way in \( \epsilon_{\text{out}} \) medium, which makes the charges feel as if they were farther apart than they actually are.

The ability of an approximate theory to reproduce this nontrivial behavior may be used as a test of the theory’s physical consistency. Let us compare conventional GB and GB\( \epsilon \) methods in this respect. Based on Coulomb’s law, we define \( \epsilon_{\text{eff}} \) as follows:
\[ q_i q_j = q_i q_j + \Delta G^{ij} = q_i q_j + q_i q_j F(r_i, r_j), \]

where we note that the full interaction energy is a sum of the vacuum and solvation parts.

If the conventional GB method is used [see Eq. (1)], then

\[ \epsilon_{\text{eff}} = \frac{\epsilon_{\text{in}}}{1 - (1 - \beta) \omega}, \quad \omega = \frac{r_{ij}}{f_{ij}^{\text{GB}}}. \]

Since \( r_{ij} \leq f_{ij}^{\text{GB}} \) [see Eq. (2)], it follows that \( \omega \leq 1 \) and therefore \( \epsilon_{\text{eff}} \leq \epsilon_{\text{out}} \). So, the conventional GB method cannot yield values \( \epsilon_{\text{eff}} > \epsilon_{\text{out}} \) in principle.

Meanwhile, when \( F(r_i, r_j) \) is calculated using Eq. (17) or Eq. (18),

\[ \omega = \left( \frac{r_{ij}^{\text{GB}} + \alpha \beta s_{ij}}{r_{ij}} \right)/(1 + \alpha \beta) \]

\[ = \frac{r_{ij}}{f_{ij}^{\text{GB}}} + \frac{\alpha \beta}{1 + \alpha \beta} \left( \frac{r_{ij} - r_{ij}^{\text{GB}}}{f_{ij}^{\text{GB}}} \right). \]

So, if \( f_{ij}^{\text{GB}} > A \), it may happen that \( \omega > 1 \). This means that \( \text{GB} \epsilon \) method may exhibit \( \epsilon_{\text{eff}} > \epsilon_{\text{out}} \) in contrast to conventional GB. For example, the highest \( \epsilon_{\text{eff}} \) for a sphere is achieved when the two atoms are at the largest possible separation of \( r_{ij} = 2A \), in which case

\[ \frac{\epsilon_{\text{eff}}}{\epsilon_{\text{out}}} = \left( \frac{1 - \alpha}{1 + \alpha \beta} \right)^{-1}. \]

In the typical case of \( \epsilon_{\text{in}} = 1, \epsilon_{\text{out}} = 80 \), and with \( \alpha = 0.57 \), the maximum value of \( \epsilon_{\text{eff}} \) predicted by the GB\( \epsilon \) is ca. 180. The fact that \( \epsilon_{\text{eff}} \) may exceed \( \epsilon_{\text{out}} \) within the GB\( \epsilon \) model has also been confirmed (results not shown) by direct calculations for the realistic test molecules described above.

E. Do effective Born radii depend on dielectric?

The key premise of the GB method is that it yields a good estimate of the electrostatic part of the solvation free energy provided that the effective Born radii \( R_i \) are correct.\(^{31}\) However, when one calculates the solvation energy as a function of the solvent/solute dielectric, a natural question arises: should the effective radii depend on \( \epsilon_{\text{in}} \) and \( \epsilon_{\text{out}} \)? As we have already seen, the derivation of the GB\( \epsilon \) theory introduced here implies that the effective radii \( \tilde{R}_i \) need to be computed only once at \( \beta = \epsilon_{\text{in}}/\epsilon_{\text{out}} \), and using an \( \epsilon \)-dependent set of effective radii would be wrong. Still, one may wonder if the use of \( \epsilon \)-dependent radii may rescue the conventional GB theory based on Eqs. (1) and (2), yielding an approximation for \( \Delta G_{\text{el}} \) over the entire range of \( \epsilon_{\text{in}} \) and \( \epsilon_{\text{out}} \) as good as the GB\( \epsilon \), without the extra physics of GB\( \epsilon \)? To answer this question we have computed \( \Delta G_{\text{el}} \) for a perfect sphere using GB\( \epsilon \) method [Eq. (17)] and the conventional theory [Eq. (1)] with \( \epsilon \)-dependent set of effective radii, comparing both results to the exact solution available in this case (see Fig. 8). To obtain the explicit dependence of the \( R_i \) on the dielectric constants, we first compute the exact \( \Delta G_{\text{el}}^{\text{cell}} \) via Kirkwood’s solution and then use this value to obtain \( R_i (\beta) \) from Eq. (3).

![Fig. 8. Solvation energies for sphere-15 Å relative to exact treatment: (1) GB\( \epsilon \), (2) conventional GB with \( \epsilon \)-dependent set of effective radii, (3) conventional GB with the same set of fixed effective radii as in (1) (computed exactly for \( \epsilon_{\text{in}} = 1, \epsilon_{\text{out}} \rightarrow \infty \)). Since GB\( \epsilon \) curve almost coincides with the axis, same curves are presented in the inset to show details.](http://jcp.aip.org/jcp/copyright.jsp)
unphysical solvation energies in the domain $\varepsilon_{\text{out}} < \varepsilon_{\text{in}}$. We have continued testing the current GB model against numerical PB on realistic molecules representing various structural classes: myoglobin, B-DNA, $\beta$-hairpin, lysozyme, and thioredoxin. In all cases, the current GB model has outperformed the conventional model considerably. Notably, in the most important region $\varepsilon_{\text{out}} \gg \varepsilon_{\text{in}}$, the error in the calculated solvation energy, relative to the PB solver used as a reference (MEAD), is comparable to the difference between the values predicted by another common solver (DELPHI) and the same reference.

Another line of evidence in support of the claim that some essential physics has been introduced into the current model comes from the fact that, unlike the conventional GB formula, the GB\varepsilon model is capable of reproducing the unusually high values of effective dielectric constants. It has been known for a long time that the PB equation predicts, somewhat counterintuitively, values of the effective dielectric constant (between some pairs of charges in molecules) to be larger than that of the solvent dielectric. The inability of the conventional model to account for that behavior often served as a basis of critiques of its underlying physical principles. We have shown how these high effective values are generated within the current GB\varepsilon model, and explained their physical origin.

Finally, we note that the current model is particularly well suited to be the basis of the implicit solvent representation in molecular dynamics simulations. Its formula is no more computationally complex than the conventional GB formula which has been successfully used in many popular MD packages.
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APPENDIX A: DERIVATION OF OPTIMAL $\alpha$

Let us find the best, in a sense described below, value $\alpha$ to be used in approximate Eq. (17) or Eq. (18). Denote the exact (e) and approximate (a) series in Eq. (14) as

$$g_{ij}^{(e)} = \sum_{l=0}^{\infty} \frac{t_{ij}^{(e)}}{l+1} P_{l} \cos \theta,$$

$$g_{ij}^{(a)} = \frac{1}{1 + \alpha \beta} \left[ \sum_{l=0}^{\infty} \frac{t_{ij}^{(a)}}{l+1} P_{l} \cos \theta + \alpha \beta \right].$$

(A1)

While $\alpha$ may be found exactly for every particular pair $(i,j)$ from equation $g_{ij}^{(e)} = g_{ij}^{(a)}$, all such $\alpha$’s will be different in a general case. Since we need one universal constant value instead, we will seek $\alpha$ such that the square-average error $\langle (g_{ij}^{(e)} - g_{ij}^{(a)})^2 \rangle$ is minimized. The average is taken on a sphere of unit radius with a weight function $w(t, \theta) = \pi (1 - t^2) \sin \theta$ to take into account the system’s geometry and symmetry:

$$\langle (g_{ij}^{(e)} - g_{ij}^{(a)})^2 \rangle = \pi \int_{0}^{1} dt \int_{0}^{\pi} d\theta (1 - t^2) \sin \theta (g_{ij}^{(e)} - g_{ij}^{(a)})^2.$$

(A2)

Atom sizes are neglected in this derivation, which makes the result exact in the limit of a large molecule: (molecule size)/(atom size) → $\infty$. It should be therefore a reasonable approximation for large biomolecules such as proteins or DNA.

To find the error’s minimum, we differentiate the penalty function:

$$\frac{\partial}{\partial \alpha} \langle (g_{ij}^{(e)} - g_{ij}^{(a)})^2 \rangle = \frac{2}{1 + \alpha \beta} \left[ \sum_{l=1}^{\infty} \frac{t_{ij}^{(e)} P_{l} \cos \theta}{1 + \alpha \beta} \left( \frac{1}{l+1} - \frac{1}{1 + \alpha \beta} \right) \right] \left[ \sum_{m=1}^{\infty} \frac{t_{ij}^{(e)} P_{m} \cos \theta}{1 + \alpha \beta} \left( \frac{1}{l+1} - \frac{1}{1 + \alpha \beta} \right) \right] = 0.$$  

(A3)

In the explicit form

$$g_{ij}^{(e)} - g_{ij}^{(a)} = \sum_{l=1}^{\infty} \frac{t_{ij}^{(e)} P_{l} \cos \theta}{1 + \alpha \beta} \left( \frac{1}{l+1} - \frac{1}{1 + \alpha \beta} \right),$$

(A4)

$$g_{ij}^{(a)} - 1 = \frac{1}{1 + \alpha \beta} \sum_{m=1}^{\infty} t_{ij}^{(e)} P_{m} \cos \theta,$$

(A5)

therefore the master equation for $\alpha$ takes the following closed form upon dropping constant multipliers:

$$\int_{0}^{1} dt \int_{0}^{\pi} d\theta (1 - t^2) \sin \theta \left[ \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \frac{t_{ij}^{(e)} P_{l} \cos \theta P_{m} \cos \theta}{1 + \alpha \beta} \left( \frac{1}{l+1} - \frac{1}{1 + \alpha \beta} \right) \right] = 0.$$  

(A6)

Since the variables $t$ and $\theta$ are separable, one can easily integrate to find

$$\int_{0}^{1} dt (1 - t^2) t^{m} = \frac{1}{l+m+1} - \frac{1}{l+m+3} = \frac{2}{(l+m+1)(l+m+3)},$$

(A7)

### Table II: Values of $\alpha$ for select $\beta$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1/1000</th>
<th>1/80</th>
<th>1/10</th>
<th>1/2</th>
<th>2</th>
<th>10</th>
<th>80</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.580</td>
<td>0.579</td>
<td>0.579</td>
<td>0.574</td>
<td>0.567</td>
<td>0.561</td>
<td>0.559</td>
<td>0.559</td>
</tr>
</tbody>
</table>
\[
\int_0^\pi d\theta P_l(\cos \theta)P_m(\cos \theta) \sin \theta = \frac{2}{l+m+1} \delta_{lm},
\]
(A8)

where \(\delta_{lm}\) is the Kronecker’s delta. Thus, the double sum in Eq. (A6) is reduced to a single series

\[
\sum_{l=1}^{\infty} \frac{2}{(2l+1)(2l+3)} \frac{2}{2l+1} \left( \frac{1}{1 + \frac{l}{l+1}} \frac{1}{1 + \alpha \beta} \right) = 0.
\]
(A9)

Let us rewrite this equation as \( S(\beta) - s/(1 + \alpha \beta) = 0 \), where

\[
S(\beta) = \sum_{l=1}^{\infty} \frac{1}{(2l+1)^2(2l+3)} \frac{1}{1 + \frac{l}{l+1}} = \sum_{l=1}^{\infty} \frac{l + 1}{(2l+1)^2(2l+3)(l + 1 + \beta)}
\]

\[
= \frac{(1 - \beta) \left[ s + \beta \left( 3s + \frac{4}{3} \right) + \beta^2 \right] + \beta(1 + \beta) \left[ \psi \left( \frac{1}{2} \right) - \psi \left( \frac{1}{1 + \beta} \right) \right]}{(1 - \beta)^2(1 + 3\beta)}.
\]
(A10)

\[
s = \sum_{l=1}^{\infty} \frac{1}{(2l+1)^2(2l+3)} = \frac{\pi^2}{16} - \frac{7}{12} = 0.033 516 9,
\]
(A11)

and \(\psi(z)\) is the logarithmic derivative of gamma function, \(\psi(z) = \Gamma'(z)/\Gamma(z)\). Finally we obtain

\[
\alpha = \frac{1}{\beta} \left( \frac{s(1 - \beta)^2(1 + 3\beta)}{(1 - \beta) \left[ s + \beta \left( 3s + \frac{4}{3} \right) + \beta^2 \right] + \beta(1 + \beta) \left[ \psi \left( \frac{1}{2} \right) - \psi \left( \frac{1}{1 + \beta} \right) \right]} - 1 \right).
\]
(A12)

In the key limit cases the above expression is simplified as

\[
\alpha(\beta \to 0) = \frac{32(3 \ln 2 - 2)}{3 \pi^2 - 28} - 1 = 0.580 127,
\]
(A13)

\[
\alpha(\beta \to 1) = \frac{4(3 \pi^2 - 28)}{42 \zeta(3) + 3 \pi^2 - 76} - 1 = 0.571 412,
\]
(A14)

\[
\alpha(\beta \to \infty) = \frac{3(3 \pi^2 - 28)}{164 - 9 \pi^2 - 96 \ln 2} = 0.559 170,
\]
(A15)

where \(\zeta(n)\) is Riemann’s zeta function. Function \(\alpha(\beta)\) is monotonous and has no singularities. More numerical values are presented in Table II. As one can see, \(\alpha\) varies only slightly over the entire range of \(\beta\) values.

### APPENDIX B: SUMMATION OF KIRKWOOD SERIES

According to Kirkwood,\(^{34}\) the electrostatic energy from a pair of interacting charges to solvation energy of a spherical molecule is

\[
\Delta G_{ii}^{\text{el}} \sim \sum_{l=0}^{\infty} \frac{t P_l(x)}{l + 1} \frac{l}{l + 1} \beta,
\]
(B1)

where \(t = r_{ij}/A^2, 0 < t < 1, x = \cos \theta, \theta\) being the angle between vectors \(r_i\) and \(r_j\) (see Fig. 2), and \(\beta = e_{\text{in}}/e_{\text{out}} > 0\); \(P_l(x)\) is Legendre’s polynomial. In the case of self-term contribution, the series is as follows:

\[
\Delta G_{ii}^{\text{el}} \sim \sum_{l=1}^{\infty} \frac{2}{(2l+1)(2l+3)} \frac{2}{2l+1} \left( \frac{1}{1 + \frac{l}{l+1}} \frac{1}{1 + \alpha \beta} \right).
\]

Note that both series diverge at \(t \to 1\), thus precluding effective numerical implementation of the equations. The goal of this appendix is to regularize the series in Eqs. (B1) and (B2) for the purpose of numerical calculations.

#### 1. Case \(e_{\text{in}} < e_{\text{out}}\)

First, consider the case \(\beta = e_{\text{in}}/e_{\text{out}} < 1\). Let us develop the following Taylor’s series:

\[
\frac{1}{1 + \frac{l}{l+1} \beta} = \frac{1}{1 + \beta - \frac{\beta}{l+1}} = \frac{1}{1 + \beta} \left( 1 - \frac{\beta}{l+1} \right) = \frac{1}{1 + \beta} \sum_{n=0}^{\infty} \left( \frac{\beta}{1 + \beta} \right)^n \frac{1}{(l+1)^n}.
\]
(B3)

Substitution of Eq. (B3) into Eq. (B2) yields
\[
\sum_{l=0}^{\infty} \frac{\beta^l}{1 + \beta t} = \frac{1}{1 + \beta t} \sum_{n=0}^{\infty} \left( \frac{\beta}{1 + \beta} \right)^n
\]

\[
= \frac{1}{1 + \beta t} \sum_{n=0}^{\infty} \left( \frac{\beta}{1 + \beta} \right)^n \frac{\beta^{l+1}}{l+1} \left( \frac{\beta}{1 + \beta} \right)^n
\]

\[
= \frac{1}{1 + \beta t} \sum_{n=0}^{\infty} \left( \frac{\beta}{1 + \beta} \right)^n Q_n(t), \quad (B4)
\]

where \(Q_n(t)\) is the polylogarithm function.

\[
Q_n(t) = \sum_{l=0}^{\infty} \frac{\beta^l}{l+1}.
\]

Equations (B12) and (B14) are valid and converge for any \(\beta\). They are especially computationally efficient for small \(\beta\) when the last term proportional to \(\beta^2\) is negligible, and the first two terms alone may provide the desirable accuracy.

### 2. Case \(\epsilon_{\text{in}} > \epsilon_{\text{out}}\)

Consider now the case \(\beta > 1\). One can obtain the following series for \(l > 0\):

\[
\frac{1}{1 + \frac{l}{l+1} \beta} = \frac{l+1}{l(1+\beta) + 1}
\]

\[
= \frac{l}{1 + \frac{l}{l+1} \beta} + 1
\]

\[
= \frac{1}{1 + \frac{l}{l+1} \beta} + 1
\]

\[
= \frac{1}{1 + \frac{l}{l+1} \beta} + 1
\]

\[
= 1 - \frac{\beta}{1 + \frac{l}{l+1} \beta}
\]

\[
= 1 - \frac{\beta}{1 + \frac{l}{l+1} \beta}
\]

\[
= 1 - \frac{\beta}{1 + \frac{l}{l+1} \beta}
\]

\[
= 1 - \frac{\beta}{1 + \frac{l}{l+1} \beta}
\]

Consecutive use of Eq. (B10) allows one to express \(Q_n(t, x)\) via elementary functions and \(\text{Li}_n(z)\) of the order up to \(k = n\).
In analogy to Eq. (19), we have
\begin{align*}
\sum_{l=0}^{\infty} \frac{t^l}{1 + l + l^2} &= 1 + \sum_{l=0}^{\infty} \frac{t^l}{1 + l + l^2} \left( 1 - \frac{1}{1 + l + l^2} \right)
\end{align*}
\begin{align*}
&= 1 + \frac{t^1}{1 + t} - \sum_{\beta = 0}^{\infty} \frac{(-1)^n}{(1 + \beta)^n} \sum_{l=0}^{\infty} \frac{t^l}{1 + l + l^2}
\end{align*}
\begin{align*}
&= 1 + \frac{1}{1 - t} - \frac{1}{1 + \beta} \sum_{n=0}^{\infty} \frac{(-1)^n}{(1 + \beta)^n} L_n(t).
\end{align*}
(B17)

By analogy, we obtain for the pair interaction term
\begin{align*}
\sum_{l=0}^{\infty} \frac{t^l P_l(x)}{1 + l + l^2} &= 1 + \sum_{l=0}^{\infty} \frac{t^l P_l(x)}{1 + l + \beta} \left( 1 - \frac{1}{1 + l + l^2} \right)
\end{align*}
\begin{align*}
&= 1 + \left( \frac{1}{1 - 2xt + t^2} - 1 \right) - \frac{1}{1 + \beta} \sum_{n=0}^{\infty} \frac{(-1)^n}{(1 + \beta)^n} \sum_{l=1}^{\infty} \frac{t^l P_l(x)}{l^n}
\end{align*}
\begin{align*}
&= \frac{1}{\sqrt{1 - 2xt + t^2}} - \frac{1}{1 + \beta} \sum_{n=0}^{\infty} \frac{(-1)^n}{(1 + \beta)^n} Q_n(t, x),
\end{align*}
(B18)

where another auxiliary function was introduced,
\begin{equation}
Q_n(t, x) = \sum_{l=1}^{\infty} \frac{t^l P_l(x)}{l^n}.
\end{equation}
(B19)

Note that for $0 < t < 1$ and $-1 \leq x \leq 1$ the Legendre polynomial is also bounded, $-1 \leq P_l(x) \leq 1$, and the following inequalities hold:
\begin{equation}
|Q_n(t, x)| \leq \sum_{l=1}^{\infty} \frac{t^l}{l^n} = L_n(t) \leq L_n(1) = \zeta(n).
\end{equation}
(B20)

The same estimate holds for $Q_n(t, x)$.

Comparing definition (B19) with Eq. (B7), it can be easily shown by analogy that
\begin{align*}
Q_0(t, x) &= -1 + \frac{1}{\sqrt{1 - 2xt + t^2}},
\end{align*}
(B21)
\begin{align*}
Q_1(t, x) &= -\ln \left[ \frac{t}{2} \left( 1 - xt + \sqrt{1 - 2xt + t^2} \right) \right],
\end{align*}
(B22)
\begin{align*}
Q_n(t, x) &= \int_0^1 \frac{1}{t} Q_{n-1}(\tau, x) d\tau.
\end{align*}
(B23)

Using Eq. (B23) recursively, $Q_n(t, x)$ may be expressed via elementary functions and $L_n(z)$ of the order up to $k=n$.

Finally, the following equations are obtained:
\begin{equation}
\sum_{l=0}^{\infty} \frac{t^l}{1 + l + l^2} = 1 + \frac{1}{1 - t} - \frac{1}{1 + \beta} \sum_{n=0}^{\infty} \frac{(-1)^n}{(1 + \beta)^n} L_n(t)
\end{equation}
(B24)
\begin{equation}
= \frac{\beta}{1 + \beta} + \frac{1}{1 + \beta} \frac{1 + \beta^2}{1 - t} - \frac{\beta}{(1 + \beta)^2} \ln(1 - t)
\end{equation}
(B25)
\begin{equation}
= \frac{\beta}{1 + \beta} + \frac{1}{1 + \beta} \frac{1}{\sqrt{1 - 2xt + t^2}} - \frac{\beta}{(1 + \beta)^2} \ln \left( \frac{1 - xt + \sqrt{1 - 2xt + t^2}}{2} \right)
\end{equation}
(B26)
\begin{equation}
= \frac{\beta}{1 + \beta} + \frac{1}{1 + \beta} \frac{1}{\sqrt{1 - 2xt + t^2}} - \frac{\beta}{(1 + \beta)^2} \ln \left( \frac{1 - xt + \sqrt{1 - 2xt + t^2}}{2} \right)
\end{equation}
(B27)

It is noteworthy that for a pair of charges such that $\theta = 0$, $P_l(\cos \theta) = 1$, and the Kirkwood equations (8) and (9) coincide. It is easy to see that the optimized series also coincide in the limit $\theta \to 0$: Eq. (B14) reduces to Eq. (B12), and Eq. (B26) reduces to Eq. (B24), as expected.

Note that the terms that contain $1/(1-t)$ and $\ln(1-t)$ in Eqs. (B13) and (B25) have a singularity at $t = 1$. Terms that contain $\sqrt{1 - 2t \cos \theta + t^2}$ in Eqs. (B15) and (B27) only have a singularity when $t = 1$ and $\cos \theta = 1$ simultaneously, which can never happen because atoms do not overlap. Functions $L_n(t)$, $Q_n(t, x)$, and $Q_n(t, x)$ are all bounded from above by the Riemann zeta function $\zeta(n)$ [see Eq. (B20)]. Since $\zeta(2) = \pi^2/6$ and $\zeta(n)$ decreases with $n$, the terms proportional to $L_n(t)$, $Q_n(t, x)$, and $Q_n(t, x)$ do not have any singularities for $n \to 2$.