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How to make precise 

context-sensitive 

analyses scale like 

context-insensitive 

analysis?

Problem



Observations:

• performance of a deep-context analysis is bimodal

• for some methods and objects, more contexts doesn’t 

help but incurs performance overhead



Solution: Introspective analysis

• Run cheap analysis first to see where to analyze context-

sensitively

• use metrics and heuristics to guide our decision

• Selectively refine the analysis

“ a knob for adjusting the precision/scalability tradeoff ”



Outline

● Background: variants of context sensitive analysis

● Metrics and Heuristics : where not to refine

● High-level structure of analysis model

● Datalog rules for points-to analysis

● Evaluation



Background: Context-insensitive analysis
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Background: Context-sensitive analysis

● context-insensitivity

● Call-site sensitivity

● Object-sensitivity

● Type sensitivity

More on type sensitive analysis in the original paper:

Smaragdakis, Yannis, Martin Bravenboer, and Ondrej Lhoták. "Pick your contexts well: understanding 

object-sensitivity." ACM SIGPLAN Notices 46.1 (2011): 17-30.



2objH: 2-object-sensitive analysis with 1 context-

sensitive heap

2obj : up to 2 context-depth of the allocation sites of the 

receiver objects

H: context-sensitive heap

● just by the allocation site (0H) 

● a combination of the allocation site and the calling context 

in which the method containing it is called. (1H)

● add to other kind of context-sensitivity (objH,callH,typeH)



Context-sensitive heap object: H
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Why does scalability barrier arise?

Scenario: a method argument points to n-objects

c contexts 

Best-case:  

n/c points-to facts per context
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Worst-case: 

n*c points-to facts!
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High-level structure of analysis model
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Result

What metrics & heuristics to use?



Decide what to refine

Metric#2 method’s total points-to volume

Compute for every method the cumulative 

size of points-to sets over all local variables.

Metric#3 total field points-to

For each object (i.e., allocation site) 

compute the maximum field points-to set over all of its fields

Metric#5 object’s pointed-by vars

For each object (i.e., allocation site) 

compute the number of local variables pointing to it.
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Example: Heuristics B

What not to refine:

method : calls sites that get invoked with a total 

points-to volume (metric #2) > 10000

object : object allocations that have total field points-

to (metric#3) x pointed-by-vars (metrics#5) >10000. 



Datalog: Input relations
program Instruction

type system & other environment info

where to refine:



Output relations:

VARPOINTSTO ( var : V ,  ctx : C , heap : H ,  hctx : HC )

● VARPOINTSTO relation links a variable (var) to a heap object (heap)

● method calls are qualified by calling contexts ctx

● heap object, heap is qualified with a heap context, hctx



Constructors of contexts:

1CallH

RECORD(heap : H, ctx: C) = ctx

MERGE(heap: H, hctx: HC, invo :I, ctx :C) = invo



Example of Datalog analysis rules

Inferred facts ← previously established facts



Evaluation:

● Our focus: introspective object-sensitivity

-introspective analysis : 2objH-introA, 2objH-introB

-baselines: 2objH and context insensitive



Evaluation metrics

Performance

● running time

Precision 

● Polymorphic virtual call sites (calls that cannot be 

devirtualized)

● reachable methods

● casts that cannot be eliminated

For all the metrics, the lower the better!



Result: Majority of call sites and objects are 

refined







Results:

● Scalability

○ 2objH-Intro scales much better than 2objH

● Precision

○ significant precision gains over a context-insens

○ 2obj-introB precision comparable to 2objH



Conclusion

Tuning (scalability, performance) for context-sensitive 

analysis is possible and practical:

● precision loss is small

● the scalability gain is substantial



Thank you!

Questions?
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