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Abstract.

This paper proposes a new method for estimating the error in the solution of matrix equations. The estimate is based on the adjoint method in combination with small sample statistical theory. It can be implemented simply and is inexpensive to compute. Numerical examples are presented which illustrate the power and effectiveness of the new estimate.
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1 Introduction

Matrix equations play an important role in applied mathematics and control theory. Examples of well-known matrix equations include the Sylvester equation

\[(1) \quad AX - XB = C,\]

where \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^{n \times m},\) and \(X \in \mathbb{R}^{n \times m}\) is to be determined. The Sylvester equation arises in many applications. For example, the finite difference discretization of a separable elliptic boundary value problem on a rectangular domain can be written in the form of a Sylvester equation [20]. The Sylvester equation arises also in the design of reduced order observers [2], and in many eigenproblems [1], [11]. When \(B = -A^T\), the Sylvester equation reduces to the Lyapunov equation

\[(2) \quad AX +XA^T = C.\]

Important applications of the Lyapunov equation include model reduction [3], [17], stability analysis of linear systems [18] and in the solution of another important matrix equation: the algebraic Riccati equation

\[(3) \quad A^TX +XA -XGX = W,\]

which is widely applied in optimal control theory [15], [16].

In this paper we are concerned with estimating the error in the solution of matrix equations. First we must specify the norm with which to measure the error. In the literature of perturbation
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theory for matrix equations, the Frobenius norm is most often used because it is the vector 2-norm when the system is formulated as a linear system (see [13] as an example). Perturbation theory based on other norms has also been discussed for some special cases. In particular, a highly effective simple method for estimating the error in the spectral norm for the stable Lyapunov equation and the algebraic Riccati equation has been proposed in [9], [12], [16]. We briefly describe this method for the stable Lyapunov equation. Suppose $A$ is stable. Thus all the eigenvalues of $A$ are in the left-half plane. For the Lyapunov equation (2), the solution $X$ has the form

$$X = \int_0^\infty e^{At}C e^{AT} \text{d}t.$$ 

Consider the perturbed matrix equation

$$(A + \Delta A)(X + \Delta X) + (X + \Delta X)(A + \Delta A)^T = C + \Delta C.$$ 

The corresponding error $\Delta X$ also has the form

$$\Delta X = \int_0^\infty e^{At}(\Delta C + \Delta A(X + \Delta X) + (X + \Delta X)\Delta A^T)e^{AT} \text{d}t.$$ 

For the spectral norm, let $u$ and $v$ denote the left and right singular vectors of unit length of $\Delta X$, such that

$$u^*\Delta X v = \|\Delta X\|.$$ 

We have

$$\|\Delta X\| \leq \int_0^\infty u^*\Delta u \|\Delta C + \Delta A(X + \Delta X) + (X + \Delta X)\Delta A^T\|e^{AT}u \text{d}t.$$ 

Then the spectral norm condition number is given by [12]

$$K = 2\|A\|\|H\|,$$

where $H$ solves the equation $AH + HA^T = -I$, and $\int_0^\infty \|e^{At}u\|^2 \text{d}t \leq \|H\|$ for any unit length $u$. The relative error is bounded by

$$\frac{\|\Delta X\|}{\|X + \Delta X\|} \leq K \left[ \frac{\|\Delta A\|}{\|A + \Delta A\|} + \frac{\|\Delta C\|}{\|C + \Delta C\|} \right].$$

The relation (6) is also used in [9] to estimate the error in the Frobenius norm although no proof is given. This error bound is specific to the stable Lyapunov equation, because only with stability do we have the formula (4). For the unstable Lyapunov equation, a counterexample can be found in [9]. There is a formula similar to (4) for the stable Sylvester equation. However, a similar generalization based on that formula requires the solution of the matrix equations $AH_1 + H_1A^T = -I$ and $BH_2 + H_2B^T = -I$, which is much costlier than the case of the stable Lyapunov equation.

In this paper we are concerned with the Frobenius norm of the general matrix equation. To simplify the presentation, we will take the Sylvester equation as our example. Numerical results will be given for both the Sylvester and Lyapunov equations.

For the Sylvester equation, it is well known that when $A$ and $B$ have no eigenvalues in common, the Sylvester equation (1) is nonsingular. Numerical algorithms for the solution of the Sylvester equation can be found in [10], [11], [13]. Perturbation theory for the Sylvester equation has been studied as a generalization of perturbation theory for linear systems [8], [13]. For this purpose, (1) is written in the form

$$(I_n \otimes A - B^T \otimes I_m)\text{vec}(X) = \text{vec}(C),$$
where $A \otimes B = (a_{ij}B)$ is the Kronecker product, and the $\text{vec}$ operator stacks the columns of a matrix into one long vector. An error bound is then formed using the condition number of the linear system (7). Here we have to be very careful because the transformation from (1) to (7) may turn an ill-conditioned system to a well conditioned one. For example, in [8] the condition number is defined as

$$k(A, B) = \frac{\max_i \sigma_i(A \otimes I - I \otimes B^T)}{\min_i \sigma_i(A \otimes I - I \otimes B^T)}.$$  

This is the condition number of the linear system (7) but may not give an accurate measurement of the condition of the Sylvester equation (1). Consider the following example

**Example 1** Let

$$A = \begin{bmatrix} 1 + \epsilon & 0 \\ 0 & 1 - \epsilon \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} \epsilon & 0 \\ 0 & -\epsilon \end{bmatrix},$$

where $\epsilon$ is very small. The estimate (8) yields a moderate condition number but the original system (1) is ill-conditioned. The eigenvalues of $A$ are very close to the eigenvalues of $B$, which makes this system very close to a singular one. The reason for this discrepancy is the poor condition of the transformation from (1) to (7).

The problem of estimating the condition of a matrix equation is considered also in [13]. Consider the perturbed Sylvester equation

$$\begin{equation}
(A + \Delta A)(X + DX) - (X + \Delta X)(B + \Delta B) = C + \Delta C,
\end{equation}$$

where $\|\Delta A\|_F \leq \epsilon \alpha, \|\Delta B\|_F \leq \epsilon \beta$, and $\|\Delta C\|_F \leq \epsilon \gamma$. Let $P = I_m \otimes A - B^T \otimes I_n$. After dropping the second-order terms, we obtain

$$A\Delta X - \Delta X B = \Delta C - \Delta A X + X \Delta B.$$  

Writing this system in the form

$$P \text{vec}(\Delta X) = \begin{bmatrix} X^T \otimes I_n \\ I_m \otimes X \\ I_{nm} \end{bmatrix} \begin{bmatrix} \text{vec}(\Delta A) \\ \text{vec}(\Delta B) \\ \text{vec}(\Delta C) \end{bmatrix},$$

the condition number is given by ([13], p. 318)

$$\Phi = \|P^{-1}[\alpha (X^T \otimes I_n) - \beta (I_m \otimes X) - \gamma I_{nm}]\|_2/\|X\|_F.$$  

This can be simplified and weakened to the more often quoted condition number (see [12], for example)

$$\Psi = \|P^{-1}\|_2 \frac{(\alpha + \beta)\|X\|_F + \gamma}{\|X\|_F}.$$  

The error bound is then given by

$$\frac{\|\Delta X\|_F}{\|X\|_F} \leq \sqrt{3} \Phi \epsilon,$$

or

$$\frac{\|\Delta X\|_F}{\|X\|_F} \leq \sqrt{3} \Psi \epsilon.$$
It is well known that (10) generates a sharper condition number than (11) but the computation of (10) is more expensive. Both $\Psi$ and $\Phi$ yield large condition numbers for example 1, which reflects the ill-conditioning of the system. However, the computational cost to determine $\|P^{-1}\|$ is high. Iterative methods are generally used to estimate this term. Moreover, this definition is based on norm-wise analysis. It assumes that the norm of the perturbations is bounded by $\epsilon$ times the norm of the data. This assumption cannot take into account the structure of the perturbation. Thus for structured problems, norm-wise estimates yield an overestimate. For example, consider the following well-conditioned system

Example 2

\begin{equation}
A = \begin{bmatrix}
2 & 0 \\
0 & \delta
\end{bmatrix}, B = \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}
\end{equation}

which has the unique solution $X = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}$. The norm-wise condition number gives $\Phi = O(\frac{1}{\delta})$, $\Psi = O(\frac{1}{\delta^2})$. When $\delta$ is small, this is a large overestimate of the error. In this case, we need component-wise analysis, which has been proposed for linear systems [5], [13], [19]. Component-wise analysis scales the perturbation with the data and usually gives a sharper estimate. But it has not yet been applied to the perturbation theory of matrix equations, to the best of our knowledge.

Yet another motivation for an improved error estimation method is the subspace condition. For some problems, we may be concerned with a subspace of the solution rather than the full space. This requires a well-conditioned subspace solution only. In this case, even if the whole system is ill-conditioned, we may still be able to safely obtain a solution in a well-conditioned subspace. Such examples for linear systems can be found in [5], [6].

In this paper we will present a new method for error estimation of matrix equations. It yields the component-wise error estimate and can be used to obtain a subspace error estimate. The computational cost is low, and with high probability the result is accurate to within a factor of 10, which is the usual requirement for error estimates. Numerical experiments show that this method gives a sharper error estimate than (11) for the general Sylvester equation. It is much cheaper than (10), while the accuracy is similar. It yields a much sharper error estimate for matrix equations with some special structures. For the stable Lyapunov equation, our method yields an error estimate which is sharper than (6), but at a higher computational cost. This paper is organized as follows. In Section 2 we introduce the method of adjoint sensitivity analysis for matrix equations. In Section 3 we present the error estimation technique, which is based on adjoint sensitivity analysis and the small sample statistical method[4]. Numerical results are given in Section 4.

2 Sensitivity Analysis for Matrix Equations

We derive our method for the general nonlinear matrix equation. Consider the perturbations as parameters of the system. Then the matrix equation is formulated as

\begin{equation}
F(X, p) = 0,
\end{equation}

where $X \in R^{m \times n}$, $F : R^{m \times n} \rightarrow R^{m \times n}$, and $p$ is a vector which represents the perturbations. The question we are concerned with is how the solution of (13) will change when the corresponding parameters $p$ change. Thus we wish to estimate the magnitude of the corresponding sensitivity $X_p$.

When there are many components of $X$ and parameters $p$, the corresponding sensitivity $X_p$ has a high dimension. In this section we show how to use the adjoint method to efficiently compute
the sensitivity of a scalar function \( g(X) \) with respect to the parameters \( p \). In the following section, we will show how to use this method together with small sample statistical theory to estimate the magnitude of \( X_p \) and hence the error of the solution.

Consider a scalar function \( g: R^{m \times n} \rightarrow R \). For any parameter \( p \), we have

\[
\frac{dg}{dp} = \sum_{i,j} \frac{dg}{dx_{ij}} \frac{dx_{ij}}{dp}.
\]

\( \frac{dg}{dx_{ij}} \) can be formulated as a matrix, denoted by \( \frac{dg}{dx} \). For example, if \( g(X) = \|X\|_F \), \( \frac{dg}{dx} = \frac{X}{\|X\|_F} \).

We will make use of the inner product of two matrices, defined by

\[
<X, Y> = tr(X^TY) = \sum_{i,j} x_{ij}y_{ij}.
\]

Note that \( \|X\|_F = (\langle X, X \rangle)^{\frac{1}{2}} \). We can express the sensitivity of \( g(X) \) with respect to \( p \) as

\[
\frac{dg}{dp} = \langle \frac{dg}{dx}, X_p \rangle.
\]

On the other hand, from

\[
F(X, p) = 0,
\]

we have

\[
F_p + \frac{dF}{dX}(X_p) = 0,
\]

where \( \frac{dF}{dX} \) is the differential operator defined as

\[
\frac{dF}{dX}(Y) = \lim_{h \to 0} \frac{F(X + hY) - F(X)}{h}.
\]

Taking the inner product of both sides of (17) with a matrix \( \Lambda \) yields

\[
\langle \Lambda, F_p + \frac{dF}{dX}(X_p) \rangle = 0,
\]

thus

\[
\langle \Lambda, \frac{dF}{dX}(X_p) \rangle = -\langle \Lambda, F_p \rangle.
\]

Now the basic idea of the adjoint method is to choose \( \Lambda \) so that

\[
\langle \Lambda, \frac{dF}{dX}(X_p) \rangle = \langle \frac{dg}{dx}, X_p \rangle.
\]

Then the sensitivity can be computed easily by

\[
\frac{dg}{dp} = -\langle \Lambda, F_p \rangle.
\]

To accomplish this, let the adjoint operator \( \left( \frac{dF}{dX} \right)^* \) of \( \frac{dF}{dX} \) be defined by

\[
\langle Z, \frac{dF}{dX}(Y) \rangle = \langle \left( \frac{dF}{dX} \right)^*(Z), Y \rangle.
\]
Now solve the adjoint equation

(22) \[ \left( \frac{dF}{dX} \right)^*(\Lambda) = \frac{dg}{dX} \]

for the matrix \( \Lambda \). Then the sensitivity is given by (20).

For the Sylvester equation, we have \( F(X) = AX - XB - W \). The differential operator is given by

\[ \frac{dF}{dX}(Y) = AY - YB. \]

Thus

\[ < Z, \frac{dF}{dX}(Y) > = < Z, AY - YB > = < A^T ZX - ZB^T, Y >. \]

The adjoint operator is given by

\[ \left( \frac{dF}{dX} \right)^*(Z) = A^T Z - ZB^T, \]

and the adjoint equation is

(23) \[ A^T \Lambda - \Lambda B^T = \frac{dg}{dX}. \]

The sensitivity \( \frac{dg}{dp} \) is then given by \( < \Lambda, A_p X - XB_p - W_p >. \)

3 Error Estimate

We use sensitivity analysis to obtain the error estimate. The perturbations to the data are considered as parameters of the system. The error estimate is based directly on the sensitivity to these perturbations. Note that we do not need to be able to compute the sensitivity very accurately. We seek to estimate the magnitude of the error to within a factor of 10.

The perturbations arise from data error or from round-off error. Either relative or absolute error may be of the most concern, depending on the situation. Relative error is usually of the greatest concern in numerical solution. Thus in the following discussion we will focus on the relative error. The absolute error estimate is easy to obtain in a similar manner.

First let us consider the change in a scalar function \( g \) with respect to the perturbations. We have

\[ |g(X(0)) - g(X(p))| \approx \sum_p \left| \frac{dg}{dp} \right| |p| \]

when the perturbations \( |p| \) are small. Suppose \( |p| < \epsilon \). Then

(24) \[ |g(X(0)) - g(X(p))| \leq \sum_p \left| \frac{dg}{dp} \right| \epsilon, \]

where \( \frac{dg}{dp} \) is given by (20). Note that \( \Lambda \) is independent of \( p \), and

(25) \[ \sum_p \left| \frac{dg}{dp} \right| = \sum_p \left| < \Lambda, F_p > \right|. \]

Then (24) and (25) give the error estimate for the scalar function \( g \).

Our objective is to estimate the error in the solution of a matrix equation. The error is a multi-dimensional function of the solution. However, to use a multi-dimensional function to compute the estimate would be too expensive. Thus a strategy for making use of scalar functions to estimate
the error of the vector (matrix) is needed. For the general case, we make use of the small sample statistical method introduced in [14].

Consider $\Delta X$ as a vector. One way to estimate $\|\Delta X\|_F$ is to take its inner product with a vector randomly selected from the unit ball $S_{k-1}$, where $k$ is the dimension of $\Delta X$. For the Sylvester equation, $k = nm$. Let the random matrix selected from the unit sphere $S_{k-1}$ be $R$. According to [14], we have

$$E(\langle R, \Delta X \rangle) = E_k \|\Delta X\|_F,$$

where $E$ denotes the expectation, and $E_1 = 1$, $E_2 = \frac{2}{\pi}$, and for $k > 2$,

$$E_n = \frac{1 \cdot 3 \cdot 5 \cdots (k-2)}{2 \cdot 4 \cdot 6 \cdots (k-1)} \quad \text{for } k \text{ odd},$$

$$E_n = \frac{2}{\pi} \frac{2 \cdot 4 \cdot 6 \cdots (k-2)}{1 \cdot 3 \cdot 5 \cdots (k-1)} \quad \text{for } k \text{ even}.$$

$E_k$ can be estimated by $\sqrt{\frac{2}{\pi(k-\frac{1}{2})}}$. $\|\Delta X\|_F$ can be estimated, using one random matrix, by

$$\|\Delta X\|_F \approx \frac{\langle R, \Delta X \rangle}{E_k}.$$

Thus we can define the scalar function $g(X) = \langle R, \Delta X \rangle$. Then $\Delta g = \langle R, \Delta X \rangle$. Since $g$ is a scalar function, the sensitivity estimate from Section 2 can be applied.

The corresponding probability for one random matrix is given by

$$P_{\|w\|} \left( \frac{1}{w} \|\Delta X\|_F \leq \frac{\langle R, \Delta X \rangle}{E_k} \leq w \|\Delta X\|_F \right) \approx 1 - \frac{2}{\pi w}.$$

Suppose we require an error estimate which is accurate to within a factor of 10. Then for one random matrix, the probability of a good estimate is about 93%. If we need a higher probability or a more accurate estimate, more random matrices can be used. Usually we use 2 or 3 random matrices. Let $R_i$ be orthogonal random matrices selected from $S_{k-1}$. $\langle R_i, R_j \rangle = 0$ if $i \neq j$. Define $v_i = |\langle R_i, \Delta X \rangle|$. The error estimates are given by

$$e_2 = \frac{E_2}{E_k} \sqrt{v_1^2 + v_2^2}$$

with 2 random matrices and

$$e_3 = \frac{E_3}{E_k} \sqrt{v_1^2 + v_2^2 + v_3^2}$$

with 3 random matrices. The corresponding probabilities are

$$P_{\|w\|} \left( \frac{1}{w} \|\Delta X\|_F \leq e_2 \leq w \|\Delta X\|_F \right) \approx 1 - \frac{\pi}{4w^2}$$

and

$$P_{\|w\|} \left( \frac{1}{w} \|\Delta X\|_F \leq e_3 \leq w \|\Delta X\|_F \right) \approx 1 - \frac{32}{3\pi^2w^3}.$$

Letting $w = 10$, using 2 random matrices gives probability 99.21%, while using 3 random matrices gives probability 99.89%. $v = |\langle R, \Delta X \rangle|$ is estimated by solving the adjoint equation (22). Then (24) and (25) yield the bound. Let $\Lambda$ be the solution of (22) and $u = \sum \rho|\langle \Lambda, \frac{d\rho}{d\rho} \rangle|$. Then $|v| \leq |u| \epsilon$. Note that the computational cost is not high because we can use the matrix decomposition which was formed when solving the original system. For example, the Schur decomposition used in the solution of the Sylvester equation can be used for solving the corresponding adjoint equation. Below we describe the algorithm using 2 random matrices.
**Error estimate algorithm with 2 random matrices** Suppose we have solved the original matrix equation (1) and the corresponding matrix decomposition is available.

Step 1: Randomly choose 2 orthogonal matrices \( R_1, R_2 \) from the unit sphere \( S_{k-1} \). Solve (22) for the corresponding \( \Lambda_1, \Lambda_2 \).

Step 2: Compute

\[
u_i = \sum_p | < \Lambda_i, \frac{dF}{dp} > |.\]

Then the absolute error estimate for \( \| \Delta X \|_F \) is given by

\[
e = \frac{E_2 \sqrt{u_1^2 + u_2^2}}{E_k} \epsilon.
\]

The relative error estimate for \( \frac{\| \Delta X \|_F}{\| X \|_F} \) is given by \( \frac{\epsilon}{\| X \|_F} \).

By choosing the scalar function in an appropriate manner, we can generalize the above algorithm to produce a subspace error estimate. Suppose we want to estimate the error of \( Y = PXQ \), where \( P \in \mathbb{R}^{p \times n}, Q \in \mathbb{R}^{m \times q} \) with \( p \ll n, q \ll m \). We first select a random matrix \( R \in \mathbb{R}^{p \times q} \) uniformly from the unit sphere \( S_{k-1} \), where \( k = p \times q \). Then, defining \( g(X) = < R, PXQ > \), the adjoint method and small sample statistical method can be applied as before. Note that in this case \( \frac{d\theta}{dX} = P^T R Q^T \).

**Sylvester equation** For the Sylvester equation, the sensitivity with respect to perturbations in \( C \) is easy to compute. It is bounded by \( < |A|, |C| > \). For perturbations in \( A \), considering the relative error, let \( \delta a_{ij} = \epsilon_{ij} a_{ij} \). Then

\[
\frac{\partial F}{\partial \epsilon_{ij}} = a_{ij} X = a_{ij} e_{ij} X,
\]

and

\[
< \Lambda, \frac{\partial F}{\partial \epsilon_{ij}} > = \sum_k [a_{ij} \lambda_k x_{jk}].
\]

The sensitivity with respect to perturbations in \( B \) can be obtained similarly. Thus

\[
\sum_p \left| \frac{d\theta}{d\theta} \right| = < |A|, |W| > + \sum_{ij} \left| \sum_k a_{ij} \lambda_k x_{jk} \right| + \sum_{ij} \left| \sum_k b_{ij} \lambda_k x_{ki} \right| \leq < |A|, |A||X| + |X||B| + |C| >.
\]

**Remark:** We should comment on the difference between this method and the original small sample statistical estimation for matrix equations as in [14]? The method in [14] generates the random vectors from the perturbation space, while our method generates the random vectors from the solution space. For example, for a linear system \( Ax = b \), [14] generates random vectors \( Z_A, Z_b \) with unit length (dimension \( n^2 + n \)), then multiplies them by a small number \( \delta \) and solves the system \((A + \delta Z_A)(x + \Delta x) = b + \delta x_b \). Thus \( \frac{\delta z_{x_{ik}}}{\delta \delta} \) is the condition number estimated. The choice of \( \delta \) is critical and there is no good rule for it. Our method generates random vectors \( z \) with unit length (dimension \( n \)) from the solution space, constructs a derived function \( g(x) = z^T x \), and then solves the adjoint equation. Thus we avoid the critical choice of \( \delta \), and we generate lower dimension random vectors.
Figure 1: Overestimate ratio of our method \(\text{error estimate (10)}\) \(\frac{\text{error estimate (11)}}{\text{actual relative error}}\) (left), condition estimate \(\text{error estimate (11)}\) \(\frac{\text{error estimate (10)}}{\text{actual relative error}}\) (middle), and condition estimate \(\text{error estimate (10)}\) \(\frac{\text{error estimate (11)}}{\text{actual relative error}}\) (right) for 1,000 Sylvester equations with randomly generated dense matrices \(A, B\) and \(X\) of dimension 10.

4 Numerical Experiments

The numerical experiments were performed in Matlab on a Linux computer. We chopped the data so that the round-off error is \(10^{-8}\), in order to avoid any possibility of differences in the conclusions that could be caused by different machine precisions.

The numerical experiments are based on randomly generated data. We compare our error estimates with the condition error estimates (10), (11), and, when applicable, with the method (6) proposed in [12] for the stable Lyapunov equation. We first generate the random matrices \(A, B\) and \(X\). Then \(C\) is determined by \(C = AX - XB\). We chop the data of \(A, B\) and \(C\) to a relative error of \(10^{-8}\). Then we solve \(A\tilde{X} - \tilde{X}B = C\). We compare the error estimates and the actual relative error \(\frac{\|X - \tilde{X}\|_F}{\|X\|_F}\). For the error estimate (10) and (11), \(\|P^{-1}\|\) is computed accurately without approximation.

When we consider the error estimate, every possible perturbation is taken into account. This usually yields an overestimate of the relative error. In all of our experiments, seldom is an underestimate generated. Thus we only compare the overestimate ratio \(\frac{\text{error estimate}}{\text{actual relative error}}\).

1. Dense Sylvester Equation In Figure 1, we compare the overestimate ratio of different estimates for 1000 randomly generated matrices \(A, B\) and \(X\) of dimension 10. The mean value of the overestimate ratio of our method is 30.73, while the mean value of the overestimate ratio of (10) is 43.12 and the mean value of the overestimate ratio of (11) is 98.28. In the extreme case, (10) gives an overestimate ratio as high as 4,486, and (11) gives an overestimate ratio as high as 10,200, while the highest overestimate ratio given by our method is 1,308. We can see that generally our method gives a sharper estimate. As we have mentioned, the computational cost for our method is also lower.

2. Diagonal Matrices If the Sylvester equation has some special structure, our method can give much better results. In this experiment we randomly generate diagonal matrices \(A\) and \(B\). Because of the special structure, the actual relative error is small. The overestimate ratio is plotted in Figure 2. The mean value of the overestimate ratio of our method is 11.58, while the mean value of the overestimate ratio of (10) is 17.96, the mean value of the overestimate ratio of (11) is 60.37. In the extreme case, (11) gives an overestimate ratio as high as 2,467, and (10) gives an overestimate ratio as high as 722, while the highest overestimate ratio given by our method is 19.44.
Figure 2: Overestimate ratio of our method $\text{error estimate}$ (left), condition estimate (11) $\text{error estimate}$ (middle), and condition estimate (10) $\text{error estimate}$ (right) for 1,000 Sylvester equations with randomly generated diagonal matrices $A$ and $B$, and dense matrices $X$ of dimension 10.

Figure 3: Overestimate ratio of our method (left), condition estimate (10) (middle) and the method (6) of [12] (right) for 1,000 Lyapunov equations with randomly generated stable matrices $A$, and dense matrices $X$ of dimension 10.

3. Stable Lyapunov Equation For the stable Lyapunov equation, [12] gives a simple error estimate (6). In this experiment, we randomly generate 1,000 stable matrices $A$ of dimension 10. The overestimate ratio of (6) is compared with our method and the condition estimate method (10) (since (10) is sharper than (11) ). The result is plotted in Figure 3. The mean value of the overestimate ratio of our method is 22.90, while the mean value of the overestimate ratio of (10) is 12.31, and the mean value of the overestimate ratio of (6) is 53.00. We can see that our method gives a sharper estimate than (6) but we note that the computational cost of (6) is lower unless we use only one random matrix to generate our error estimate method (but then it is less reliable).

5 Conclusion

In this paper we proposed a new method for error estimation for matrix equations, based on the adjoint sensitivity method and small-sample statistical theory. Our method has low computational cost, and probability of 99% for the accuracy of the error estimate to be within a factor of 10. Numerical experiments show that our method yields sharper estimates for randomly generated dense Sylvester equations than the standard error estimate. For stable Lyapunov equations, our method's computational cost is higher than that of the error estimate proposed in [12], but the estimate is sharper. Our method can be generalized in a straightforward manner to other matrix equations, for example, the discrete-time Lyapunov equation and the algebraic Riccati equation.
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