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Abstract. This paper presents a framework for crowd modeling that
produces socially plausible animation behaviors. Our high-level behav-
ioral model is able to produce appropriate animated behavior that in-
cludes synchronized body-orientation and gesture of individual actors
within the simulation. Because the model operationalizes a well-founded
social-linguistic Common Ground (CG) theory of human interaction,
the behavior chains form meaningful interactions among the actors. The
model includes micro-behaviors relating to CG theory, and macro-behavior
relating to the animation context. This allows reuse of the micro-behaviors
as animation contexts change and flexible adaptation to different anima-
tion contexts.
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1 Introduction

Producing realistic simulations of multiple characters is a challenging task. To
construct plausible facsimiles of real crowd movements, it is not enough to pro-
vide animated characters merely with visually pleasing motion styles and variety
of appearance in a simulated crowd. Providing a higher behavioral fidelity plays
a vital role in the simulation. When multiple characters are involved in a sim-
ulation, realism is enhanced when the actors interact and coordinate behaviors
with other characters in a socially plausible human-like manner.

In our previous work [22, 23], we presented a group coordination model in-
formed by Common Ground (CG) theory by Clark [5] to incorporate the impact
of social interaction among group members in crowd simulations. Given that a
crowd typically consists of many number of small groups and crowd dynamics
emerges from the interaction of the groups [6, 12], we proposed a coordination
model reflecting the communication process of group members by which a cohe-
sive movement is maintained. A set of experiments showed notable differences
resulted in the simulations in terms of congestion level and crowd circulation
pattern when our coordination model is enabled. In this paper, we extend the
coordination model to accommodate high-level socially-aware behavioral realism
of animated characters in a crowd simulation.

A key contribution of this paper is that we present a framework for crowd
modeling that produces socially plausible animation behaviors, where individu-
als within the crowd belong to different social groups, and where the behavior



responds to events and scenarios in the simulation environment. The high-level
behavioral model is able to produce appropriate animated behavior that includes
synchronized body-orientation and gesture of individual actors within the sim-
ulation. Because the model operationalizes a well-founded social-linguistic CG
theory of human interaction, the behavior chains form meaningful interactions
among the actors. The model includes micro-behaviors relating to CG theory,
and macro-behavior relating to the animation context (e.g., military coordi-
nation strategies, cultural preferences, etc.). This allows ‘reuse’ of the micro-
coordination behaviors as animation contexts change and flexible adaptation to
different animation contexts.

The remainder of this paper is organized as follows: Section 2 provides a brief
overview of the related work in crowd simulation. We describe our framework
for crowd modeling in Section 3. Section 4 presents our implementation choices
and the results of simulations. We draw conclusions and provide possible future
research directions in Section 5.

2 Related Work

In the past years a great deal of effort has been put in the field of group and
crowd simulation. These include approaches to variants of agent-based methods
incorporated with local rules [20, 28], social force models [9], velocity models [1,
8], and physics based approaches [11, 21]. Recently much attention has been
given to model human-like behaviors and autonomous agents. These include
incorporating psychological effects [10, 25], culture-specific behavior patterns [7,
32], and human cognition process [14, 29, 34] into a crowd model. To imitate
real crowd dynamics, some studies focus on creating realistic human walking
paths [3, 27], leader-following behaviors [16], and spatial group structure [19].
However these studies place much emphasis on collision avoidance and path
planning, and animated characters are mostly equipped with simple ambulatory
action skills.

There are a number of studies on embodied conversational agents (ECAs),
which aim to model realistic non-verbal conversational behaviors of animated
characters [4, 13, 24, 30]. ECAs combine synthesized speech with hand gestures,
head movements and facial expressions to create believable social avatars in
conversational setting. Most of these works do not address dynamic movement
and positioning of characters, hence restrict the scope of applications.

Numerous approaches to motion synthesis and editing have been proposed
to provide physically realistic human motions [17, 18]. To simulate sophisticated
character motions, character behavior adaptation techniques accounting for the
environmental objects and other characters have been proposed in [15, 27, 31,
33]. The main limitation of these approaches is that only reactive actions are
generated with local information about the surroundings. Some approaches con-
cern spatial and temporal alignments of gestures among characters, however
the motion selection is not tightly coupled to the underlying simulation model.
Therefore the sequence of character gestures does not form socially meaningful



interactions. In our framework, behaviors for a character are determined by the
dynamic social and environmental context in which the character functions.

3 Crowd Model Framework

A theory of CG by Herbert Clark from social-psychology and linguistics [5] sup-
ports the theoretical foundation of our group coordination model. CG refers to
the mutual understanding accumulated among participants in a joint activity.
It is achieved through an interactive process in which participants exchange evi-
dence in order to reach mutual understanding. We model the process of perform-
ing group navigation in the CG framework, in which members of a group must
communicate and maintain a state of mutual understanding for the successful
joint navigation.

We use a scenario, which will be referenced throughout this section, to de-
scribe how the joint navigation is framed in the CG model and how the behavior
is consistently carried through from simulation through to character animation.
Suppose that A and B walk in a shopping mall. A spies a bag in a store that
she wants to look at, and informs B of her plan to visit the store and to return
to their current location, x. We denote the plan to split up and reunite at x as
M. For the plan to succeed, A needs to know that B knows the plan M. This,
however, is insufficient for coordination. B needs to know that A knows that
he is privy to P , otherwise he might not be convinced that A will return to x.
Furthermore, if the agreement ends here, A may not know that B knows that
she knows the plan, and may, therefore not be confident to execute the plan.
Hence, A needs to know that B knows that she knows the plan.

The CG may be arrived at verbally, or may be enacted through action. For
example, A may signal her intention by pointing toward the store and pointing
to their current location x. This requires that B be within the range of sight and
be looking at A. A needs to see that B is looking at her, and has signaled agree-
ment (e.g., by nodding). B needs to see that A sees his nodding. Finally A needs
to see that B sees that she has seen and acknowledged the plan. As described
here, a behavior chain of actors is generated over the course of communication
at simulation time, and this information can be associated with character ani-
mation. We define two kinds of behaviors; micro-behavior and macro-behavior.
Micro-behavior relates to the communicative actions and gestures towards
mutual understanding among group members, and macro-behavior refers to
overall actions determining the spatial movements of members to accomplish a
joint navigation. A’s proceeding to a store and returning to x, and B’s waiting
at x are macro-behaviors in our scenario.

3.1 System Overview

Figure 1 shows an architecture of our crowd modeling framework, composed of
simulation engine and rendering engine. A simulation engine includes a goal gen-
erator, situation assessment module and coordination planner. In our simulation
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Fig. 1. System architecture

each character is motivated by stochastically generated and/or environmentally
driven goals. These goals are represented as specific and definable geographic
points in a given virtual environment. A random event generator triggers char-
acters to have these goals. For example, a members of groups may have to visit
the restroom (stochastically generated goal), or a member of a group may see a
store that sells something she is interested in (environmentally driven goal).

When a character receives a goal event trigger, a situation assessment module
evaluates the spatial relation among group members and the state of immedi-
ate environment for the character. A coordination planner collects the result of
situation evaluation and selects appropriate micro- and macro-behaviors from
databases in which each of micro- and macro behaviors are coded separately
as alternatives. As a result, information of position, orientation, velocity, and
action specification defining kind of behavior and activation time is generated
for each character at each frame. The information forms an action script and is
transmitted to a rendering engine. A rendering engine works in accordance with
databases of characters’ skeleton, mesh, skin, and pre-canned animation cycles
to render out the animated actors given the input of action script. The set of ani-
mation sequences has been designed to support the repertoire of motions defined
in the micro- and macro-behavior databases.

3.2 Coordination Model

Given an event goal trigger, a character initiates communication with group
members by exhibiting a micro-behavior. As a response to the initiator’s action,
the rest of group members present proper micro-behaviors. Table 1 shows a
general flow of the interactive process to establish CG between any two members
Ai and Aj of group Gk. A communicative action taken at each step is a micro-
behavior, and a particular set of macro-behaviors is adopted as a consequence
of the coordination.

Micro-behavior We show examples of the high-level communication intents
and how they are represented as bodily behaviors in Table 2. Available micro-



Table 1. Interactive process to establish CG

step Action Description

1 Ai acts to satisfy conditions for communication initiation.
2 Ai requests attention by performing a signaling action.
3 Aj gives attention to Ai.
4 Ai proposes a macro-behavior plan, Mβ (i.e. select Mβ).
5 Aj signifies acknowledgement for Mβ .
6 Ai comfirms Aj ’s acknowledgement.

7 If CG is achieved,
Return TRUE (i.e. execute Mβ),

Else Return FALSE (coordination failed).

behaviors are not limited to the given list, and any action reflecting what human
carries out during the course of interaction can be added.

Table 2. Examples of communication intents and corresponding micro-behaviors

Communication Intent Micro-behavior

Initiate communication Call out, move toward, turn toward
Request attention Call out, look at other, wave hands
Give acknowledgement Look at other, head nod
Suggest a macro-behavior Point toward direction

A specific micro-behavior is selected by the result of situation assessment.
Figure 2(a) shows a sensory model of a character, by which the information on
the surroundings situation is collected. Touch is sensed within range of character
radius r, hearing can be omnidirectional with range limitation dh, and vision
is directional and is effective up to a range, dv, along its body direction (for
simplicity, body orientation is synonymous to gaze direction in our model) and
within a field of view defined by an angle, α. Details on the situation assessment
process may be found in [22].

Figure 2(b) illustrates possible spatial relations of any two agents, A and B.
In this case, A is the initiator of an interactive exchange. Hence A has to evaluate
the state of perception of B depending on where she is with respect to B. There
are six possible spatial relations, labeled A1 . . . A6 in the figure. If A determines
it is in the A3 position, it is outside the immediate perception of B and has
to move into a position where one of her means of communication is possible.
A micro-behavior may then be selected to move within B’s field of view (for
example, position xi), and wave at B to get his attention. An alternative micro-
behavior choice may be to have A walk into hearing range (e.g., position xj), and
calling out to B to get his attention. If the former micro-behavior is selected, B
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Fig. 2. (a) Sensory model of a character (b) Possible spatial relations of group members

may respond by looking at A and nodding his head in acknowledgement. Then
A may suggest a macro-behavior plan M by pointing toward the store and then
to the ground. B will have to look at where A is pointing and turn back to A
to signal that he has seen what she is pointing at and acknowledges her plan
by nodding. Finally A has to show that she understands that B is in on the
plan by nodding back. This range of possible choices picked either randomly or
based on some actor-specific preference may serve to make the simulation seem
less mechanistic or fully deterministic, thereby adding to realism. The key is
that the design of the micro-behaviors conform to the rules for CG negotiation
outlined at the beginning of this section. Similarly, each configuration A1, . . . , A6

can initiate a set of appropriate micro-behaviors.

Spatial movement parameters (i.e., desired body orientation and position) in
micro-behaviors are derived by considering goal locations, character positions,
and orientations. Given the length of animated motion, we empirically determine
an appropriate synchronized time lag between a character’s micro-behavior and
the response of the others. The time lag for walking and turning motions are
adjusted by considering the distance to travel and angle to rotate, respectively.
Table 3 shows a resulting action script specifying a sequence of micro-behaviors
for A and B in the example just cited. This action script is applicable to the
scenario we described in the beginning of this section. xa and xb are positions
of A and B respectively, xi is some point within B’s field of view, xs is a store
location, and x′s is where A is pointing at. t0 is a start time of the interaction. A
length of an animated motion is denoted as factor id

motion name, in which motion name
represents a kind of motion, and actor id is an operator of the motion.

Macro-behavior Given the ability to signal to other group members to adapt
their actions, actors select and perform a macro-behavior plan (macro-plan)
to accomplish the joint navigation. A macro-plan consists of a series of macro-
behaviors and is completed by the actors involved, each doing their participatory
actions in particular roles. The specific kinds of actions in macro-plan is deter-
mined by the domain of simulation. For instance, in a military scenario, a set of



Table 3. An example of micro-behavior action script for A and B, A3 condition

CG step
Micro-behavior and time stamp

A, motion and activation time B, motion and activation time

1 Walk to xi t0
2 Wave at xb t1 : t0 + fAwalk to xi
3 Turn towards xa t2 : t1 + fAwave
4a Point toward xs t3 : t2 + fBturn
5a Turn towards xs and nod t4 : t3 + fApoint
4b Point down t5 : t4 + fBturn′ + fBnod
5b Nod head t6 : t5 + fApoint′
6 Nod head t7 : t6 + fBnod′

macro-behaviors may be to send out a reconnaissance and wait, to divide and
proceed to different goals, or to spread out and head to original goal position.

Table 4. A list of MacroCSs in our simulation

Macro-plan Action Description

M1: divide-and-proceed Ai proceeds to a goal xp,
If the goal is accomplished,

proceed to a next goal xq
Aj proceeds to a final destination xr

M2: divide-and-wait Ai proceeds to a goal xp
If the goal is accomplished,
Aj returns to its previous location

Aj stays and waits until Ai returns
If Aj returns,
∀A ∈ Gk proceed to a final destination xr

M3: detour-together Aj leads Gk to a goal xp
All Aj ∈ Gk follow Ai
If the goal is accomplished,
∀A ∈ Gk proceed to a final destination xr

Because our interest is on generating cohesive group movements in a crowd
simulation, we implement macro-plans only for the most common navigation
strategies. We support three macro-plans, ‘divide-and-proceed’, ‘divide-and-wait’,
and ‘detour-together’ as listed in Table 4. Ai is a member of Gk and initiator of
the macro-plan, and Aj ; (Aj ∈ Gk,∀j 6= i) is a respondent actor. Suppose the
‘divide-and-proceed’ plan is chosen. Ai leaves its group and proceeds to its own
goal xp while Aj keeps moving towards the group’s original destination xr. In the
selection of the ‘divide-and-wait’ strategy, Ai heads for its own goal xp by itself
while the rest of group members stay at the current location. Once it achieves



the goal, Ai returns to where it left the group members. When all of the group
members reunite, they resume the original navigation. Upon the selection of the
‘detour-together’ macro-behavior, Ai leads all the members together to a goal
xp. When the goal is accomplished, they resume the original navigation from the
goal location. In essence, during the detour, the group is in a ‘follow-the-leader’
macro-plan with Ai in the role of the leader.

The selection of a macro-plan results in a set of desired position, velocity,
and orientation values for those characters involved in a joint navigation. Table 5
shows an example of the macro-behavior outputs for A and B in our shopping
mall scenario. M2 is selected after the coordination in Table 3, and actors start
executing the macro-behaviors at time t8. We empirically set an appropriate
constant time as a duration of visit in a shop.

Table 5. An example of macro-behavior action script for A and B, M2 selection

Macro-plan
Macro-behavior and time stamp

A, motion and activation time B, motion and activation time

1 Walk to xs t8 : t7 + fAnod Wait (Idle) t8 : t7 + fAnod
2 Stay at xs t9 : t8 + fAwalk to xs
3 Walk to xb t10 : t9 + fAstay
4 Walk t11 : t10 + fAwalk to xb Walk t11 : t10 + fAwalk to xb

4 Implementation and Results

The system generates low-level collision-free motion steering decisions using the
velocity obstacle model [1, 8], employing a publicly available RVO2 Library [2].
We employed OpenGL-based rendering to visualize the animated characters
driven by our simulation engine. Our crowd framework is tested on a desktop
equipped with an Intel Core i7 2.67 GHz processor, 12GB of RAM, and a Nvidia
Quadro 5000 graphics card with 2.5GB device memory.

4.1 Experiments

We demonstrate the impact of the CG model on character behaviors and crowd
simulations in this section. The simulation takes place in a generic shopping
mall setting. Figure 3 gives an overview of our shopping mall model. The virtual
shopping mall contains 6 restrooms and 82 stores as potential goals. We pop-
ulated the shopping mall with 1000 characters, of which 800 are arranged into
200 social groups (e.g., family and friends), and the remaining 200 characters
are individual actors in the crowd. A number of members in a group ranges from
2 to 6, and is arbitrarily selected for each group.



Fig. 3. A snapshot of the shopping mall model

4.2 Effects in Character Behaviors

Figure 4 shows characters communicating with other group members and pre-
senting gestures. Depending on the spatial and environmental conditions, actors
select different kinds of micro-behavior. Figure 4(a) shows a female character
(labeled A) calling out to a friend to initiate communication. A man character
(labeled B) is waving his hand to bring a colleague’s attention in Figure 4(b).
On the left side of him, a group of people (labeled C) is having a conversation.

A

BC

(a) (b)

Fig. 4. (a) A female character calling out to a friend (b) A male character waving hand

Figure 5(a) shows several individuals (D, E, and F) and a couple (G) standing
near a restroom, and waiting for their friends or family members. Individual
characters are in idle poses. The couple is talking to each other, and the female
character is presenting a hand gesture to the male character. In Figure 5(b), it
is observed that a clustered movement emerges, because people in a group walk
together and maintain a cohesive movement.
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Fig. 5. (a) Individuals and a couple waiting for their members near a restroom (b)
Group based movement

5 Conclusion and Future Work

We presented a crowd simulation framework that focuses on producing socially
plausible animation behaviors of characters. Our high-level behavioral model
for interaction and coordination is informed by Clark’s well-researched common
ground theory and hence inherits the social realism provided by the CG model. A
character’s motion is determined by considering temporal and spatial factors of
the situation in which the character interacts with its group members. Therefore
a sequence of character behaviors is not merely a chain of reactive gestures, but
form socially meaningful interactions.

There are several possible improvements for our crowd modeling framework.
On a presentation side, the actions of the characters were repetitive and not
always smooth enough because of the lack of variety in motions in the database.
We plan to add a richer set of communicative gestures and movements for micro-
behaviors (e.g., ‘looking at’ by head movement) that characters can display.

We will continue to improve the rendering engine for achieving good con-
nectivity and smooth transitions in motions using motion synthesis techniques.
Visualizing a large number of animated characters is a heavy computational
process. To increase the rendering efficiency, we plan to employ the dynamic
level-of-detail approach [26] to reduce the workload for the stages of graphics
pipeline.

The two-level approach consisting of micro- and macro-behaviors allows flex-
ible adaptation of our crowd model to different animation contexts. Since the set
of human communicative actions remains consistent across application domains,
the model of micro-behaviors is reusable. We want to apply our crowd simulation
framework to different animation contexts by providing a pertinent repertoire
of macro-behaviors to a target application, for example, a military coordination
training scenario.



We measured the arrival rate at a designated destination and congestion
levels at key points to show the influence of the coordination model in the crowd
simulations in [22, 23]. However, the realism of crowd behaviors and dynamics
cannot be fully confirmed with quantitative measures only. Therefore, we plan
to conduct user perceptual evaluations to validate the simulation results.
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