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Abstract

We propose a fast image stitching and editing approach for panorama painting and have implemented it on a mobile phone. A seam search using dynamic programming finds a good boundary along which to merge the source images, and a transition smoothing process using instant image cloning removes merging artifacts, yielding high-quality panoramic images. A sequential image stitching procedure requires only keeping the current source image in memory during image stitching, which saves memory and is more suitable to mobile phone implementations.

1. Introduction

We present an efficient approach for creating and editing panoramas on mobile phones. A user can paint a scene with a camera phone and see a panoramic image created for the scene immediately. By painting we mean a more complicated sweep than a simple left-to-right sweep, for example first sweeping one row of images from left-to-right, and then another row below it right to left. The user can also edit the panoramic image by adding her picture and other objects in.

1.1. Related work

The two main categories of current image stitching approaches are transition smoothing and optimal seam finding. Transition smoothing approaches merge source images by reducing color differences between the images. Color transitions in composite images are smoothed to remove stitching artifacts. Recently, gradient domain image blending approaches [9, 12, 8, 11, 7] have been applied to image stitching and editing. A new gradient vector field is created from the gradients of source images for constructing a Poisson equation. A high-quality composite image can be created from the new gradient vector field by solving the Poisson equation with boundary conditions. However, computational and memory costs are high, since a large system of linear equations needs to be solved. Farbman et al. [3] created an instant image cloning method that uses mean value coordinates to distribute color differences on the seam over all the pixels of the image to be blended. This approach is very simple and effective, and it speeds up the image blending process and reduces memory consumption.

Optimal seam finding approaches search for good seams along which to paste and composite images. Most methods look for paths where the overlapping images have minimal differences, though other optimization criteria (such as preferring strong edges) are possible. Based on the seams each output pixel gets a label specifying which input image contributes to it. Graph cut [4, 1, 14] is a very general labeling approach that can be used with an arbitrary image stitching order and when multiple images overlap in the same area. However, computational and memory costs are high, the computation is iterative and all the images have to be kept in the memory at the same time. Dynamic programming [13, 5, 6, 10, 2] allows a much faster labeling process, and uses little memory, but it is typically used only in 1D labeling, with which we mean a sequential left-to-right or right-to-left stitching of images. In this paper, we use it for fast 2D stitching, where the images can have also upper and lower (and diagonal) neighbors, not just left and right neighbors.

Combined optimal seam finding and transition smoothing has been used for panorama stitching both on desktop computers [1] and mobile devices [14]. Both of these systems find seams using graph cut, merge source images along the seams, and smooth color transitions using Poisson blending, requiring a lot of computation and memory.

1.2. Contributions

In this work, we propose a fast image stitching and editing approach for mobile panorama painting. It can be used for creating and editing high-resolution and high-quality panoramic images. In this approach, a sequential image stitching procedure is created by combining fast seam finding and efficient transition smoothing for creating high-quality panoramic images with as few computational re-
1.3. Organization of the paper

In the following sections we introduce our work flow (2), explain the details of the image stitching and editing approach for panorama painting (3), discuss applications and analyze results (4), and summarize the paper (5).

2. Summary of the approach

Figure 1 shows the work flow of our fast image stitching and editing system. The sequential image stitching procedure starts by performing color and luminance compensation for the image sequence to reduce color differences and smooth color transitions between source images, allocating memory for the final panorama $I_p$, and initializing it with the first source image $S_0$.

Then the next source image $S_i$ is loaded into memory. Using the registration transformations we detect the overlapping area between it and the current panorama $I_p$, and find a good seam where the images have similar color values within this area using dynamic programming. In the 2D panorama painting case, there are three kinds of seams: vertical, horizontal, and composite seams. We cut the overlapping area along the seam and merge the current source image to the current panorama.

We next blend the images to smooth color transitions between them. We keep the pixels within the previous panorama unchanged and modify the pixel colors in the new source image that is being added. In order to do this, we compute color differences on the seam between the two images and distribute the color differences to all pixels in the new source image to create a smooth transition. We update color values of the new pixels by adding the interpolated color differences from the seam to all individual pixels.

The process is repeated until all source images have been added, creating the final panoramic image $I_p$.

3. Fast image stitching and editing

3.1. Seam finding

Figure 2 (b) shows a possible camera motion to capture a 2D sweep of images, and Figures 2 (a), (c), (d), and (e) show possible seams when stitching the source images captured by the camera with this kind of motion.

In the first row, the camera moves horizontally. We need to create vertical seams as shown in Figure 2 (a) to stitch the source images together. In a general case shown in Figure 2 (a), the seam has to start and end at locations where the new image $S_i$ intersects the current panorama $I_p$. If the images...
have been cropped so that their top and bottom rows align, as was the case in [13], the path may start from any column of the top row within the overlap area and it may end at any column at the bottom row of the overlap area. When the camera moves vertically, we need to create horizontal seams (Figure 2 (c)) for image stitching. When the camera moves horizontally from left to right in a row other then the first row, a seam as shown in Figure 2 (d) is created. In a similar way, when the camera moves horizontally from right to left in a row other then the first row, we need to find a seam shown in Figure 2 (e). Again, the seam has to start and end at locations where the new image intersects the current panorama.

Like [13], we search for optimal seams in the overlapping areas of the source images using dynamic programming, cut the overlapping images, and merge them together. Different from [13], we also consider 2D image stitching cases.

Figure 3 shows the general case of two images overlapping. The seam between the two images has to start and end at the intersections of the images, and if the images are of the same size, the intersections are on the diagonal corners of the overlap area. Given the current source image \( S_i \) and the current panoramic image \( I_p \) and their overlap areas \( S_i^o \) and \( I_p^o \), we want to find a seam where they match the best, cut the images along with the seam, and combine them.

In order to do this, we compute a squared difference \( d \) between \( S_i^o \) and \( I_p^o \) as an error surface:

\[
d = (I_p^o - S_i^o)^2. \tag{1}
\]

We apply dynamic programming optimization to find a minimal cost path through this surface. We scan the error surface and compute a cumulative error surface \( D_v \). In the case of Figure 3 we start from the lower right corner. At that corner pixel we have simply \( D_v(w, h) = d(w, h) \). We grow \( D_v \) by first extending it above by one row, then by one column on the left, and finally by filling the new diagonal pixel. In the general case denoted in Figure 3, when we are processing a new pixel on the top row at \((i, j)\), we get

\[
D_v(i, j) = d(i, j) + \min(D_v(i + 1, j), D_v(i - 1, j + 1), D_v(i + 1, j + 1)). \tag{2}
\]

The left columns are grown in a similar fashion, and the diagonal element chooses the minimum of the three existing neighbors (below, right, and diagonally below right).

Once all of the overlapping area has been filled with the cumulative error surface, minimum path can be obtained by starting from the upper left corner, and following the path of least cumulative error all the way down to the starting point.

The case shown in Figure 2 (d) is more complicated. There the seam is composed of two seams, a vertical seam \( m_v \) and a horizontal seam \( m_h \), and we call it a composite seam. As shown in Figure 2 (d), we can divide the overlapping area as \( agne \), \( agkd \), and \( abfe \). We need to find a vertical seam for the area \( agkd \), a horizontal seam for the area \( abfe \). The two seams meet in the shared area \( agne \).

We first calculate the cumulative error surface \( D'_v \) for the block \( agne \) starting from the intersecting point \( k \). Then we calculate another cumulative error surface \( D'_h \) for the block \( abfe \) starting from the intersection point \( f \). We add \( D'_v \) and \( D'_h \) on the diagonal line in the shared area \( agne \) and find the point \( m_s \) on that line where the summed cumulative error is at minimum. Finally, we find the horizontal seam \( m_h \) and vertical seam \( m_v \) by tracing back from left to right and top to bottom starting from the optimal point \( m_s \).

For other possible camera motions during panorama painting, the seams can be created using similar ways as above by rotating or flipping the error surface in Equation 1 and rotating or flipping the results back.

### 3.2. Image blending

When source images differ in colors and luminance, the seams between the source images in the composite image may remain visible. Figure 4 (top left) shows one of the examples. In the case, there are three source images in different colors shown in Figure 4 (bottom), especially between the second and third images. Figure 4 (top left) shows a stitching result without any color processing. From the result we can see the color differences and seams clearly. An image blending process is needed to reduce color differences between source images, smoothing color transitions, and removing stitching artifacts.

Poisson blending [11] is an intensive image blending ap-
of the current panoramic image, we keep the color values on the composite seam \( m_c \) as they were in the previous version of the panorama \( I_p \) and modify colors of pixels in the current source image \( S_i \) so that no visible boundary remains. We do this by first computing the color differences of pixels on the seam between the current panorama and the new source image, and then distribute and add the color differences to the rest of the source image.

Let \( p_1, p_2, \ldots, p_n \) be the \( n \) points on the seam \( m_c \), \( P_1, P_2, \ldots, P_n \) be the color differences at those points between the current panoramic and source image, and \( q \) be a pixel of the current source image \( S_i \). We then interpolate the color differences at pixel \( q \) by

\[
P(q) = \sum_{i=1}^{n} w_i(q) P(p_i),
\]

where the weights are the inverse coordinate distances to the boundary pixels, normalized so that they sum up to 1:

\[
w_i(q) = \frac{1/\|p_i - q\|}{\sum_{j=1}^{n} 1/\|p_j - q\|}
\]

Note that our weights are much simpler than the mean value coordinates introduced by Farbman et al. [3]. We noticed that as long as the boundary is not very convoluted and it is evenly sampled, the tangent terms of the mean value coordinates are not needed to create a smooth interpolation, and omitting them reduces the required amount of computation. We also accelerate the method by only calculating accurate weights at pixels increasingly far away from the boundary and (bi)linearly interpolating the color differences between those pixels, however we use quadtrees instead of a triangular mesh. Finally, we add the interpolated color differences to pixels over the new source image \( S_i \).

4. Applications and result analysis

The fast image stitching and editing approach is integrated into a sequential procedure and implemented in mobile phones for panorama painting. It can produce high-resolution and high-quality panoramic images on mobile devices. It has been tested and applied under different conditions, performing well in both indoor and outdoor scenes. We compare the results obtained by the fast image stitching approach and the commonly used image stitching using graph cut [14] and a fast Poisson blending [12] to demonstrate advantages of the fast stitching approach in processing speed and memory consumption. The results in this section were obtained on a Nokia N95 8GB mobile phone with an ARM 11 332 MHz processor and 128 MB RAM, the size of source images was 1024 × 768, but it also works on larger images.

4.1. Outdoor scenes

Figure 4 (top right) shows a panoramic image created by the image blending process with the same source images shown in Figure 4 (bottom). From the result we can see that the color differences between the source images are reduced and color transitions in the panoramic image are smoothed. All stitching artifacts are removed. The blending process is very efficient even if the source images are very different in colors and luminance. We have tested it with more source images captured in different conditions. Good performance has been obtained.

We use the same approach for panoramic image editing. We can copy objects and paste them to panoramic images by blending the differences on the boundaries of the pasted objects over the objects.
and spline Poisson blending, took 1015 seconds, 17 times longer. In terms of memory consumption, the graph cut approach needs to keep all source images in memory for global optimization to find optimal seams in the overlapping areas. However, the fast stitching approach only needs to keep the current source image in memory. In this application, the graph cut keeps all six source images in memory, while the fast stitching approach only keeps one source image for processing.

4.2. Indoor scene

Figure 8 shows an example indoor scene with 8 source images in two rows captured by 2D camera motion inside a science museum. We can see that the colors of the source images are very different, especially on the floor. Although lighting inside the building is difficult and there are more reflections, our approach can handle these problems and produce satisfying panoramic images.

The fast stitching approach takes 104 seconds in the panorama construction, while the graph cut approach takes 1575 seconds, 15 times slower.

4.3. Panorama painting and editing

Figure 9 shows an application of panorama painting and editing. In this case, the building group is very tall and wide, so neither horizontal or vertical 1D sweep suffices to capture the scene. Instead, we capture a $3 \times 2$ 2D image pattern. The top image shows the nice result created by the fast image stitching approach.

For the beautiful scene you visit, you might also want to put yourself into the picture. This can be done by cutting out your picture from other pictures and add it to the panoramic image using the same image cloning approach we use to blend in new inputs images one at a time. The middle image shows an example, it looks as if the person were there when the panorama was captured.
5. Discussion and conclusions

In this paper, we have proposed a fast image stitching and editing approach for panorama painting and implemented it on mobile phones to create high-resolution and high-quality panoramic images.

The approach includes fast image labeling and efficient image blending. The fast image labeling is performed by dynamic programming. An error surface is created for each overlapping area and a minimal cost path can be found through the error surface. We use it as an optimal seam to cut the overlapping images and merge them together. Three kinds of seams can be created for 2D stitching. In order to obtain high-quality panoramic images, we apply a fast method that yields results very similar to Poisson blending for transition smoothing.

A sequential procedure is created and integrated with the fast image stitching approach. During image stitching, only the currently processed source image needs to be kept in memory, whereas the graph cut approach needs to keep all source images in memory to find a globally optimal solution. The combination of the sequential procedure and the fast image stitching saves memory resources.

Another main advantage is fast processing speed. By comparing with stitching using graph cut and Poisson blending, the proposed approach is much faster. In the case of six source images, it takes about 59 seconds and is about 17 times faster than the approach using graph cut and Poisson blending. According to our tests, the more source images in panorama construction, the more advantages of the fast stitching approach in speed and memory consumption.
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