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Abstract.

This paper concerns a class of deferred correction methods recently developed for
initial value ordinary differential equations; such methods are based on a Picard inte-
gral form of the correction equation. These methods divide a given timestep [tn, tnt1]
into substeps, and use function values computed at these substeps to approximate the
Picard integral by means of a numerical quadrature. The main purpose of this paper
is to present a detailed analysis of the implications of the location of quadrature nodes
on the accuracy and stability of the overall method. Comparisons between Gauss-
Legendre, Gauss-Lobatto, Gauss-Radau, and uniformly spaced points are presented.
Also, for a given set of quadrature nodes, quadrature rules may be formulated that
include or exclude function values computed at the left-hand endpoint ¢,,. Quadrature
rules that do not depend on the left-hand endpoint (which are referred to as right-hand
quadrature rules) are shown to lead to L(«)-stable implicit methods with a = 7/2. The
semi-implicit analog of this property is also discussed. Numerical results suggest that
the use of uniform quadrature nodes, as opposed to nodes based on Gaussian quadra-
tures, does not significantly affect the stability or accuracy of these methods for orders
less than ten. In contrast, a study of the reduction of order for stiff equations shows
that when uniform quadrature nodes are used in conjunction with a right-hand quadra-
ture rule, the form and extent of order-reduction changes considerably. Specifically, a
reduction of order to O(e?) is observed for uniform nodes as opposed to O(eAt) for
non-uniform nodes, where At denotes the time step and € denotes a stiffness parameter
such that e — 0 corresponds to the problem becoming increasingly stiff.
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1 Introduction

In the last several years, a series of papers have appeared introducing numerical
methods for the solution of ordinary differential equations (ODEs) based on a
new variant of deferred corrections [5, 10, 21, 23, 24, 25]. These methods have
been shown to have attractive stability and accuracy properties even for versions
with very high order of accuracy. In general, the deferred correction strategy for
producing higher-order approximations is to first compute a provisional solution
at a set of points in the integration interval, and then to use the provisional
solution to form an equation for the error or correction in the provisional solution.

The deferred correction strategy presented in [10] differs from previous ap-
proaches in that the equation for the correction is not strictly an ODE, but
instead is based on an approximation to the Picard integral solution to the ini-
tial value problem

(1.1) o'(t) =F (L, )

(1.2) d(to) =¢o

given by

(13) 6(t) = o + / F(r,¢(r))dr.

An advantage to this approach is that the values of the provisional solution
are used to approximate this integral rather than to approximate derivatives
of the provisional solution. This allows the construction of methods with very
high order of accuracy while maintaining the stability properties of lower order
methods.

In these methods, a given timestep is divided into intermediate substeps, and
function values computed at these substeps are used to approximate the Picard
integral in Eq. (1.3) by means of a numerical quadrature. In [10], the choice
of the size of the intermediate substeps in the deferred correction method are
chosen so that the quadrature nodes used to approximate the Picard integral cor-
respond to the standard Gauss-Legendre quadrature nodes. It is for this reason
that the methods are referred to as spectral deferred correction (SDC) methods.
This moniker is somewhat misleading because, although the quadrature rule over
the entire interval corresponds to a spectral integration rule, the intermediate
quadratures over subintervals necessary in the SDC method do not. Further-
more, the methods implemented and tested in [10] using p Gaussian nodes are
order p and not 2p as one might expect.

One area in which SDC methods have shown promise is for the numerical solu-
tion of ODEs which can be separated into stiff and non-stiff terms. A prominent
example of such ODEs, which is the main motivation of this work, results from
the spatial discretization of a partial differential equation (PDE) with multiple
spatial terms (e.g. advection-diffusion-reaction equations). SDC methods can
be extended in a reasonably straightforward manner to treat non-stiff terms ex-
plicitly and stiff terms implicitly. Semi-implicit versions of SDC for equations
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with one stiff and one non-stiff term are introduced in [23, 25], and multi-implicit
methods for ODEs with multiple stiff components in [5]. In these works, Gauss-
Lobatto quadrature nodes are used which, unlike Gauss-Legendre nodes, include
the endpoints of the interval. This choice avoids the need to extrapolate the
numerical solution from internal nodes to the right endpoint of the temporal
domain as is done in [10]. Numerical and analytical analysis in these papers
show that this choice allows one to construct semi- and multi-implicit methods
with very high order of accuracy whose stability properties do not degrade as
the order is increased.

However, there are situations when it is either convenient or necessary to
choose substeps that do not correspond to Gaussian quadrature nodes. For
example, the function F(t,¢) in Eq. (1.1) may depend on data that is known
only at a discrete set of points in time. This data may come for example from
observation or from the output of a wholly independent numerical process. An-
other possibility is that the ODE method is used for the temporal integration
of a PDE, and the spatial approximation procedure may ultimately be more
convenient or efficient when uniform time steps are used. It is straightforward
to implement deferred correction methods based on the Picard integral for an
arbitrary choice of substep size, and this choice will likely effect the stability and
accuracy properties of the method. When the choice of substeps is, for example,
uniformly spaced, the resulting numerical method cannot be considered “spec-
tral” in any reasonable sense of the word. Hence the more general term Picard
integral deferred corrections (PIDC) will be used in the remainder of this work.

This paper presents a detailed analysis of the ramifications of the choice of
the quadrature nodes for PIDC methods of both implicit and semi-implicit
type. Comparisons of methods based on Gauss-Legendre, Gauss-Lobatto, Gauss-
Radau, and uniform quadrature nodes are presented, with particular attention
paid to semi-implicit examples. After a review of PIDC methods in Sect. 2, the
stability characteristics of implicit and semi-implicit versions of PIDC methods
are examined through standard stability diagrams in Sect. 3. The advantage of
using “right-hand” quadrature rules for stiff problems, i.e. quadrature rules that
do not include the function values at the left-hand endpoint in the integration
rule, is illustrated. In particular, L(a)-stability for implicit and semi-implicit
methods with right-hand quadrature rules are established. In Sect. 4, accuracy
diagrams of the PIDC schemes are considered. The absence of any significant
loss of accuracy for methods with moderately high order (e.g., four through ten)
using uniformly spaced nodes is demonstrated. The efficiency in terms of ac-
curacy per implicit function evaluation of methods with different orders is also
discussed. The numerical results for a variety of choices of nodes presented in
Sect. 5 further illustrate the relative accuracy of different choices.

Perhaps the most surprising results in this paper concern the extent of or-
der reduction for stiff problems. In [25], numerical results demonstrating order
reduction for semi-implicit SDC methods is demonstrated for both stiff linear
systems and the stiff van der Pol equation. The latter study was inspired by
the results in [19] which demonstrate order reduction for (semi-implicit) Addi-
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tive Runge-Kutta methods (ARK). In both of these papers the extent of order
reduction for the van der Pol equation is not clear, and results here suggest
that the ambiguity is due to the use of non-equilibrium initial conditions in the
numerical tests. In Sect. 5.2, numerical results for a simple scalar example and
the van der Pol equation illustrate the extent of order reduction for PIDC and
ARK methods. It is shown that the extent and character of order reduction
depends critically on the choice of quadrature nodes for PIDC methods. This
dependence is supported by an explicit derivation of the truncation error for a
simple stiff equation.

2 Picard Integral Deferred Corrections Methods

In this section, a short review of PIDC methods for ODEs is presented for
completeness; for more details see [10, 23, 5]. For a more direct comparison with
classical defect and deferred correction schemes see [25].

The initial value ODE takes the form

(2.1) o'(t) =F(t,6(t))
P(to) =¢o.

Here, the solution ¢(t) and initial value ¢y are in C¥ and F : R x CN — CV.
It is assumed that F' is smooth so that the discussion of higher order methods
is appropriate. In practice, one is interested in approximating the solution on a
finite time interval which is subdivided into timesteps [ty tnt1].

In general terms, deferred or defect correction methods proceed as follows.
First, a lower order provisional solution ¢° () ~ ¢(t) with error §(¢) = ¢(t)—¢°(t)
is computed at a number of intermediate points in the integration interval with a
standard numerical method. Next, an equation for the error §(¢) or the updated
solution ¢°(t) + 4(t) is constructed using the provisional solution. Finally, a
numerical approximation to this equation is computed at the intermediate points
and used to improve the provisional solution. This procedure can be repeated
to form increasingly more accurate approximations ¢*(t).

Deferred correction methods for initial value ODEs are first introduced by
Daniel, Pereyra, and Schumaker in [9]. These methods use finite differences ap-
proximations of derivatives of ¢°(¢) to approximate the higher-order derivatives
of ¢(t) appearing in the truncation error of the method. These approximations
are used to construct a modified ODE which is then solved numerically to yield
an updated solution. (See also [26, 16, 15, 20].) Deferred correction methods
are also closely related to iterated defect correction methods introduced earlier
by Zadunaisky [28]. Tterated defect correction methods use the derivative of a
polynomial interpolant of ¢%(t) to form an ODE to which the same numerical
method used to compute ¢°(¢) is applied. The solution to this second ODE
yields an approximation to the correction §(t). (See also [14, 4].)

Although similar in spirit to both deferred and defect correction methods,
PIDC methods do not rely on numerical approximations to the derivative of
the provisional solution. This is accomplished by utilizing the Picard integral
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equation solution to Eq. (2.1) given by

(2.2) ¢@=%+/memm

to

to construct a correction equation. The provisional solution ¢°(¢) does not satisfy
such an equation, however the quantity

t
(23) B(t.0") = o0+ [ Flr.e*(@)ir - (1)

to
provides a measure of the error, and can be computed accurately and efficiently
by numerical quadrature. Since ¢(t) = ¢°(t) + §(t), direct substitution yields

(2.4) 5(t) = / Fr, 6°(7) + 8(7)) — F(r,8(1))dr + E(t, 6°).

to

Note that unlike classical defect or deferred corrections methods, this equation
is not in the form of an ODE.

The specific strategy of PIDC methods is to first subdivide the interval [¢,,, t,,11]
by choosing p points t,, € [tn,tnt1], so that t,, =to < t1... <tp, < t,y1. These
points define p subintervals [t,, t;m+1] for m = 0...p — 1. Note that ¢, may
or may not correspond to the right endpoint ¢,,4;. Next, a standard numeri-
cal method is used to compute a provisional solution ¢"(t,,). Finally, a simple
procedure is used to approximate Eq. (2.4) and iteratively improve the pro-
visional solution such that the solution at the (k + 1)st iteration is given by
& (t) = ¢ (tm) + 6F(tm). For example, the implicit methods in [10] employ
the standard backward Euler method for computing ¢°(¢,,), and a similar first-
order procedure for approximating 6 (t,,). Specifically in the latter case, letting
subscripts correspond to time (i.e. ¢¥, = ¢¥(¢,,)), the procedure is given by

(2.5) 6Fy = OF 4 Aty [F(tms1, 5y + 65 1) — Ftmsr, )]
+ Epi1(¢F) — Em (%),

where At,, = t;+1 — t. When I is Lipschitz continuous, each deferred cor-
rection iteration using Eq. (2.5) increases the order of accuracy of the solution
by one, so long as the numerical quadrature terms in E,,(¢*) are sufficiently
accurate. (See [25] for further discussion.) Hence for each of the examples in
this paper, a Kth-order PIDC method implies Eq. (2.5) is solved K — 1 times.
Consider now an ODE which can be separated into stiff and non-stiff parts

(2.6) @' (t) = F(t, ¢(t)) = Fp(t, ¢(t) + Fi(t, ¢(t))
B(to) = o,

where the subscripts E and I correspond to the desire to treat the first term
explicitly and the second implicitly. The PIDC strategy can be extended to this
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case by using a forward-backward Euler method for the provisional solution and
correction equations [23]. For the provisional solution, this is

(2.7) 001 = B0 + At [Fi(tm, b)) — Fr(tme1, 01,

while for the correction equation, this is

(2.8) Opy iy = O, + Aty [Fp(tm, 0F, + 65) — Fi(tm, oF,)]
+ Fr(tmy1, ¢I:n+1 + 6fn+1) — Fr(tma1, ¢’:n+1)}
+ Epny1(0%) — En(6°).

Multi-implicit methods for equations with two or more different stiff terms are
similarly constructed by using an operator splitting approach for both provisional
solution and update equation. (See [5] for more details.)

Since the quantity E(t, ¢*) must be estimated from the provisional solution at
the points t,,, the choice of t,, defines the quadrature nodes for this integration.
When E(t,11,¢") is being computed, i.e. the integral over the entire interval
[tn, tnt1], choosing Gauss-Legendre quadrature nodes provides the approxima-
tion with the highest possible order of accuracy. Specifically, if ¢,,, form =1...p,
are the Gauss-Legendre nodes, then E(t,11,#") can be computed with order
2p + 1 accuracy. However, using these same nodes to compute FE(t,,,¢") (i.e.
the integral over the subinterval [t,,t,,]) yields only order p + 1 accuracy for
m € [1,p]. It is for this reason that using a different choice of nodes does not
change the overall order of accuracy of the PIDC method.

This fact can be further illustrated by rearranging terms in the Eq. (2.5) to
yield a direct equation for ¢F*1 = ¢* + 6*. Note that

tm+1
(2.9) E(tm+1,8") — E(tm, ¢") = /t F(r,¢"(7))dr — ¢ 1 + o

Let I™+1(¢*) denote the numerical quadrature approximation of

(2.10) /t " B(r, ¢h (1)) dr

m

Then, Eq. (2.5) can be rewritten
(211) @il = O+ At F(tmr, Ohiy) = Fltmar, Ohyn)] + I+ ().

Note that as §%(¢,,) goes to zero, the difference term in this equation also goes
to zero (assuming F is Lipschitz), so that the update for ¢**! is increasingly
determined by I™*1(g*).

Since the quadrature must be done for each subinterval [t,,,t;,4+1] for m =
0...p— 1 there are actually p quadrature rules

p
(2.12) I (R = Aty Y b, Ftr, 67).

=0



PICARD INTEGRAL DEFERRED CORRECTION METHODS 7

Note that the coefficients ¢/,,, can be precomputed, and the quadrature is simply
a matrix-vector multiplication.

As mentioned before, the points ¢,, are chosen in [10] to be the standard
Gaussian quadrature nodes, and the solution is only computed at these nodes
on the interior of the interval. This choice has several consequences. First,
the matrix-vector multiply required for the quadrature rule can be accelerated
using the fast Fourier transform. For methods with very high-order, this is a
substantial savings in computational cost. However, for versions with moderate
order of accuracy, or when the ODE method is being used to integrate a PDE,
this cost saving is often negligible in relative terms. Second, since the solution
is never computed at the right-hand endpoint t,1, this value is extrapolated
from interior points. Lastly, the solution at the left endpoint of the interval ¢,
is not used in the quadrature rule in Eq. (2.12) as well.

Since using Gauss-Legendre quadrature nodes is only one of many possible
choices, this paper presents an analysis of implications of using different quadra-
ture nodes. Four different choices of quadrature nodes will be considered: Gauss-
Legendre, Gauss-Lobatto, right-hand Gauss-Radau, and uniform nodes. Fur-
thermore, given one of these choices of nodes, one could formulate two different
quadrature rules depending on whether or not the left endpoint of the timestep is
used in the approximation. For instance one could add the left-most endpoint to
the Gauss-Legendre or Gauss-Radau nodes to formulate a new quadrature rule,
or likewise one could omit the left-most endpoint from the Gauss-Lobatto or uni-
form nodes. The term right-hand will refer to any quadrature rule that does not
depend on the left-most endpoint in the interval. This implies that ¢!, = 0 for
all m in Eq. (2.12). The Gauss-Legendre and right-hand Gauss-Radau rules are
both right-hand rules by this convention. The right-hand rule for Gauss-Lobatto
or uniform nodes is obtained by simply integrating the polynomial which inter-
polates the function at all but the left-most nodes. It will be shown in the next
section that right-hand rules lead to L(«)-stable implicit methods for each choice
of nodes. A discussion of further advantages of right-hand rules is included in
Sect. 6.

For semi-implicit methods, it is also possible to use a right-hand quadrature
rule for the implicit term but include the left-most value in the quadrature rule
for the explicit term. In this case, the quadrature rules in Eq. (2.12) become

p
(2.13) IR = Aty Y b, Fi(t, 6F) + @5 Fr(t, 7).
=0

For Gauss-Legendre and right-hand Radau nodes, this would amount to adding
the left endpoint as an additional node in the integration rules for the explicit
piece. The rationale for such a choice is that it preserves the L(a)-stability
properties of right-hand methods while increasing the order of accuracy of the
quadrature of the explicit terms. Such methods are also considered in the fol-
lowing sections.

For notational simplicity, quadrature rules which use the left endpoint for both
the explicit and implicit piece will be denoted LL rules. Likewise, those using
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the left endpoint only for the explicit piece will be referred to as LR rules and
those which do not use the left endpoint for either piece as RR rules. Note that
for each example presented here, the order of the quadrature rule used in the
method is the same as the total number of solution iterations and hence the
overall order of accuracy of the method. Therefore, methods using LR and RR
quadrature rules require an additional node for the implicit quadrature rule (and
hence an additional substep) to maintain the same order of accuracy as for LL
rules. Therefore methods using LL rules have a lower computational cost than
those with LR and RR rules for a given order. However, the numerical tests
comparing each of these three possibilities demonstrate that this reduction in
cost is offset by a reduction in accuracy.

3 Linear Stability Analysis

Since the seminal paper of Dahlquist [8], the theory of the stability for numeri-
cal methods for ODEs has substantially developed. In this section, some stability
properties of implicit and semi-implicit PIDC methods will be considered ana-
lytically and numerically. In particular, L(«)-stability for right-hand implicit
PIDC methods will be established. The possible analogs of L(«)-stability for
semi-implicit methods will also be discussed.

Consider the model problem

(3.1) y = \y

y(O) =1,
where A € C. The exact solution is simply y(t) = e*. Let y, ~ y(t,) denote
the numerical solution to the model problem computed with a PIDC method.
Suppose y,+1 is obtained by advancing y,, by one time step. Then

(33) Yn+1 = ,O(AAtn)yna

where At,, = tp41 — tn, and p(AAt,) is called the amplification factor.

For PIDC methods that are based on one-step methods such as the Euler
method (or any other single step method), the stability region of the method
can be defined as the set AAt € C for which |p(AA¢)| < 1. This is equivalent to
defining the region in C for which |y;(\)] < 1 where y;(A\) denotes the numerical
solution after one time step with At = 1. For notational simplicity then, the
transformation A = AAt is employed so that the amplification factor is simply
p(A).

A method is defined to be A-stable if the stability region contains the entire
left half of C [8]. A method is defined to be A(«)-stable if the stability region
contains the region defined by e with § € [r — a,7 + o] [27]. Therefore A-
stability is equivalent to A(«)-stability with o = /2.

Another important concept in stability for stiff equations is that of L-stability
[12], which implies that, in addition to being stable, the numerical method has
the correct asymptotic behavior for linear problems in the stiff limit. A method
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is defined to be L-stable if it is A-stable and

(3.4) R(}\l)lin_oo p(A) =0.
Likewise, a method is L(a)-stable if it is A(a)-stable and the above property
holds. It is often more illuminating to report values of « in terms of degrees,
especially when « is very close to 7/2, and this practice will be followed here.
For implicit PIDC methods based on backward Euler, the following theorem
holds.! In this and the following theorems, it is assumed that the PIDC method
(and hence the quadratures rules therein) are O(At*) accurate for some k > 1.
THEOREM 3.1. Let p(A\) be the amplification factor determined by an implicit
PIDC method based on backward FEuler for which the quadrature rule does mot
include the left-hand endpoint t,,. Then

(3.5) lim p(\) = 0.

[A|— 00
The proof is based on mathematical induction. Note that the provisional solu-
tion ¢%(t,,) for m > 1 is given by

m

1
(3.6) o=l AL
=1

where At; denotes the size of the sub-steps with At = 1, and hence At; is O(1).
Therefore each ¢°,, is O(1/)) as |A| — co. Now assume that ¢*(¢,,) is O(1/))
for m > 1. Using the direct update equation (2.11), the integration term is

p
(3.7) k) = At Y dh MY,
=1

which is O(1) as |A|—oo. For the model problem, Eq. (2.11) becomes

Bl ORI — MA@k + I (gF)
(3.8) i1 =
' mtl 1 — \At,,

Therefore if ¢* is O(1/)), then the terms in the numerator are O(1), and ¢**!
is O(1/)). Note that if the left-hand value A¢f = X is used in the quadrature in
Eq. (3.7), then the integration terms become O(A) and the proof fails.

The immediate consequence of this theorem is that any implicit PIDC of this
type which is A(«)-stable is also L(«)-stable for the same «. Together with
Thm. 3.1, stability regions for implicit PIDC methods computed in Sect. 3.2
establish the L(«)-stability of right-hand implicit methods for « very close to
/2.

Note that the limit in Eq. (3.5) in this theorem is somewhat more general than
the limit in Eq. (3.4). For implicit PIDC methods (and the majority of single-
step numerical methods for ODEs), p()\) is a rational function of A, and hence

IThe authors thank Prof. J. Huang for pointing out this fact. Essentially the same proof
appears in [18].
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the limit in Eq. (3.4) does not depend on how A approaches infinity. For semi-
implicit methods considered below, the manner in which A approaches infinity
is important.

8.1  Semi-implicit linear stability

To extend the standard linear stability analysis above to semi-implicit meth-
ods, one must decide how to generalize the model problem in a semi-implicit
fashion. The most general possibility is to let

(3.9) y' = Apy+ Ay,

where Ag, A\; € C define the explicit and implicit functions respectively. With
this choice, the stability region can be defined as the region in C2? for which
the amplification factor |p(Ag,Ar)] < 1. This has the disadvantage that it is
inconvenient to graphically describe such regions, and it is not clear how to
extend concepts such as L(«)-stability. Furthermore, it seems logical to consider
the fact that in general Ap is assumed to be small in magnitude (i.e. non-stiff),
while A; is allowed to have large negative real part (i.e. stiff).

In response to these difficulties, the authors in [13] investigate stability regions
based only on A; by defining the stability region as the set of A\; for which the
scheme is stable whenever Ag lies in the stability region of the explicit scheme
(i.e. the scheme that results when A\; = 0). If Sg denotes the stability region of
the explicit scheme, then the amplification factor is

(3.10) p(Ar) = max |p(Ag, Ar)l,

and A(«)- and L(«)-stability are defined in terms of p(Ar) as above.

The following semi-implicit generalization of Thm. 3.1 proves that any PIDC
method based on forward-backward Euler methods, which is A(«)-stable by the
above definition, is also L(«a)-stable.

THEOREM 3.2. Let p(Ag,Ar) be the amplification factor corresponding to
Eq. (3.9) determined by a semi-implicit PIDC method based on forward-backward
Euler for which the quadrature rule for the implicit piece does not include the
left-hand endpoint t,, (i.e. the LR and RR rules for which %, = 0 in Eq. (2.13)).
Then for any fixed Ag,

|Ar]—o0

The proof is essentially the same as that for Thm. 3.1 and is hence omitted.
Another possible way in which to define semi-implicit linear stability is to
consider

(3.12) y' = Apy+ Ay,

where Ag + A\; = A. With this choice the stability region is again |p(A)| < 1,
but clearly different procedures for choosing A\g and A; will produce different
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types of stability regions. It should be noted that with this choice, p()) for
PIDC methods is not a rational function of A, but rather a ratio of polynomials
in Ag and A; Therefore the limit in Eq. (3.4) will in general depend on how A
approaches infinity. Nevertheless, a similar result to that in Thm. 3.2 holds.

THEOREM 3.3. Let p(\) be the amplification factor based on Eq. (3.12) de-
termined by a semi-implicit PIDC method based on forward-backward FEuler for
which the quadrature rule for the implicit piece does not include the left-hand
endpoint t,, (i.e. @O, =0 in Eq. (2.138)). Then for any fived \g,

(3.13) Mllim p(A) =0.
Again the proof is essentially the same as for Thm. 3.1 and hence omitted.
One useful choice for Eq. (3.12) is

(3.14) y' =1I(Ny +R(N)y,

with Ag = I(A) and A\; = R(\). This is, among other things, the relevant
decomposition for analyzing the stability of an approximation to an advection-
diffusion equation based on finite differences and the method of lines, and is
considered in [25, 2, 1, 6]. With this definition, no semi-implicit method can
be A-stable, since for pure imaginary A, such methods are explicit. However
A-stability can certainly be achieved.

In Sect. 3.3, stability diagrams for semi-implicit methods based on both of the
above definitions are shown. The diagrams indicate that it is possible to con-
struct semi-implicit PIDC methods which are A(«)-stable for either definition.
In addition, those methods which are formed from LR or RR quadrature rules
are also L(«)-stable by Thms. 3.2 and 3.3.

8.2 Stability diagrams for implicit methods

In this Section, stability diagrams for fully implicit PIDC methods are pre-
sented to provide a numerical confirmation of the L(a)-stability of methods using
right-hand quadrature rules and to enable a comparison of the stability regions
for methods using different nodes.

First, the effect of omitting the left-hand point in the quadrature rule is demon-
strated. In Fig. 3.1, the stability regions for 6th-order implicit PIDC methods
based on backward Euler with uniform points are presented. The contours cor-
respond to p(A) = 1, 0.5, 0.1, 0.01, 0.001. hence the stability region is the region
outside the curve p(A\) = 1. Note that the axes are scaled by a cubic transfor-
mation. The left-hand endpoint was used in the quadrature rule in panel A, but
not in panel B. Both methods appear to be A(«a)-stable, but note that only in
panel B does the amplification factor approach zero with large A as Thm. 3.1
demands, and hence only the method using right-hand quadrature rule is L(a)-
stable. This difference is present for methods with other orders of accuracy and
with those using Gaussian quadrature nodes as well.

To give a better understanding of the L(a)-stability of different choices of
order and nodes, Fig. 3.2 shows a magnified view of the stability regions near
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Figure 3.1: Level curves corresponding to p(A) = 1, 0.5, 0.1, 0.01, 0.001, 0.0001, for
6th-order implicit PIDC methods with uniform nodes. The panels differ in the use of
the left-hand endpoint in the quadrature rule.
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Figure 3.2: Level curves corresponding to p(A\) = 1, for sixth-, seventh, and tenth-order
implicit PIDC methods with different choices of quadrature nodes. Each method uses
a right-hand quadrature rule, and the stability regions are to the right of the curves.

the imaginary axis for the implicit PIDC methods with different choices of nodes.
Results are shown for 6th-, 7th-, and 10th-order methods, each using right-hand
quadrature rules. These results suggest that these methods are all A(«a)-stable
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for a > 89.9°. To give two specific examples, the value of a for the 10th-order
method based on Gauss-Lobatto points is approximately 89.982°, while the value
for the 6th-order method based on uniform points is greater than 89.999° (but
less than 90°).

3.8 Stability diagrams for Semi-implicit methods
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Figure 3.3: Stability regions for 6th-order semi-implicit PIDC methods using Gauss-Lo-
batto nodes. The contours correspond to p(A;) = 1 based on the definition in
Eq. (3.10). The panels differ in the use of the left-hand endpoint in the quadrature
rule.

The stability regions for semi-implicit PIDC (SIPIDC) methods based on the
forward-backward Euler method are now considered. First the diagrams corre-
sponding to the definition in Eq. (3.10) are shown in Figs. 3.3A, 3.3B, and 3.3C
for the sixth-order SIPIDC method using Gauss-Labotto points and the LR, LL,
and RR rules, respectively. The curves in these figures are generated numerically
by computing for a uniform set of points A; the maximum of |p(Ag, Ar)| taken
over a uniform set of points Ag in the stability region of the explicit method.
The number of points Ag considered differs from figure to figure due to shape
of the stability region (327, 272, and 257 for panels A,B, and C respectively).
Hence these figures should be viewed only as approximations as opposed to the
figures in [13] which were computed analytically.

The stability regions shown suggest that, as in Fig. 3.1, omitting the left-hand
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point in the quadrature rule for the explicit piece allows the methods to have
L(a)-stability. In panel B, however, there is also an unstable region near the
origin. For this choice of points, there are values of A\g near the boundary of the
explicit stability region for which the semi-implicit method is not stable near the
origin. This can occur as well for LR rules; as one example, the seventh-order
method using Lobatto points displays similar behavior. However, if one restricts
somewhat the allowable values of Ag, these regions of instability vanish. As a
specific example, the region of instability in panel B disappears if one restricts
the values of Ag considered to those for which the explicit amplification factor
is smaller than 0.9. In the context of numerical methods for advection-equation
type PDEs, this is analogous to reducing the time-step by a small amount below
the maximum value allowed by the CFL restriction.

27r
8,
= |
E
1,
—— Gauss-Legendre N
[| oo Gauss—Radau N
- - Gauss-Lobatto
- - - Uniform
0 : : )
-8 -1 0 1
Re(\)

Figure 3.4: Stability diagrams for 6th-order semi-implicit PIDC methods with various
choices of quadrature nodes. A LR quadrature rule is used for each, and the curves
correspond to p(A\) = 1 based on the definition in Eq. (3.10).

In Fig.3.4, the semi-implicit stability regions for sixth-order methods using
different choices of nodes are displayed. In this figure, each of the methods uses
a LR quadrature rule, and each choice of quadrature nodes results in an L(«)-
stable method with @ > 45°. The value for « for the method using Gauss-Radau
points is actually much closer to 90°. However, this behavior does not appear
to be generic for other orders of accuracy.

Finally, stability diagrams based on the definition in Eq. (3.14) are included for
comparison. Fig. 3.5 shows the stability regions p(A) = 1 for 6th-order SIPIDC
methods obtained for LR rules using Gauss-Legendre, Gauss-Radau, Gauss-
Lobatto, and uniform nodes. These stability diagrams show no significant effect
of the choice of nodes on the stability diagrams.
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Figure 3.5: Stability diagrams for 6th-order semi-implicit PIDC methods with various
choices of quadrature nodes. A LR quadrature rule is used for each, and the curves
correspond p(Ar) =1 based on the definition in Eq. (3.14).

4 Accuracy Diagrams

Although instructive, the stability diagrams presented in the last section give
limited information regarding the comparative accuracy of different PIDC meth-
ods. One simple way in which to compare the accuracy of methods is to consider
the accuracy region for the linear model problem defined in Eq. (3.14). For a
given tolerance ¢, the accuracy region of a method is defined as the region in
the complex plane for which |y1(\) — e*| < &, where again y;(\) denotes the
numerical solution after one time step with At = 1.

Accuracy regions for semi- and multi-implicit SDC methods are presented in
[25, 5, 24] along with some comparisons with accuracy regions from semi-implicit
Runge-Kutta and defect correction methods. These results show that the size
of the accuracy regions for SDC methods compares favorably with competing
methods, and that even when scaled by the number of function evaluations
required, higher-order SDC methods have larger accuracy regions than their
lower order counterparts for small enough €. In this section, the accuracy regions
for SIPIDC methods are compared for different choices of quadrature nodes.

In the following examples, LR quadrature rules are used. Similar results are
obtained using LL or RR rules. Fig. 4.1 displays accuracy regions for SIPIDC
methods with orders 4, 7, and 10, for an error tolerance of € = 10~%. Which set
of quadrature nodes yield the highest degree of accuracy depends on the order
of the overall method and on A. For sufficiently small [R(A)|, Gauss-Legendre
nodes are the most accurate for the 4th-order method, whereas, somewhat sur-
prisingly, 7th- and 10th-order methods using uniform nodes have the highest
accuracy. For sufficiently large |R()\)|, methods using Gauss-Lobatta nodes are
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Figure 4.1: Accuracy diagrams for 4th-, 7th-, and 10th-order SIPIDC methods with
tolerance ¢ = 10~%. A LR quadrature rule is used in each case.

the most accurate. In Fig. 4.2, the corresponding accuracy regions for ¢ = 1078
are displayed. As in Fig. 4.1, the accuracy regions are larger for higher-order
methods, and the increase in size is greater than the increase in computational
cost. It is significant to note that even with tenth-order methods, the accuracy
regions for PIDC methods with uniform nodes is larger than those using Gaus-
sian nodes. The implication is that, for this simple example, the use of Gaussian
quadrature nodes does not provide a significant increase in accuracy compared
to using uniform nodes for moderately high order.

It is worth commenting that the accuracy diagrams corresponding to uniform
and Gaussian nodes are more similar in size when RR quadrature rules are used
(diagrams not shown). This is not surprising since the Gauss-Legendre nodes do
not normally include the left endpoint. However, even in this case, there is no
evidence that using Gauss-Legendre nodes provides significantly better accuracy
than uniform nodes for the orders considered. One must draw the conclusion
from these tests that the component of the overall error which comes from the
particular quadrature rule use in Eq. (2.13) is not the dominant source of error
in the numerical method. These conclusions are further supported by the results
using less simplistic problems in the next section.
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Figure 4.2: Accuracy diagrams for 4th-, 7th-, and 10th-order SIPIDC methods with
tolerance € = 107%. A LR quadrature rule is used in each case.

5 Semi-implicit Numerical Tests

In this section, the accuracy of various SIPIDC methods is compared for
both stiff and non-stiff problems. Two different test equations are used in the
comparisons. The first test equation is the scalar ODE with exact solution
y(t) = cos(2wt) given by

(5.1) y(t) = —27 sin(2nt) — %(y _ cos(2rt)
(5.2) y(0) = 1.

As € — 0 this equation becomes increasingly stiff. For the semi-implicit methods
considered here, the term —27 sin(27t) in Eq. (5.1) is treated explicitly and the
term —(y — cos(2wt))/e implicitly. This example will be referred to as the cosine
test.

The second test uses the van der Pol equation, which is a popular nonlinear
test problem for methods for stiff ODEs. The equation prescribes the motion of
a particle z(t) by

(5.3) () 4+ p(1 — z(t)*)2' (t) + z(t) = 0.

Making the transformation y; (t) = x(t), y2(t) = pa’(t) and t = ¢/, one obtains
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the system

(5.4) (1) = ya(t)

(5.5) sh() == (=) + (1 =5 0a())

where € = 1/pu2. As € approaches zero, these equations become increasingly stiff.
The semi-implicit methods considered here treat the first equation explicitly
and the second implicitly, as in earlier tests in [25, 19]. All calculations reported
below were performed using MATLAB programs.

5.1 Non-stiff examples

The first set of numerical examples is designed to compare the efficiency and
accuracy of SIPIDC methods of differing orders and quadrature nodes for a non-
stiff example, hence the cosine test with non-stiff values of € is used. Three
examples are included; the first comparing the efficiency for different orders
of accuracy, and two additional tests comparing different choices of nodes and
quadrature rules.

For each test below, the equations are computed for ¢ € [0,10], and the re-
ported error is the discrete Ly norm of the error in time of the computed solution
y(t,) at each time step.

0

100 —+— SIPIDC3 |
—+— SIPIDC4
s —— SIPIDC5
107} —— SIPIDC6 ]
—=— SIPIDC7
. —< SIPIDC8
107} §
5
S10°
10° +
10—107
10 10° 10*

function evaluations

Figure 5.1: Efficiency comparison for kth-order SIPIDC methods (denoted SIPIDCE),
k =3,...,8, using the cosine test case with non-stiff parameter ¢ = 0.5. For each run,
uniform nodes are used with a LR quadrature rule.

Fig. 5.1 shows log-log plots of the error versus the number of implicit function
evaluations for approximations computed by the kth-order SIPIDC methods, for
k =3,...,8. For this example, uniform quadrature points are used, and the left-
hand endpoint is only used in the quadrature rule for the explicit piece (i.e., LR
rules). Although for this problem the solution procedure for the implicit piece
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is in fact explicit, for most practical problems the number of implicit function
evaluations is the relevant measure of computational cost.

Each SIPIDC method yields numerical solutions with the expected kth-order
accuracy. As the results below indicate, qualitatively similar results are also ob-
tained using Gaussian quadrature nodes or using LL and LR rules. For a given
At, the computational costs associated with higher-order SIPIDC methods are
higher, owing to the larger number of substeps per time step and the number
of PIDC iterations. Nonetheless, for a sufficiently high accuracy requirement,
higher-order methods are more efficient, in the sense that a given accuracy re-
quirement is met with a lower computational cost.

A LR B:RR
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—— Gauss—-Radau 07 —— Gauss-Radau
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—e— Uniform

—e— Uniform

error
error

3 4 3 4

10 ) ) 10 10 . .
function evaluations function evaluations

Figure 5.2: Efficiency comparison for 5th-order SIPIDC methods using the cosine test
case with non-stiff parameter ¢ = 0.5. A LR quadrature rule is used in panel A, while
in panel B, a RR quadrature rule is used.

The second non-stiff example compares the accuracy of differing choices of
quadrature nodes. Fig. 5.2 shows efficiency results for fifth-order STIPIDC meth-
ods for Gauss-Legendre, Gauss-Radau, Gauss-Lobatto, and uniform points. In
panel A, LR quadrature rules are used, while in panel B, RR quadrature rules
are used. Fifth-order convergence is exhibited for each choice of nodes.

Note however that the choice of nodes with the smallest error depends on
whether a LR or RR quadrature rule is being used. For LR rules, the accuracy
of the solution computed using Gauss-Legendre nodes is substantially (in this
case, approximately one order of magnitude) less accurate than for other nodes,
while Gauss-Radau, Gauss-Lobatto, and uniform points all generate approxi-
mations with similar accuracy. This holds true for LL quadrature rules as well
(data not shown). On the other hand, for RR rules, Gauss-Legendre nodes yield
accuracy similar to Gauss-Lobatto nodes, whereas uniform nodes are slightly
less accurate for sufficiently small At, and Gauss-Radau nodes yield solutions
that are approximately one order of magnitude more accurate than other nodes.
Similar results were also obtained for SIPIDC methods of other orders of accu-
racy. These results suggest that the accuracy of SIPIDC methods using differing
quadrature nodes depends on the quadrature rule used in the methods.

Motivated by the results of the last example, a comparison of the four choices of
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Figure 5.3: Efficiency comparison for 5th-order SIPIDC methods using the cosine test
case with non-stiff parameter ¢ = 0.1. A LL quadrature rule is used for uniform and
Gauss-Lobatto nodes, while a RR quadrature rule is used for Gauss-Legendre and
Gauss-Radau nodes.

nodes using the quadrature rule that performed the best on the previous example
is presented. Specifically LR quadrature rule is used with uniform and Gauss-
Lobatto nodes, and a RR quadrature rule is used with Gauss-Legendre and
Gauss-Radau nodes. The cosine problem is repeated using fifth-order SIPIDC,
this time for ¢ = 1/10, and a graph of error versus function evaluations is
presented in in Fig. 5.3. For each choice of quadrature rule, the solution is
converging with fifth order, and the error for each choice is roughly the same.

The most relevant point demonstrated by these tests is that methods that use
uniform quadrature nodes produce results of comparable accuracy to methods
using Gaussian quadrature rules for these non-stiff examples. Even for methods
as high as order ten, which choice of nodes produces the most accurate solution
appears to be problem dependent. This result is consistent with the accuracy
diagram analysis reported in Sect 4. On the other hand, the examples in the next
section show that methods using uniform nodes have a very different behavior
than those using Gaussian nodes for stiff problems.

5.2 Stiff examples and order reduction

Since SIPIDC methods are meant to be used to approximate the solution to
equations with both stiff and non-stiff terms, numerical results for stiff equations
are presented in this section. In [25], convergence tests are conducted to compare
the performance of semi-implicit SDC methods (i.e., PIDC methods based on
Gauss-Lobatto nodes) as well as the semi-implicit Additive Runge-Kutta (ARK)
methods from [19]. Numerical results using the van der Pol equation in both
[25, 19] demonstrate order reduction when ¢ is sufficiently small, although the
irregular appearance of the convergence plots in both papers makes it difficult to
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determine the extent of order reduction. The following example demonstrates
that this difficulty is due to the choice of initial conditions in these examples
rather than the methods themselves.

In [19], the numerical examples using the van der Pol equation use an in-
tegration interval of ¢t € [0,0.5] and initial conditions y1(0) = 2 and y2(0) =
—0.6666654321121172. In order to enable a direct comparison, these parameters
are also used in [25]. Unfortunately, these initial conditions are near the equi-
librium solution only for ¢ approximately equal to 107°. For other values of e,
solutions starting from these initial conditions will exhibit sharp (albeit small)
initial transients. Since uniform time steps are used for these tests, the error in
the first time step will pollute convergence results when these transients exist.

Table 5.1: Initial conditions for the van der Pol equation example.

e y(0) y2(0)
) -0.65
1073 2 -0.66654321
1074 2 -0.666654321
107° 2 -0.6666654321
1076 2 -0.66666654321
1077 2 -0.666666654321
A1 B:y2
107 —— =10"
Ton e
B
— =107 10°}
10700 5:10,3
—— £=10
—— =107
10722 N s=10::
10 °H —— =10
—— =107
162 163 16‘ 162 163 16‘
function evaluations function evaluations

Figure 5.4: Efficiency comparison for 4th-order SIPIDC methods using Gauss-Lobatto
points for the van der Pol problem for a range of e values.

To illustrate this, consider the results shown in Fig. 5.4. For this example,
errors are computed for the van der Pol equation for values of e = 107%, k =
1,3,4,5,6,7. The starting values (which were determined numerically) are given
in Table 5.1. This figure shows the error versus function evaluation for the 4th-
order SIPIDC method using Gauss-Lobatto nodes. This method is the same as
the fourth-order method used in [25], hence the results for e = 1072 in Fig. 5.4
can be compared to those in Figs. 5.4 and 5.5 in [25]. Fig. 5.4 shows that the
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order of accuracy of the solution drops to first order for a range of At for both
components of the solution. Furthermore, the first-order error in the solution
scales linearly with €. These results are consistent with the results from a stiff
linear system example in [25].
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Figure 5.5: Convergence plots for the additive Runge-Kutta method ARK4(3)6L[2]SA
for the van der Pol problem for a range of € values.

For comparison, the test above is repeated using the ARK4(3)6L[2]SA scheme
from [19]. The results are shown in Fig. 5.5 and should be compared to Figs.
8 and 9 in [19]. For the first component of the solution, the errors convergence
throughout the range of values of € at near fourth-order except for a slight
deviation with e = 1073. On the other hand, the convergence rate is reduced
to first order in the second component, and the first order error again scales
linearly with € as with the SIPIDC example above.

The errors reported in both [25, 19] are simply an approximation to the error
at the final time T" = 0.5 computed using a reference solution. Here the errors
are computed as in the cosine test except that instead of using the exact solution,
a reference solution computed using a seventh-order implicit PIDC method and
very small time step (exactly how small was determined experimentally and is
dependent on €). The fact that solutions computed using both PIDC and ARK
methods convergence to the reference solution to machine precision attests to the
accuracy of the solution. The use of error norm in time yields slightly smoother
convergence plots, compared to measuring the error only for the final solution
at T. Nonetheless, the extent of the order reduction does not depend on which
form of the error is examined.

To investigate the dependence of order reduction on the choice of nodes, the
above test was repeated for Gauss-Legendre, Gauss-Radau, Gauss-Lobatto, and
uniform nodes, all using LR quadrature rules. Fig. 5.6 shows the ys error versus
the number of implicit function evaluations for approximations computed by the
7th-order SIPIDC method, for ¢ = 107%, k = 1,3,4,5,6. Results for y; are
similar. For sufficiently stiff parameters (¢ < 10~%), the convergence rate drops
to first order for a range of At when Gauss-Legendre, Gauss-Radau, and Gauss-
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Figure 5.6: Convergence plots for 7th-order SIPIDC methods for the van der Pol
problem for a range of € values. A LR quadrature rule is used for each case, and the
reported error is for the second component ys.

Lobatto nodes are used. In contrast, when uniform nodes are used, a region of
non-convergence appears (i.e., Oth order) for sufficiently stiff parameters. Also,
the magnitude of the error in these regions of non-convergence appears to scale
like €2.

It is noteworthy that these results are not consistent with the suggestion in
[25, 19] that the error for semi-implicit SDC and ARK methods scales like

(5.6) e ~ 1 At + coe AP,

for e < CAt, where c1, c2, C, a, and [ are constants. This ansatz is based on
the results in [11, 17] for SDIRK methods. The results in Fig. 5.6 suggest that
the error for PIDC methods scales like

(5.7) e ~ coAL™ + c1e At + cae At

Here rg denotes the non-stiff order and the coefficients ¢; and co vanish for
sufficiently small At. Furthermore the exponents r; and 79 representing the
reduction in order appear to depend on the choice of quadrature nodes. This
ansatz is further investigated in the following section.
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Figure 5.7: Convergence results for 7th-order SIPIDC methods using uniform nodes
for the van der Pol problem for a range of € values. The panels differ in the choice of
quadrature rule. The reported error is for the second component ys.

Finally, the effect on order reduction of using or omitting the left endpoint
in the quadrature rule is now studied. Fig. 5.7 shows convergence results ob-
tained for 3, using 7th-order SIPIDC methods, with e = 107%, k = 1,3,4,5,6,
using LL and RR uniform nodes. Results for y; are qualitatively similar (not
shown). When RR uniform nodes are used (Fig. 5.7B), the convergence results
are similar to those obtained with LR uniform nodes (Fig. 5.6D). In contrast,
when LL uniform nodes are used (Fig. 5.7A), the convergence results resemble
those obtained with non-uniform nodes (Figs. 5.6A, B, and C). Analogous re-
sults are also obtained for SIPIDC methods of other orders (not shown). These
results suggest indicate the coefficients in the error in Eq. (5.7) also depend on
whether the left-hand endpoint is used in the quadrature rule. These curiosities
are further examined in the next Section.

5.8  Order reduction on the cosine test

The numerical results regarding order reduction in the previous section are
at first difficult to explain. Fortunately, very similar results are obtained using
the much simpler cosine test problem. This equation is simple enough to allow
an explicit examination of the dominant error terms for PIDC methods, which
helps to justify the form of the error suggested in Eq. (5.7).

To demonstrate the similar behavior between the two problems, the cosine
test is repeated for increasingly stiff values of €. Fig. 5.8 shows the error versus
the number of implicit function evaluations for approximations computed using
the 6th-order SIPIDC methods with e = 107%, k =1,2,...,6. Results obtained
for each choice of node with the LR quadrature rule are shown separately in the
four panels. The results are consistent with those obtained for the van der Pol
equation. For non-stiff parameters (e = 0.1 and 0.01), 6th-order approximations
are obtained for all three quadrature nodes as expected. For sufficiently stiff pa-
rameters (e < 0.001), a region of first-order convergence is observed for methods
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Figure 5.8: Error versus average substep size for 6th-order SIPIDC methods using the
cosine test case for a range of € values, from 107% to 107%. A LR quadrature rule is
used in each case.

using Gauss-Legendre, Gauss-Radau, and Gauss-Lobatto nodes (wherein the er-
ror scales like €), while a Oth-order region appears for uniform nodes (wherein
the error scales like €2).

That uniform nodes yield convergence behavior different from non-uniform
nodes when applied to a stiff problem can be explained by the error formula
(A.24) derived in the Appendix. In that formula, the low-order terms have the
form cyeAt + cpe?, where for uniform nodes and a right-hand rule, ¢; vanishes.
Although this error formula is valid only for a simple equation of the same form
as the cosine test, it is consistent with the numerical results (Fig. 5.8), which
show that

e for a sufficiently stiff problem, uniform nodes yield zeroth-order approx-
imations with errors that scale as €2, whereas non-uniform nodes yield
first-order approximations with errors that scale as e;

e for a given stiffness parameter, order reduction begins for uniform nodes
at smaller At’s compared to non-uniform nodes; and

o for € > At,, the error formula (5.7) is not valid and one should observe
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the convergence with full order for sufficiently small At.

The cancellation of the eAt term in the error formula (A.24) occurs only for
uniform points and a right-hand quadrature rule. Results (not shown) using
RR uniform nodes resemble those obtained with LR uniform nodes (Fig. 5.8D),
whereas results for LL uniform nodes resemble those obtained with non-uniform
nodes (Figs. 5.8A, B, and C). These results confirm that the cancellation occurs
for uniform nodes with LR and RR quadrature rules, but not for LL nodes.

6 Discussion

An analysis is presented in this paper of the impact of the choice of quadra-
ture nodes and rules on the accuracy and stability of implicit and semi-implicit
PIDC methods which are based on first-order Euler methods. Several pertinent
conclusions are drawn from examples and analysis:

1. Implicit PIDC methods that are based on backward Euler and that use
a right-hand quadrature rule (i.e. those that do not use the value of the

left-hand end-point in Eq. (2.12)) are L(«)-stable, with « very close to
/2.

2. For SIPIDC methods applied to nonstiff or mildly-stiff problems, similar
accuracy is obtained using Gauss-Legendre, Gauss-Radau, Gauss-Lobatto,
and uniform nodes for moderately high order (e.g. seven or less). Which
nodes give the best accuracy per function evaluation appears to be problem
dependent. Thus, an argument may be made for choosing uniform points
instead of the non-uniform Gauss points used in previous studies [5, 10, 23]
when it is more convenient.

3. The ambiguous results concerning order reduction on the van der Pol prob-
lem appearing in both [25, 19] are due to the use of non-equilibrium initial
conditions. Results presented in this study show that fourth-order ARK
scheme in [19] displays an O(eAt) error in the second component of the
solution for small values of the stiffness parameter ¢, and likewise the semi-
implicit SDC method used in [25] displays a reduction to first order in both
components of the solution when equilibrium initial conditions are used.

4. The particular form of order reduction for SIPIDC methods applied to
the van der Pol test case depends on the choice of quadrature nodes and
quadrature rules. In particular, numerical results using uniform points
with a right-hand quadrature rule display O(€?) error terms as opposed
to the O(eAt) error displayed by methods using nonuniform nodes or the
left-hand rule.

5. The SIPIDC methods display similar order reduction on the cosine test as
on the van der Pol test. Furthermore, the simple form of the cosine test
allows a direct confirmation of the leading terms in the order reduction.
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As mentioned earlier, the motivation for studying SIPIDC methods for ODEs
is to enable the construction of higher-order methods for PDEs with multiple
disparate time scales. The conclusions above have relevant consequences in this
regard. To begin, there is an additional benefit to using right-hand quadra-
ture rules for the temporal integration of certain PDEs in that the value of the
implicit term needs never be computed explicitly, even at the beginning of the
computation. As a particular example, consider the numerical methods for vis-
cous incompressible flow described in [23, 24] wherein the implicit term stems
from the diffusion term in a PDE. In order to achieve higher-order spatial ac-
curacy, the resulting implicit equations are solved in spectral space for uniform
grids or with integral equation solvers [7] for adaptive meshes. In either case,
additional work is required if one wishes to simply evaluate the viscous term
explicitly at a given time. In the latter case, using for example finite-difference
approximations near coarse-fine grid interfaces requires unwieldy stencils and
results in a less accurate value compared to that computed implicitly through
the integral equation method.

The second conclusion above also has implications for the construction of
numerical methods for PDEs. There are examples where using uniform nodes
in time simplify the overall algorithm considerably. One example stems from
the use of block rectangular adaptive mesh refinement in both time and space
(see e.g. [3]), in which larger time steps are used on coarser regions of the mesh.
When the refinement ratio is an integer, it is necessary to use uniform substeps
to enable the substep solutions from meshes with different grid spacing to be
synchronized in time. Uniform time-levels also simplify the use of multi-step
methods based on a BDF approach (see e.g. [2]) in the prediction step of PIDC
methods. This strategy was investigated in [25] as a possible remedy for order
reduction in very stiff problems, and a paper which further investigates this
potential is in preparation [22].

Although uniform nodes are more convenient for some PDE applications, there
are examples in which Gauss nodes may be preferrable also. In the current
implementation of a PIDC method using p+ 1 nodes per time step, the correction
equation is solved p times if the LL qudrature rule is used (p—1 times if the LR or
RR quadrature rule is used). This gives rise to a method of order p+1 (or p if the
LR or RR quadrature rule is used). As mentioned in [25], numerical experiments
indicate it is possible to further increase the temporal order of accuracy of a
method using Gauss nodes by additional iterations of the correction equation.
Said differently, it is possible to achieve pth order accuracy with p — 1 iterations
of the correction equation, but fewer than p quadrature nodes. Although the
increase in efficiency of such an approach (as opposed to simply using p nodes)
appears slight, there is a savings in the storage requirement of such a scheme.
This savings is possible, however, only if one uses Gauss type quadrature nodes.

The phenomenon of order reduction for semi-implicit methods applied to stiff
problems has seen only limited investigation to date. As mentioned in the third
point above, both PIDC methods and the ARK schemes from [19] display order
reduction. Although a qualitatively similar order reduction for PIDC methods is
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observed for both the van der Pol test problem and the simpler cosine test, it is
not clear whether this behavior is completely generic, especially in regard to the
differences in behavior between uniform and Gauss points. As just mentioned,
the benefits of using semi-implicit BDF type predictors with PIDC methods to
remedy order reduction is being more closely investigated [22].

Finally, it is worth mentioning that there are an unlimited number of possibil-
ities regarding the choice of quadrature nodes for PIDC methods which have not
been considered here. One could imagine choosing the nodes in order to achieve
some desirable property in the overall numerical scheme based on a physical un-
derstanding of the true solution. The analysis in this work suggests that such a
hypothetical choice would likely not substantially affect the stability or accuracy
of the method for mildly stiff problems but could perhaps provide a significant
benefit for very stiff problems.

A Appendix

In this Appendix an analytical formulation is developed for the truncation
error for a SIPIDC methods applied to a simple stiff equation.

Given a smooth function p(t), consider the ODE with exact solution y(t) = p(t)
given by

(A1) Y =p'(t) - ~(y—p(®)

Here € controls the stiffness with the equation becoming more stiff as € goes to
zero. The first term in (A.1) will be handled explicitly and the second implicitly.
The following analysis applies to the stiff case when e < At.
First consider the computation of a provisional solution ¢°(t,,) computed using
the forward-backward Euler method described by Eq. (2.7). Let p,, = p(ts,) and
Y = ¢%(t;). Given a previously computed value ¢, with error €0, = ¢2, — py,,
one step of forward-backward Euler applied to Eq. (A.1) is

(A2) o O+ At (Pl + tpmi1)
. m—+1 — 1 + Aty

When € < At,,, the quantity 1/(1 + %) can be expanded into the series
1 € € e\’
A3 = 1-— R I
(A3) 1+ 5~ A, ( Atm+<Atm> )
Hence Eq. (A.2) is

0 2 3
0 _ / Oy — Pm+1 € €
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Using the fact that ¢2, = p,,, + €2, and the Taylor series for p(t), the term in the
first parentheses can be expanded to
At? At
¢9n_pm+1 :p/ + e?n_Atmp/m_Tmp/rln_ 6 plr/r;
At m At
e Atppll At p

mPm 3
Al 5 T 6 )+ O(A”).

Don +

(A.5) =—(—
Substituting this expression into Eq. (A.4) and recalling €, .1 = ¢% .1 — Pm+1

yields
0 ) € 62 63
em—i—l =€n At - At2 + At?) T

m

P | At pi e’
(2 +— 5 €Aty — €2 +At +.

(A.6) +O(eAt?) + O(EAL) + O(%) .. ..

Now consider the correction equation given a provisional solution ¢°(¢,,). Note
that f(¢°(tm), tm) = P, — 2€%(tim). The direct form of the correction equation
(2.11) for Eq. (A.1) is

1
m+1 —¢1 + Aty ( _p;n - E (¢11n+1 — Pm+1 — ¢9n+1 +Pm+1)>

L)
(A7) =@y, + At (_%( A1~ 9n+1)> + I (00).
Solving for ¢l 41 yields
(A8) L Ont e %+11++1272;1<p’(t) — ')

Now consider the quadrature term in the numerator. The integration rule
given by Eq. (2.12) defines

p
(A.9) IZLH'l ((JSO) = At,, Zqin (pg - %e?) .

=0

Since the integration rule is assumed to be O(At?), the first term can be inte-
grated yielding

p
(A.10) Lt (0°) = pms1 — pm + O(ALY) Z
=0
Substituting this expression into Eq. (A.8) gives
O + Pt — P+ S (D g1 — Do g dmel) + O(Atq)

1
(All) m+1 = 1+ At
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Using the expansion in Eq. (A.3) yields

Aty
¢1177,+1 At <¢ + Pm+1 — Pm + T ( m—+1 qu€l> + O(Atq)>
1=0
2
€ At,,
- (At > (qain + Pm+1 — Pm + —— ( m-1 qu€l> + O(Atq)>
m =0
(A.12)
3
€ At
+(At > <¢in + Pm41 — Pm+— ( ma1 quel>+O(Atq)>...
m 1=0
hence

€ €
ma1 =Pm1 (I_EHAtm)Q”')

2 3
1 L_ € €
+ (¢m — Pm + Pmt1) (Atm (Atm> +(Atm> )
P € € 2
o 10
;qmel( s+ (50) )

(A-13) + O(At"™h) + O(A1T2) + O(EAL?) ...

Finally, define the error in the updated solution e}, = ¢ —pp,. Then subtracting
Pm+1 from both sides of the equation yields

1 1 € e\’ e \°
€m+1 =€m (A—tm - (m> + <m> )
P 2
+ <69n+1 —Zq%e?) (1— ﬁ—i— (ﬁ) )
1=0 m m

(A.14) + O(eAtT™) + O(EALT2) + O(EALT3) ..

Consider now a full time step of a SIPIDC method for Eq. (A.1). Assume the
error at the beginning of the time step is given by eJ. The dominant terms in
the provisional solution error (A.6) are

/!
(A.15) el = —‘%"(eAtm —€%) + zm,
where
0 €
eoy, m = 1,
A.16 2 = ! %
(4.16) { QAK”;;”)”;], m > 1.

Likewise, the dominant piece of the correction equation error in Eq. (A.14) will
come from the term

(A.17) 1ln+1 = e, quez
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Substituting the dominant provisional error given in Eq. (A.15) into the domi-
nant correction error formula (A.17) gives

" p 1
(A18) e,y = _Pm2+1 (eAtyi1 — €2) + zm — Zq,ln <—p2—l(eAtz -+ zz> :
=1

The summation term can be rewritten as
(A.19)

p 7/ p
p
;lﬁn (—é(eAtl -+ zl> = que ! Aty + qup + ;qinzz.

The first of the three summations can be rearranged to yield.
(A.20)

p " p " " p
1 D _ | Pmy1 + O(A?) Pyt ! 2
quegAtl = quefAtl = TequAtl + O(eAt”).
1=1 1=1 =1
The second term gives
2 XL €2 €2 ,
(A21) Z Gl = gz (P =P+ O(AL)) = 5pm+1 +O(eAt).

Therefore substituting these expression into Eq. (A.18) and simplifying gives

P - 3
(A.22) e = — 2+1 (Atm—‘rl - ZQLAU> - Z(Jinzl
=1

=1
+O(AL?) 4+ O(eAt?) + O(2 At)

Rearranging slightly the error takes the form

p p
Pm Aty
(A.23) emi1 = —€Atn, +1 ( Z Um Ay > + #m Zqinzl
=1 =1

+O(AtY) + O(eAt?) + O(2At).

Note for uniform nodes where all the sub-steps are equal,

(A.24) Xp: AA—zp ZAt qu—

and (A.23) simplifies to

p
(A.25) Ch1 = Zm — Y _ A2t + O(ALY) + O(eA) + O(>At).
=1

For quadrature rules based on non-uniform quadrature nodes, the O(eAt) error
term remains.
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