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Abstract

Nodes in a network contain local information in the form of attributes in addition to
path-based measures available from the network. Metric learning techniques aimed
at learning a distance metric M can help us to utilize this local information for
predicting a graph structure. This research article proposes a metric-learning based
approach that aims to align Mahalanobis distance among the nodes to have roughly
the same order as determined by the path-based measures (like commute-time).
Additionally we test our approach on a synthetic dataset and evaluate them on
three performance metrics. To the best of our knowledge this is the first attempt to
combine local information and path-based measure in learning the graph structure.

1 Introduction

Metric learning is closely associated with similarity learning in supervised machine learning [13, 2].
It is defined as the problem of learning a distance function tuned to a particular task. Metric learning
aims to automate the process of learning a task-specific distance functions in a supervised manner
[6]. Though metric learning has been widely used in the area of computer vision, it has also found
applications in other domains as well. A recent work by Shaw et al. [11] has applied metric learning
to learn a distance function in real-world networks. They proposed structure preserving metric

learning (SPML) algorithm in one of the foremost attempts to learn a distance metric by capturing
both local attribute and connectivity information often available in real-world networks. However,
the connectivity information looks at only the absence or presence of links (or edges) between the
nodes in the network. Though this binary information is useful in modelling networks, very few
works have focused in going beyond this connectivity. An interesting finding with respect to the link

prediction problem was reported in [7]. The link prediction asks the question as to "what extent can
the evolution of a social network be modeled using features intrinsic to the network itself"? From a
series of detailed experiment, the authors opined that network topology does indeed contain latent

information from which to infer future interactions. In fact, it empirically demonstrated that more
subtle path-based measures like commute-time [8] and Katz-measure [5] often outperform more
easily computable direct measures such as shortest-path distances and numbers of shared neighbors.
But it comes at a cost. These path-based measures are expensive to compute given the graph G (V,E).
Increase in computation time is the price paid for better expressibility. However, there has been
recent works [1, 9] to ameliorate this computational problem by proposing faster approximations of
commute-time and Katz measure with tighter bounds.

Motivated by the above findings and following the line of work done in [11], we make an attempt learn
a distance metric M that incorporate the path-based information and nodal interactions (via feature
of nodes). Thus we propose commute-time metric learning (CTML) algorithm. One of the important
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difference between SPML and CTML lies in incorporating the relative distance constraints (triplets)
in the metric learning problem. While the former attempts to push the non-neighbor nodes farther
than the neighbors of a particular node, the latter attempts to align the other nodes in feature space
such that they closely follow the commute-time orderings. In relation to their different objectives,
new performance metrics have been used to evaluate the CTML algorithm. In short, the contributions
of our work are as follows:

1. We show that metric learning can be applied such that the commute-time orderings align
with the Mahalanobis distance orderings (in feature space);

2. An artificial dataset was generated such that commute-time exactly aligns with the squared-
Euclidean distance; and

3. New performance metrics are introduced to measure the degree of alignment between the
commute-time orderings and the Mahalanobis distance orderings of the data-points.

The remainder of the paper are organized as follows: In Section 2, we give the background details
of the metric learning problem, it‘s modification to network setting as was done in SPML and
discuss about the path-based measures. The proposed CTML algorithm is detailed in Section 3
and is followed it up with artificial dataset generation process in Section experiment for testing our
algorithm. Alongside, we also discuss the associated performance metrics for evaluating CTML. The
experiments section details about the performance of CTML in different datasets and observations
are analyzed in detail. Lastly we conclude our paper with in Section 5 with some possible directions
for future line of research.

2 Background details

2.1 Metric learning problem formulation

Mahalanobis distance, as defined in the metric learning literature, is any distance function of the
form:

DM (x
i

, x
j

) = (x
i

� x
j

)
T

M (x
i

� x
j

) (1)

where M is a positive semi-definite matrix, x
i

, x
j

2 Rd are two d�dimensional training instances.
As with the original Mahalanobis distance, we can view this distance simply as applying a linear
transformation of the input data. Thus, Mahalanobis distance exactly captures the idea of learning
a global linear transformation. Hence the above transformation allows linear constraints on the
distances to be written as linear constraints on the M matrix.

2.2 Structure Preserving Metric Learning (SPML) algorithm

In [12], it was shown that graph topology can be preserved using linear constraints with regard to the
distance between the nodes in feature space. To understand this with regard to graph connectivity, let
us consider a graph G(V,E) for which we know the adjacency matrix A 2 Bn⇥n, and the feature of
n nodes from X 2 Rd⇥n. If we can learn a distance metric M parameterized by the linear constraints,
we are basically learning a metric that preserves the graph structure. The connectivity algorithm
G would use the given matrix of node features X and the distance metric M (learnt by imposing
the constraints) to output an adjacency matrix Ã. The graph structure is said to be preserved if the
Ã = A. Kindly refer to Definition 1 in [11].

SPML builds on the above idea whereby it learns a distance metric parameterized by a PSD matrix
M 2 Rd⇥d, where M ⌫ 0 that preserves the structure. Note that we talked about connectivity
information previously. In SPML, these connectivity information supplies the constraints that must
be enforced whie trying to learn M. The constraint is the distance of a node to its farthest connected

neighbor should be less than the distance to nearest unconnected non-neighbor. By taking the
k�nearest neighbor connectivity algorithm this constraints can be enforced in the transformation
(1)to learn a structure preserving M.

The optimization problem is formulated by as the sum of two terms: a Frobenius norm (denoted by
k.k

F

) regularizer on M, and hinge loss on the linear constraints. The regularization parameter � is
the trade-off between the two terms and penalizes too complex M. To preserve the entire structure
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it should consider all the possible triplets and the problem takes the form of a simple semidefinite
program (SDP). However, the worst-case complexity of the SDP would be O

�
d3 + C3

�
, where

C = O
�
N2

�
for d variables and N constraints (is of order O(n3) for training set of size n). In

[11], it was mentioned that we can ignore the PSD requirement on M since we are concerned with
the relative distances. This helped to convert the problem into a one-class structural SVM and that
facilitated the use of stochastic SVM algorithms like PEGASOS [10].

As we want the constraints to preserve the structure, we should incorporate a penalty
in case the structure is violated by the M learnt so far. The hinge-loss over triplets
max (DM (x

i

, x
j

)�DM (x
i

, x
k

) + 1, 0) does exactly that. It considers one reference node (say
i), its neighbor (say j) and its non-neighbor (say k). The set of all such triplets is S =
(i, j, k) |A

ij

= 1, A
ik

= 0. Given below is a unconstrained optimization problem with a hinge-loss
constraints encoding the structure:
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Learning the distance metric over the set of all constraints is the main bottle-neck. Not all triplets
(i, j, k) also satisfy the structural condition A

ij

= 1, A
ik

= 0. So we can make SPML scalable via
the projected stochastic subgradient descent. The authors in [11] have shown a fast way to evaluate
these by using sparse structure. The |S| constraints can be written using the distance transformation
in (1) as a sparse matrix C(i,j,k), where
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The other entries are zero. The matrix C(i,j,k) ensures that the expression tr
�
C(i,j,k)XTMX

�
is

equal to hinge-loss penalty function. The subgradient of f (M) at M is then

rf = �M+
1
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X

(i,j,k)2S+

⇣
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where S
+

= {(i, j, k) |DM (x
i

, x
j

)�DM (x
i

, x
k

) + 1 > 0}. As mentioned earlier, the set of all
possible triplets is the reason for computational burder. Therefore SPML uses stochastic subgradient
descent to optimize this objective function via a batch of triplets instead of using the full set S. Thus
S in the objective function is replaced with a random subset of S of B triplets each of which satisfies
the property A

ij

= 1, A
ik

= 0. Interested readers are referred to [11] for detailed understanding. We
will revisit this section while describing the CTML algorithm.

2.3 Path-based measures

As mentioned earlier Liben-Nowell and Kleinberg [7] identified a variety of topological measures as
features for link prediction. The measures they studied fall into two categories – neighborhood-based
measures and path-based measures. The former are cheaper to compute, yet the latter are more
effective at link prediction. In fact, Katz measure and commute-time were found to be among the
most effective ones. Here we will briefly go over the two measures for both

Katz score: Katz score computes a weighted sum of the number of paths between them and is the
measure the affinity between nodes. Formally, the Katz score between node i and j is

K
i,j

=

1X

l=1

↵lpaths
l

(i, j)

where paths
l

(i, j) denotes the number of paths from node i to j of length l and ↵ < 1 is an attenuation
parameter. For a symmetric adjacency matrix A of a undirected and connected graph, Al

i,j

is the
number of paths between node i and j. Then the Katz scores for all pairs of nodes can be expressed
as:

K = ↵A+ ↵2A2 ++↵2A2..... = (I� ↵A)
�1 � I (4)

K refers to the Katz matrix. The restriction here is I � ↵A must be positive definite for it to be
invertible. This happens when ↵ < 1/�

max

(A) (�
max

is the largest singular value of A) and also
corresponds to the case where the series expansion converges.
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Commute time: It is defined as the sum of hitting times from i to j and from j to i, where the
hitting time from node i to j is the expected number of steps for a random walk started at i to visit j for
the first time. The hitting time is computed using the random walk transition matrix (first-transition
analysis) associated with a graph. Let A be the symmetric adjacency matrix from which we can get
the diagonal matrix of degrees D as

D
i,j

=

( P
v

A
i,v

i = j

0 otherwise

The random walk transition matrix P = D�1A. If H
i,j

be the hitting time from node i and j, it must
satisfy

H
i,j

= 1 +
P
v

H
i,v

P
v,j

and H
i,i

= 0

based on the Markovian nature of a random walk. The hitting time matrix is the minimum non-
negative solution H that satisfies this equation . The commute time between node i and j is then:
C

i,j

= H
i,j

+ H
j,i

. Then the commute-time matrix C can be calculated as C = H + HT . An
equivalent expression can be obtained based on the combinatorial graph Laplacian matrix: L = D�A
[4]. Each element C

i,j

= V ol(G)(L†
i,i

� 2L†
i,j

+ L†
j,j

) where V ol(G) is the number of edges in the
graph and L† is the pseudo-inverse of L. The commute time between nodes in different connected
components is infinite. So we use the largest connected component of a graph for analysis.

In this article we deal with commute time only. However for a connected component of the graph
Katz measure can also be incorporated into the algorithmic framework similarly. Since we use
synthetic dataset we don‘t consider the problem of scalability.

3 Commute-time based Metric Learning (CTML)

The CTML algorithm builds on the idea of SPML by tweaking the triplet selection process. Remember
in SPML we chose the set of all such triplets as S = {(i, j, k) |A

ij

= 1, A
ik

= 0}. In CTML, we
look beyond the connectivity information provided by the adjacency matrix A and use higher level of
information provided by the commute-time matrix C. We deal with the set of all such triplets S =
{(i, j, k) |C

ij

< C
ik

} and the associated penalty function max (DM (x
i

, x
j

)�DM (x
i

, x
k

) + 1, 0)
is kept the same. The expectation is that the distance to node j (that has less commute-time) should
be less than node k (with higher commute time). If this expectation is not satisfied we penalize
the constraint using the penalty function defined in Eq. (2). The pseudocode of the algorithm with
commute-time constraints is given in Algorithm 1.

input :Commute time matrix C 2 Rn,n, dataset X 2 Rd,n, and parameters �, T ,B
output :M

t

for t 1 to T � 1 do
⌘
t

 1

�t

;
C(i,j,k)  0

n,n

;
for b 1 to B do

(i, j, k) Sample random triplet from S = {(i, j, k) |C
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};
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;
end

Algorithm 1: CTML algorithm
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4 Experiments

In this section we compare the performance of SPML and CTML on synthetic datasets on three
metrics. The synthetic dataset generation is elucidated in Section 4.1 followed by discussions on
performance metrics in Section 4.2. Finally we discuss the results in Section 4.3 and bring out
observations that may be helpful in guiding future research.

4.1 Synthetic dataset generation

The synthetic dataset X is generated such that the squared Euclidean distance between any two
nodes exactly resemble with the commute-time between them. In short the dataset should satisfy
the property (x

i

� x
j

)
T

(x
i

� x
j

) ⇡ C
ij

. We briefly discuss the generation process. Remember
in Section 2.3 we have shown that the commute-time between pair of nodes can be expressed as
C

i,j

= V ol(G)(L†
i,i

� 2L†
i,j

+ L†
j,j

), where V ol(G) is the sum of elements in A and L† is the
pseudo-inverse of L. This enables us to construct a Kernel matrix for commute time embeddings as
K

C

= V ol(G) · L†. Symmetric matrix factorization of K
C

= XTX leads to the formation of the
dataset X. We use eigen-decomposition to obtain X. Mathematically the dataset generation can be
written as

XTX = V DV T = KC => X = D1/2 V T (5)

where D is a digonal matrix containing the eigenvalues and V is the matrix of eigenvectors. The
dot-product Kernel K exactly resembles K

C

. Since the commute-time embeddings exactly resemble
the Euclidean distance embeddings, we make the problem more challenging by scrambling the dataset
using an invertible matrix W 2 Rd⇥d containing uniform random numbers lying in the range [0, 1].
So now we have a scrambled matrix X̃ = W ·X. The metric learning algorithm should ideally learn
the Mahalanobis metric M

opt

= W�1.

Note that we use a connected graph G(V,E) by artificially generating the adjacency matrix A. The
commute-time matrix C is computed from A and then we assign the features to the node using Eq.
(5). As mentioned earlier there exists an optimal M = M

opt

. The scrambling of the dataset does not
affect the commute-time between the nodes. We will now discuss two performance metrics that is
based on the learning problem in hand and has direct relation to this generation process.

4.2 Performance measures

As the optimization is running we are trying to attain two objectives simultaneously. The Mahalanobis
metric M

t

should ideally approach the M
opt

= W�1 and the relative distance-based rankings
between the node should approach the relative commute-time based rankings. The performance
metrics discussed below are designed to measure this two objectives.

Spearman‘s footrule score : This is a more strict measure that averages the absolute sum of the
commute-time rankings and Mahalanobis distance-based ranking (as determined by M

t

) over all the
nodes. Suppose ri,jM is the rank of node j when all nodes are sorted according to the Mahalanobis
distance from node i. Similarly ri,jC be the rank of node j when sorting done based on commute-time
with respect to node i. Then the Spearman‘s footrule score is approximated as

SM,C =
1

n3

nX

i=1

nX

j=1

���ri,jM � ri,jC

��� (6)

As the M
t

approaches the optimal solution, we should expect the rankings to align and the score
SMt,C should approach 0.

The above measure is very exact and measures exact alignment. If the algorithm is made to run
infinitely long, we can get perfect scores. However with regard to the stochasticity of the sub-gradient
descent algorithm, we should use a comparatively less stringent metric to evaluate the objective. Area
under the curve (AUC) scores have been used in [11] to determine the performance of the SPML
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Figure 1: The Spearman‘s footrule score for CTML (green) and SPML (blue) for different values of
the regularization parameter �. (Zoom on the pdf to view.)

algorithm in link prediction. However CTML was designed to obtain commute-time alignment. So
we must use AUC scores to consider the role of commute-time.

CTAp-measure : Thus we introduce customizable CTAp-measure (Commute-time based AUC
score at p percentile). This score is based on the concept that this problem can be treated as a binary
classification problem with respect to a threshold commute-time fixed at p-percentile with respect
to each node. In this case we set p = 50, and take the median commute time as threshold. With
respect to a node i, we find the median commute-time to all other nodes. Let this be denoted by cmed

i

.
All the nodes whose commute time is less than cmed

i

has labels 1 and 0 otherwise. The binary label
prediction is based on the analogous rule, the median distance serving as the threshold for assigning
labels. The AUC scores of this binary classification is computed for all the nodes and the average
measure is stored for every iteration. As the optimization iteration runs, the median commute-time is
expected to approach the median distance for all the nodes leading to higher AUC scores.

4.3 Results on the synthetic dataset

Both CTML and SPML are based on the same optimization principle with the only difference between
them being in triplet selection. In this section we show how this change in triplet selection affects
the learning. For both the algorithms we used the synthetic dataset X 2 Rd⇥n(d = 20, n = 21) and
kept the batch-size B at 10, the margin for violation was 10�10. Both the algorithms were made to
run for T = 106 iterations. By keeping the other parameters fixed, the regularization parameter � is
varied in powers of 10 from �6 to 0 in steps of 1 and plot the relative performance of the algorithms
are shown as per the three measures. The Spearman‘s footrule score and CTAp-measure at p = 50
are plotted in Figure 1 and 2 respectively.
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Figure 2: The CTAp score (p = 50) for CTML (green) and SPML (blue) for different values of the
regularization parameter �. (Zoom on the pdf to view.)

From our analysis of the run we see that using only binary information is not helpful when we are
going beyond connections. In real-world networks, sometimes two unconnected nodes might have
lower commute-time but with no connection between them. That would usually imply a big set
of common neighbors and we can expect that in future a link might form between them through
these common connections. Many such interesting questions can be answered if we start looking
into path-based measures along with the local information available from the nodes. However as
discussed earlier there is the issue of scalability that arises in real-life networks as they tend to grow
in size. In that case we have to use approximations of these path-based measures. It makes more
sense to use approximations rather than exact measures since real-life networks (graph structure)
tends to change with time. These changes basically involve addition of new nodes or edges, as well as
deletion. Recomputing the exact measures every time such a change occurs is not practical. Thanks to
the recent algorithms proposed in [1], investing in metric learning algorithms like CTML has become
feasible as more and more research continue to be done in network science.

Another interesting research might be in developing optimization algorithms that can lead to faster
convergence using only a subset of triplets. CTML’s convergence with respect to the Spearman‘s
footrule is in Figure 1. This is based on the PEGASOS theory [10]. However more recent line of
optimizations like ADAGRAD [3] remains to be explored. The bigger goal would be to formulate a
line of algorithms that have a general framework for incorporating path-based measures and local
information in predicting the graph structure.

5 Conclusion

In this report we propose a commute-time based metric learning algorithm that tries to learn the
structure of graph by incorporating the nodal-attributes and the path-based measure. This algorithm
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is based on the idea that topological measures help to learn a deeper notion of structure than is
otherwise reflected by simple connectivity information. We also use two measures to show the
relative performance of the two algorithms. It brings out the inadequacy of metric learning when we
use the binary information and do not know use the path-based measures.

We also provide guidelines for possible future explorations in metric learning algorithms.
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