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Abstract—In this paper, we focus on the issue of stability
in multihop wireless networks under flow-level dynamics, ad
explore the inefficiency and instability of the celebrated Bck-
Pressure algorithms. It has been well-known that the Back-
Pressure (or MaxWeight) algorithms achieve queue stabilit and
throughput optimality in a wide variety of scenarios. Yet, these
results all rely on the assumptions that the set of flows is fixg and
that all the flows are long-lived and keep injecting packetsnto
the network. Recently, in the presence of flow-level dynams;
where flows arrive and request to transmit a finite amount
of packets, it has been shown that the MaxWeight algorithms
may not guarantee stability due to channel fading or inefficént
spatial reuse. However, these observations are made onlyrfo
single-hop traffic, and thus have resulted in partial solutons that
are limited to the single-hop scenarios. An interesting qu&tion
is whether straightforward extensions of the previous soltions
to the known instability problems would achieve throughput
optimality in multihop traffic setting. To answer the question,
we explore potential inefficiency and instability of the Bak-
Pressure algorithms, and provide interesting examples thaare
useful to obtain insights into developing an optimal solubn. We
also conduct simulations to further illustrate the instabiity issue
of the Back-Pressure algorithms in various scenarios. Ourtsidy
reveals that new types of inefficiencies may arise in the sétgs
with multihop traffic due to underutilization of the link cap acity
or inefficient routing, and the stability problem becomes maoe
challenging than in the single-hop traffic counterpart.

I. INTRODUCTION

In more recent years, the Back-Pressure algorithm has
gained enormous popularity, and its distinguishing prtypef
guaranteeing queue stability and achieving optimal thinpud
has been extended to a wide variety of scenarios (see [2],
[3] and references therein.) However, all of these fasiigat
results require certain assumptions on the traffic flows,the
set of flows is fixed and all the flows aleng-lived (i.e., they
keep injecting packets into the network.) In practice, haave
flows arrive and request to deliver a finite amount of packets,
and are thushort-lived In the presence of these short-lived
flows, the well-knowrlast packet problenf4] can occur under
the queue-length-based Back-Pressure algorithm: a ghatie t
lacks subsequent packet arrivals may not receive any gervic
for a long time, since the queue-length-based algorithms gi
a higher priority to links with a larger queue length. More
importantly, the queue-length-based Back-Pressure ittigor
may not even be throughput-optimal in the presence of flow-
level dynamics. This could occur because the number of flows
may keep increasing with time, although each flow has a finite
number of packets. In the following, we briefly discuss the
known results on the inefficiency and instability of the Back
Pressure (or MaxWeight) algorithm, and their solutions.

In [5], the authors examine the potential instability of the
MaxWeight algorithm in the presence of flow-level dynamics.
Their clever counterexamples show that in a wireless dowknli

It has now been two decades since the seminal work ®ifstem with time-varying link rates, the Max\Weight alglonit
[1], which developed a joint routing and scheduling algonay fail to achieve the optimal throughput performance.

rithm, called the Back-Pressure algorithm (or equivaigittie
MaxWeight algorithm for single-hop traffic.) This algonith
is throughput-optimal, i.e., it can stabilize the networidar

The inefficiency leading to instability essentially comesnt
failure to opportunistically exploit better link rates im-e
vironments with channel fading. They have also developed

any feasible loadThe Back-Pressure algorithm computes th@ solution based on a priori knowledge of the arrival and
weight of a link as the maximum “back-pressure” (i.e., thehannel statistics. In [6], the authors propose the Workloa
queue-length or delay difference between the queues at f@#sed Scheduling with Learning (WSL) algorithm, and prove
transmitting node and receiving node of the link for eacthat it is throughput-optimal under flow-level dynamics. In
flow) over all the flows, solves the well-known MaxWeighthe WSL algorithm, all the short-lived flows are grouped
problem, and chooses a subset of non-interfering links tH&to a virtual aggregate queue, whose backlog is measured as
have the maximum weighted link-rate suBach chosen link the total estimated workload, i.e., the number of timesslot
then transmits packets of the flow that has the maximuffquired to transmit the remainder of a flow based on the
“back-pressure” at the link. best channel condition seen by the short-lived flow so far.
The WSL algorithm makes scheduling decisions by comparing
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When the queues for long-lived flows dominate, WSL simpligy providing two counterexamples, in which the queue-lengt
runs the MaxWeight algorithm over the long-lived flows antiased Back-Pressure algorithm is not throughput-optimal i
chooses to serve the one that has the maximum weight.the presence of flow-level dynamics. The instability issue
[7], the same authors extend the WSL algorithm to a multtomes from underutilization of the link capacity or inefiot
channel system, and make it more practical than in [6] bputing due to insufficient paths information. We conduct
removing the assumptions that the type (long-lived or shortumerical experiments to further illustrate the instapilssue
lived) of a flow is known a priori, and that packets of a shorf the Back-Pressure algorithms in a variety of scenarios.
lived flow arrive all at once. In contrast to the above queu®ur investigation reveals that new types of inefficiencies
length-based solutions, [8] proposes a delay-based MatWeiand instability of the Back-Pressure algorithms can anise i
algorithm, which provides an intuitive way around the lagnhultihop network traffic settingsMoreover, to the best of
packet problem, successfully addresses the instabityei®f our knowledge, this is the first work showing that not only
its queue-length-based counterpart, and achieves thmalptiinefficient scheduling but also inefficient routing may @us
throughput performance at no extra cost. instability under flow-level dynamic#lthough it is perhaps

It should be noted that in the aforementioned instabilityery challenging to combat different types of inefficierscie
results, rate variations (along with flow-level dynamic&gyp in a unified solution, we believe that these examples provide
a critical role in leading to the MaxWeight algorithm beingiseful insights for designing a unified optimal solution in a
inefficient. Interestingly, the work of [9] provides anotteet more general network setting.
of counterexamples to show that even without rate variation The remainder of the paper is organized as follows. In
instability of the MaxWeight algorithm can still occur, dueSection II, we present the description of our system model. |
to inefficient spatial reuse. This reveals that channelnigdi Section 1ll, we review the Back-Pressure algorithms that we
and rate variations are not the only causes of inefficienayestigate in this paper. Then, in Sections IV and V, we show
and instability associated with flow-level dynamics. Ferth that the Back-Pressure algorithm can lead to instability @u
since the solutions in [5]-[8] cannot be easily extendedo tdifferent types of inefficiencies in the settings with or lwatit
settings considered in [9], the authors develop a regi@eda dynamic routing, respectively, by providing counterexéesp
MaxWeight scheduling algorithm to counter the instabilitalong with numerical experiments. Finally, we conclude our
effects. In the region-based MaxWeight algorithm, therentipaper in Section VI.
network is partitioned into a finite number of regions. Inteac
time-slot, the algorithm selects a subset of non-intemfgri ) i ) ) )
regions based on the aggregate backlog in each region, an/€ consider a multihop wireless network with a single
then serves a flow in each selected region. However, &&duency channel. Time is assumed to be slotted. We use
mentioned by the authors themselves in [9], it is quite diffic @ directed graplgi(z) = (V(¢), £(t)) to represent the network
for their solution to identify an adequate number of regjoni) time-slotz, whereV(t) is the set of nodes andl(¢) is the
without explicit knowledge of the traffic parameters. set of directed !lnks. Nodes are wireless transmnterc-_;ivecs

Without a doubt the aforementioned results have opened ¥ links are wireless channels between two nodes if they can
a new window, through which we can observe the flaws gfféctly communicate with each other. The grap(h) is time-
the celebrated Back-Pressure algorithm. However, all @sh Varying in the presence of flow-level dynamics, as new users
known instability results and their remedies are estabtigor (OF nodes) may join the network and depart after service.
limited cases of single-hop traffic only. It has largely bean L€t b(/) ande(l) denote the transmitting node and receiv-
open question whether new types of inefficiency and instgbil "9 node of linki = (b(1), e(l)), respectively. We consider
can occur in a broader setting of multihop traffic, and if thil1® Pinary symmetric interference model, i.e., for any $ink
known remedies can be readily extended to these more genkrkl€ €(t), if nodec(l) receives interference fro(k), then
settings. Motivated by these questions, in this paper, wago Nodec(k) also receives interference from noblg). Let c;(t)
on the settings with multihop traffic, and explore new type%enote the Ilnk capacity/ratef link |n.t|me.-slott, ie., link
of inefficiency and instability of the Back-Pressure algfuris | ¢@N transmit at most (¢) packets during time-slat if none
by presenting interesting counterexamples in these gettin qf the I_mks that interfere with is transmnu_n_g at _the same

Our contributions are summarized as follows. First, wime. Different from [5]—[8] where the instability reliesmaate
focus on the inefficiency and instability in the settings ofariations, we assume that link rates are fixed, i&t) = ¢
multihop traffic with fixed routes, and present two counterefOr @ll time-slots¢ = 0,1,2,--- and for all linksi. A set
amples to show that both queue-length-based and delayd-ba%fe"”kS.M is caIIe_d .afea.3|bleschedu_le, |f_ the mterfergnce
Back-Pressure algorithm may fail to guarantee stabilitjhis constraints are satisfied, i.e., no two linksin mFerfere with
presence of flow-level dynamics. The essential cause of @@ch other. LetM(t) denote the set of all feasible schedules
instability comes from inefficient schedule reuse, whicsiis-  ©Verg(t).
ilar to the spatial inefficiency identified in [9]. Second, ¥ee A flow is a stream of packets from a source node to
cus on a wireless downlink system where relay-assistedp2-Ho destination node. Packets are injected at the source, and
communications can be adopted to improve throughput perfoere will use link capacity and link rate interchangeably tighout the
mance. In this setting, we identify new types of inefficiesci paper.

Il. SYSTEM MODEL



traverse multiple links to the destination via hop-by-home D-BP: Define the delaWi,f(t) as
munications. LetF(¢) denote the set of flows present in the . N

system in time-slot(s. A flow is “long-lived” (also called long Wi () = Wi (8) = Wi-(5).£ (),
flow for simplicity) if its source node keeps injecting patke and define thalelay differentialas

into the network, and is “short-lived” (also called shortwilo . A s .

for simplicity) if it has only a finite number of packets. A AWt (8) = Woa), 5 () = Weq), £ (B).
short flow will leave the network once all of its packets arghen, we specify the weight of linkas
successfully transmitted to the destination. .

We assume that each nodenaintains a First-In First-Out Bi(t) = max{ AWy g, 1) (1), 0}, ®3)
(FIFO) queueq); ; for each flowf f. In a setting with fixed where f(¢) is an arbitrary flow that has the maximum delay
routes (e.g., Examples 1 and 2 in Section V), each node onjifferential at link! in time-slott, i.e.,
needs to maintain a FIFO queue for each flow passing through .
it. By slightly abusing the notation, we also @t ;(¢) denote fi(t) € argmax AW, ¢ (t).
the queue length of); ; at the beginning of time-slot By fert
convention, we se®; ((t) = 0 if nodei is the destination of ~ With the link weight F(t) specified in (2) (resp. in (3)),
flow f. We let W; () denote the waiting time (or delay) of Q-BP (resp. D-BP) solves the MaxWeight problem (1), and
the head-of-line (HOL) packet af; ; in the network, which in time-slot¢, schedules all linkg in the chosen sel/* to
is measured from the time when the HOL packet arrived to thi@nsmit packets for flow/;(t) it AQy f)(t) > 0 (resp. if
source node of flowf until time-slott. Let i~ (f) denote the AW, j,4)(t) > 0).
previous hop node for floy before node. We setW; ¢(t) = Remark:Q-BP is a throughput-optimal solution to the joint
Wi (). (t) if Qi p(t) =0, and setW;- ;) ;(t) = 0 if nodei problem of routing and scheduling in a more general setting.
is the source node of floyi. The network is said to bstable While D-BP has been shown to be throughput-optimal only in
if the total number of packets in the system remains fifiiee, @ special setting of fixed routes. It is still an open question
the number of flows in the network remains finite, since wehether delay-based scheduling algorithms like D-BP can
assume that every flow has a finite number of packets.) —achieve the optimal throughput jointly with dynamic rogfin

4].
IIl. REVIEW OF BACK-PRESSUREALGORITHMS [41
In this section, we review the well-known Back-Pressurk: | NSTABILITY OF BACK-PRESSUREALGORITHMS WITH

algorithm based on queue lengths (called Q-BP for simplicit FIXED ROUTES
[1], and its delay-based counterpart (called D-BP for simpl  For ease of exposition only, throughout this section, we con
ity) for multihop traffic settings withfixed routeq4]. sider thenode-exclusivénterference modé] where two links

We start by describing the operations of the MaxWeiglsharing a common node cannot be scheduled simultaneously.
algorithm with generic link weights. Lef’ () denote the The examples of instability can be readily generalized toemo
weight of link I, then the MaxWeight algorithm chooses a@eneral interference models. In this section, we assunte tha
feasible scheduld/* such that the weighted link-rate sum iseach flow has a single, fixed, and loop-free route, and that the
maximized overM(t). That is, Back-Pressure algorithms maintain per-flow queues, iazh e
node maintains a FIFO queue for every flow passing through
the nodeWe will later allow dynamic routing as well as per-

destination queueing in the counterexamples (Section V).
Ties can be broken arbitrarily if there is more than one féasi  \We provide two example networks, in which the Back-

M* € argmax Z Pi(t)e. 1)
MEM(®) [t

schedule that has the same maximum weighted sum. Pressure algorithms may not be throughput-optimal due to
Next, we specify the link weight assignment rule for thenefficient schedule reuse induced by certain traffic paser
Back-Pressure algorithms. _ o Along with each example, we also provide numerical re-
Q-BP: Let AQ, ¢(¢) denote thequeue differentiat link I for  guyits to further illustrate the instability issue, by comipg
flow f at the beginning of time-slat That is, the scheduling performance of the Back-Pressure algorithm
AQus(t) 2 Quuy 1 () — Qe £ (1), and that of astable algorithm, which will be discussed in
_l (1) _b(l)’f( )_ @.(0) each example. Note that these stable algorithms are used to
Then, we specify the weight of linkas illustrate that the Back-Pressure algorithms cannot suppo
Pi(t) = max{AQy s, (t), 0}, (2) certain feasible arrival rate vector (that can be suppobied

. . ) the stable algorithms), it does not necessarily mean thet th
where fi(t) is an arbitrary flow that has the maximum queugaple algorithms are throughput-optimal, even in theigaer

fi(t) € argmax AQy f(t). Example 1 (Inefficient schedule reuse under Q-BP):
fEF(t) b We consider an “H"-type network topology as shown in

2The Back-Pressure algorithms will also work if each nodentais a 31t has been known as a good representation for Bluetooth 6EBNIA
FIFO queue for all the flows that share the same destinaticie.no networks [10], and is also called asimary or 1-hopinterference model.



O ® ?%B cannot be supported by the Q-BP algorithm. To see
Class-1 Class-2 this, we observe that when two flows arrive simultane-
ously, say at timet, each for Class-1 and Class-2, neither
maX{P(LQ) (T), P(Q_’g) (T)} nor ma.X{P(576) (T), P(6,7) (T)} is
smaller than 2 for allr € [t,t + 2B — 6]. This is because
of the operations of Q-BP as well as the fact that the packets
have to be forwarded via node 2 or node 6. On the other hand,
v v neither of the linkg2, 4) and(4, 6) has aweighted ratgreater

® @ than 1, since all Class-3 flows have only one packet. Hence,
(a) An “H-type network topology with three classes in this period of2B — 6 time-slots, Q-BP selects a schedule
of short flows. from the set of{(1,2), (5,6)}, {(1,2),(6,7)}, {(2,3), (5,6)},
{(2,3),(6,7)} only, and activates neither linf2, 4) nor link
(4,6). It is easy to see that if another flow pair of Class-1 and
Class-2 arrive before + 2B — 6, another2B — 6 time-slots
would add up to the time interval during which link, 4) and

Class-3 R
@ (2) C

Example 1

500

—8-Back-Pressure
——Stable Alg. 1

400

£ (4,6) cannot be served. Then for a large enough time period
3 300 T, the total number of time-slots in which neither liig, 4)

3 nor link (4,6) is activated is at leag2 B—6) (55 —€)T. Thus,
§200 the summed service rate of link,4) and(4, 6) is no greater

£ than1 — (2B — 6)(555 — €). Note that given the arrival rate

'_

of 1 — ¢B at node 2, the summed service rate of lifRs4)

and (4, 6) needs to be at leag(} — ¢B) so that the network
is stable. Hence, the arrival rate vector cannot be supgorte

=
o
o

0 2000 4000 6000 8000 10000 under Q-BP if2(3 — eB) > 1 — (2B — 6)(35 — ¢), which
Time occurs where < gty
(b) Comparison of Q-BP and Stable algorithm 1 (i.e., the Numerical Experiment 1: We consider the system as de-
irtT?[t)llce Fi;*”xmgid 85(;?1%(1:';”9 algorithm as described in Ex- scribed in Example 1, and sét = 8 ande = 70— We
‘ 12B(2B-3)" compare the performance of Q-BP and the Static Randomized

Fig. 1. Example 1: Instability of Q-BP due to inefficient sdb& reuse. Sf:hedu.”ng algorithm as described in Example 1. We run the
simulation for10* time-slots for each algorithm, and plot the
total queue length over time under both algorithms in Fig).1(

Fig. 1(a), where every fink has a unit link capacity. We The simulation results show that the Static Randomized

Scheduling algorithm keeps the queue length bounded. How-
assume that there are three classes of short flows (ander\}(ér under the Q-BP algorithm, the total queue length keeps
long flows). The routes of the flows af@ — 2 — 3) for ' 9 ' g g P

increasing with time, which implies instability.
Class-1,(5 — 6 — 7) for Class-2, and2 — 4 — 6) for Remark: In the above example, the instability of Q-BP

Class-3, respectively, each of which is represented by an . L
arrow in Fig. 1(a). Class-1 and Class-2 flows arrive at ol essentially due to inefficient schedule reuse. The bursty

e . L i
1 and node 5 with a finite number of packets (where afrivals force Q-BP to distribute the amount of time for each

B > 6), respectively, and Class-3 flows arrive at node 2 .teasible schedule in an inefficient manner, which makesicert
=~ b), TeSpectively, W v w regions” (e.g., links(2,4) and (4,6)) receive insufficient

one packet. The flow arrival process is as follows. At the . . Ay o
o ) . - amount of service. This type of inefficiency is similar to the
beginning of each time-slot, with probabﬂny% — ¢, two

X ) inefficient spatial reuse identified in [9] for single-hopffic.
flows arrive simultaneously, one for Class-1 and the other : . . .

: . 1 As we mentioned in the introduction, the delay-based
for Class-2, at their respective sources, where (0, ==) : .
) I | ber. Al ith babili B 3B/ MaxWeight algorithm [8] has been developed to combat the
IS a smay real NUMDET. /IS0, with proba “%l €5, one instability of its queue-length-based counterpart. Thretag-

rov_v for Class-3 arrives at node 2, independently of the ﬂ%’ased remedy is simple and incurs no extra cost. However, it i
arrivals of the other two classes. We can calculate thearriv

developed only for countering the instability caused biufai

rate vecto.r as{% _EB)[l’l’l]'l ) ~ to exploit wireless diversity from time-varying link rates

The arrival rate vector with any < (073%) is feasi- associated with single-hop traffic. In the setting of mudfih
ble, since every link can receive a service ra_te%ofm_der traffic and no link rate variations, it is unclear whether the
the Static Rand(_)mlzedchedullng algorithm, which aCt'VateSdeIay-based algorithms can successfully solve the inabi
each schedule in the set ¢f(1,2),(4,6)}, {(2,4),(5,6)}, issue of their queue-length-based counterparts or not.
{(2,3),(6,7)}} for %-frgctlon of time. Hence, the arrival rate 14 answer the above question, we present the following
vector (3 — eB)[1,1,1] is feasible for any and B such that example to show that the D-BP algorithm [4] can also result in
€< 3B instability issue in the presence of flow-level dynamicsifi®

However, the above arrival process with< % < best of our knowledge, D-BP is the only known throughput-



Class-1 TABLE |
ARRIVAL PROCESS AND QUEUELENGTH DYNAMICS UNDER D-BP.

t | AL,Ag | Q1,Q2,Q3,04,05,Q6

0 0,0 0,0,0,0,0,0

1 1,1 1,0,0,1,0,0

2 1,1 1,1,0,1,1,0

3 0,0 1,0,1,1,0,1

4 0,0 1,0,0,1,0,0

5 0,0 0,1,0,0,1,0

6 1,1 1,0,1,1,0,1

7 1,1 2,0,0,2,0,0

8 0,0 1,1,0,1,1,0

9 0,0 1,0,1,1,0,1

(@) A size-6 ring network 10| 0,0 1,0,0,1,0,0
topology with two classes of 11 1,1 1,1,0,1,1,0
short flows. 12 1,1 2,0,1,2,0,1
13| 0,0 2,0,0,2,0,0

Example 2 14 0,0 1,1,0,1,1,0

10 “= Back-Pressufe ‘ ‘ 151 0,0 1,0,1,1,0,1
16 1,1 2,0,0,2,0,0

120q/ ——Stable Alg. 2 17 1,1 ] 2,1,0,2,1,0
18| 0,0 2,0,1,2,0,1

0,0 2,0,0,2,0,0

0,0 1,1,0,1,1,0

1,1 2,0,1,2,0,1

1,1 3,0,0,3,0,0

0,0 2,1,0,2,1,0

0,0 2,0,1,2,0,1

0,0 2,0,0,2,0,0

% 100 ;g
@

2 80 21
o 22
T 60 23
s 24
L 40 25

20 TABLE I
L DELAY DYNAMICS UNDER D-BP (FOR NODES1, 2,AND 3).

0 2000 4000_ 6000 8000 10000 T AL | Wor Wit WaiWo.,Wo.oWi.aWa.a Waa | Wit Waa Wat Wiz Wa.aWaa

Time 0| 0 0,0,0,0,0,0,0,0 0,0,0,0,0,0

] ) ) 1] 1 0,0,0,0,0,0,0,0[ 0,0,0,0,0,0

(b) Comparison of D-BP and Stable algorithm 2 (i.e., the 2| 1 0,1,0,0,0,0,0,0 1,0,0,0,0,0

Static Randomized scheduling algorithm as described in Ex- Yl 8% 90200 0202000

ample 2). 5/ 0 0.0.0.0.0.3.0.0 0.0.0.3.0.0
Fig. 2. Example 2: Instability of D-BP due to inefficient sdée reuse. TABLE IlI

SCHEDULE DYNAMICS UNDERD-BP.
(1,2),(2,3),(3,4),(4,5),(5,6),(6, 1)

i

optimal scheduling algorithm based on delay for multihop
traffic without flow-level dynamics.

Example 2 (Inefficient schedule reuse under D-BP):
We consider a size-6 ring network as shown in Fig. 2(a),
where every link has a unit link capacity. We assume that
there are two classes of short flows (and no long flows). The
routes for the two classes of flows gfe— 2 — 3 — 4) and and no packet is transmitted. To help readers understand the
(4 —5— 6 — 1), respectively, which are represented by thgueue-length dynamics in Table |, we provide in Tables Il and
arrows in Fig. 2(a). We assume that each short flow arrivesiip the weights (at the beginning of each time-slot) and the
the network with one packet and will leave the network wheghosen links for the first 6 time-slots. In Table II, for ease o
the packet is successfully delivered to its destinationenod exposition, we show the weight of nodes 1, 2 and 3 for the

We let A; and 4, denote the number of flow arrivals atClass-1 flows. The weight of nodes 4, 5 and 6 for the Class-2
node 1 and node 4, respectively. Also, @t denote the total flows can be obtained similarly. In Table IIl, a link has a “1”
number of packets (possibly from different flows) at nade if the link is included in the schedule (i.e., it is activatex
the endof each time-slot. We consider a specific traffic arrivdtansmit packets) in the corresponding time-slot, and H&S a
process as shown in Table I, which also illustrates the quewtherwise. We call the flow that arrives at node 1 in time-slot
length evolution under D-BP. Specifically, the traffic aativ 1 (resp. in time-slot 2) as flow 1 (resp. flow 2).
pattern repeats every 5 time-slots (starting from time-$)o It is clear from Table | that if the same arrival pattern
and in each of the first two time-slots within each periodréhecontinues, the value of); and Q4 will both increase by 1
is a concurrent flow arrival at both node 1 and node 4. Recallery 15 time-slots, and will eventually become unbounded.
that D-BP does not activate any link with non-positive weigtOn the other hand, the arrival rate vector for the abovealrriv
to transmit packets. For example, since the HOL delays ére jplocess i %, %], which is feasible. To see this, we consider
0 at the beginning of time-slot 1, none of the links are atéidla the Static Randomizedscheduling algorithm that chooses
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scheduleg(1,2), (3,4), (5,6)} and{(2,3), (4,5), (6,1)} both @

for 1-fraction of time, which results in a service rate for BS

every link. Clearly, the resultant service rate vector agmp®rt /T\~~_2

the arrival rate vector of, 2]. ] N~ 0
Remark: Note that in the above example, we consider 1,/ 1,’ N Uo

deterministic arrival process for ease of illustrationwéwer, / I \\ (Long-flow user)

the example can be generalized to the case with stochastic // / \

arrival processes. For example, consider the arrival poes 7 II \\

follows. In each time-slot, with probability > 0, there is a @ @ ...... @

flow arrival with one packet at both node 1 and node 4. In this U, U, Uy

case, any arrival rate vector withe (3, 3) is feasible, which, Short-flow users

similarly, cannot be supported by D-BP due to the inefficient (a) A single-cell wireless downlink system

schedules it chooses. with a long-flow user and multiple short-flow
Numerical Experiment 2: We consider the system as de- USErs.

scribed in Example 2, and consider the arrival process as Example 3

specified in Table I. We compare the performance of D-BP and 250 : ‘ ‘

—&—Back—Pressure

the Static Randomized scheduling algorithm described ebov —— Stable Alg. 3

We run the simulation foil0* time-slots for each algorithm,

and plot the total queue length over time under both algmsth

in Fig. 2(b). Similarly as in the previous numerical expegim

the simulation results show that D-BP leads to instability.
Remark: In the above example, the instability of D-BP

is also due to inefficient schedule reuse. However, unlike

in Example 1, the packet arrivals are not bursty. Instead,

the specific arrival pattern forces D-BP to always choose

“small” schedules with two links rather than better schedul

Total queue length

with three links. This type of scheduling inefficiency was 0 2000 4000 6000 8000 10000
also investigated in similar network topologies [4], [1[12] Time
for the greedy algorithms in the setting without flow-level (b) Comparison of MaxWeight and Stable algorithm 3 (i.e.,
dvnamics the WSL algorithm), under the arrival rate vector|pf, ps] =

y ' [0.8,0.4].

In the special cases of Examples 1 and 2, besides the Static
Randomized scheduling algorithms that require knowledge fgg. 3. Example 3: Instability of the MaxWeight algorithmedto underuti-
the arrival rates, a possible solution to the instabilitplpem Z3ton of the link capacity.
is to use per-destination queues at each n¥de.can do so
in the scenarios where the network topology does not change
with the new user arrivals. However, per-destination qireye  T0 begin with, we first consider a single-hop traffic scenario
may not help in the scenarios where new user arrivals co@fd show in Example 3 that instability of the MaxWeight
potentially change the network topology (as we will considélgorithm can arise due to underutilization of the link czipa
in Section V). Indeed, we will show that in such scenariod) the presence of flow-level dynamics. Then, in Example 4,
the instability problem becomes more challenging, esigciawe further show that this type of inefficiency can also occur
when routing needs to be integrated into the design as well? multihop traffic scenarios, which becomes even harder to
combat.

Example 3 (Link capacity underutilization (single-hop)):
We consider a wireless downlink system with a single BS

In this section, we consider the downlink of a single-cethat needs to transmit packets to multiple mobile users. As
wireless network, where mobile users arrive to the network fshown in Fig. 3(a), uset/; has a long flow and is called
downloading packets from the Base Station (BS). We assumdong-flow user, and each’; for ¢ > 1 has a short flow
that relay-assisted 2-hop communications can be adoptedatd is called a short-flow user. The interference constiaint
improve throughput performance. We show through threstich that in each time-slot, only one link can be activated.
examples that new types of inefficiencies can arise for tAde link capacity is labeled beside each link in Fig. 3(a).
Back-Pressure algorithms, in particular, when some acti$pecifically, the link capacity is 1 for each i3S, U;) with
link is underutilized or routing has to be taken into account > 1, and is 2 for link (BS, Uy), respectively. The arrival
Similarly as in Section 1V, along with each example, we alsprocess is as follows. At the beginning of each time-slot, a
illustrate the instability issue with a numerical experiththat short-flow user arrives with probability; and each user has
compares the scheduling performance of the Back-Pressane packet for downloading. For the long-flow ugéy, one
algorithms and that of atablealgorithm. packet arrives with probability; at the beginning of each

V. INSTABILITY OF BACK-PRESSUREALGORITHMS WITH
DYNAMIC ROUTING



appears in the network topology when the short flow arrives
for userU;, and disappears once it successfully downloads all P
of its packets from the BS. Hence, in this system the network /o
topology is time-varying due to flow-level dynamics. / |5
We now consider the MaxWeight algorithm. Whenever the ,
long-flow userlU, has one packet arrival, linkB.S, Up) will /
be activated to transmit the packet 1dg, as its weighted rate /
is no smaller than 2, which is greater than the weighted rate ;) 7
of the other links: the weighted rate at lifl3S,U;) is at @’/ @ ...... @
most 1 fori > 1. Only when the queue for the long flow is
empty, the MaxWeight algorithm will choose a liflBS, U;)
for somei > 1 and the BS transmits the packet&g. This
implies that any arrival rate vector withy + p, > 1 cannot

time-slot, independently of the short flow arrivals. Nodg (B))
BS

N
\w

Short-flow users

(@) A single-cell wireless downlink system
with relay-assisted 2-hop communications.

be supported under the MaxWeight algorithm. However, we Note that the link betweety; andUy and the
will show that any arrival rate vector satisfyir@al +ps < link betweenU; and the BS are similar to those
. . . . for Uy, and are thus not displayed.
1 is feasible. To see this, we consider the Workload-based
Scheduling with Learning (WSL) aIgorithm developed i_n [6], Example 4
where the workload is the number of time-slots required to 200 : ‘ ‘
. —=-Back—Pressure
completely serve the remainder of a short flow. Recall that ——Stable Alg. 4

WSL uses a virtual aggregate queue for all the short flows at

the BS, and in this specific case, makes scheduling decisions %150
by comparing the backlog (i.e., the summed workload of all 3
the short flows) of the aggregate queue and the weight of the % 100
long flow. When the aggregate queue is chosen, the BS picks 3
one link (BS, U;) for somei > 1 and transmits the packet to g

U;, which completes the short flow fdr;, and otherwise, the
BS chooses to serve the long user. Due to results of [6], the
arrival rate vector satisfyingpl + ps < 1 can be supported

a
o

by WSL, and is thus feasible. An example of feasible arrival 0 2000 4000 6000 8000 10000
rate vectors igp;, ps] = [0.8,0.4], which, however, cannot be Time
Supported by the MaxWeight algorithm. (b) Comparison of Q-BP and Stable algorithm 4 (i.e., the

priority algorithm that gives a priority to the short flows),

Numerical Experiment 3: We consider the system as de- under the arrival rate vector by, ps] = [0.5,0.28).

scribed in Example 3. We compare the performance of Q-
BP and the WSL algorithm under the arrival rate vector d¢fg. 4. Example 4: Instability of Q-BP due to underutilizati of the link
[p1, ps] = [0.8,0.4]. We run the simulation fol0* time-slots caPacity.
for each algorithm, and plot the total queue length over time
under both algorithms in Fig. 3(b). The simulation results
show that the WSL algorithm keeps the queue length boundedIn the following example, we revisit the inefficiency due to
However, under the Q-BP algorithm, the total queue |engunderutilization of the link capacity, but with multihogaffic.
keeps increasing with time, which implies instability. Example 4 (Link capacity underutilization (multihop)):
Remark: In the above example, the instability of theWe consider a similar single-cell wireless downlink system
MaxWeight algorithm is essentially due to underutilizatioas in Example 3. The key difference from Example 3 is that
of the link capacity. The specific arrival pattern forces thene can exploit the relay-assisted 2-hop communications to
MaxWeight algorithm to serve first the long-flow user withimprove throughput performance. As shown in Fig. 4(a),gher
only one packet arrival while it can wait until it has atis one path between the BS and the long-flow uggr and
least two packets. This is different from the known causdisere are two paths between the BS and each short-flow user
of inefficiency identified in [5] and [9], as well as thosel; for ¢ > 1: direct communications or relay-assisted 2-hop
in Examples 1 and 2. That is, Example 3 relies on neitheommunications (i.e., using mobile usés as a relay node).
rate variations nor selection of inefficient schedules.eNbat The interference constraint is such that in each time-slot,
in the scenarios without flow-level dynamics, such type ahnly one link, either between the BS and a mobile user or
inefficiency could also happefithout flow-level dynamics, between two mobile users, can be activated. The link capacit
however, this inefficiencycan only occur occasionally andis labeled beside each link in Fig. 4(a), i.eps,u,) = 5
does not lead to instability, because an unserved queue(jmdckets per time-sloty, s v,y = 3 andcy,,v,) = 1 for all
any long flow will eventually build up, and will dominate thei > 1. The arrival process is as follows. At the beginning
weight of a queue with insufficient packets. of each time-slot, a short-flow user arrives with probapilit



the BS. For the long-flow usdV,, four packets arrive at the
BS in a burst with probabilityp; at the beginning of each /0
time-slot, independently of the short flow arrivals. /)
Note that in this example, each short flow completes its / 12
transmission within 2 time-slots if using relay communicas |
via userUy. On the other hand, it needs 3 time-slots if using @
the direct communication link. Hence, one cannot achieee th / _ - WU (Long-flow user)
optimal throughput unless by exploiting the better paths of
relay communications. In the following, we show that the Q- 4
BP algorithm indeed exploits the better paths of relay commu @ @ """ @
nications. Yet, the operations of Q-BP may be inefficient due U U Un
to underutilization of the link capacity, and lead to insliiap Short-flow users
We now consider the Q-BP algorithm wittynamic routing (""_)hA Sling'e'c?" ‘év"ez'erfs downlink system
In this case, Q-BP still uses the same algorithm specified in m;te tLea?ﬁae‘Sﬁhsﬁebetwée%E a%%n?f?émtﬁ%ns'
Section lll, except that flow routes need to be dynamically link betweenU; and the BS are similar to those
chosen. Whenever there is a burst of four packet arrivalghior for Uy, and are thus not displayed.
long-flow userUy, link (BS, Uy) will be activated to transmit
packets forUy, as its weighted rate i¢4 — 0) x 5 = 20, 100

ps and each user has three packets for downloading from ((5)
BS

N
\—

Example 5

. . . : . %Back‘—Pressu e
which is greater than the weighted rate of the other links: th —_Stable Alg 5

weighted rate for a short flow at linkBS,Uy) is at most 80

(3—0) x5 = 15, the weighted rate at linkBS, U;) is at most

(3—10) x 1 = 3, and the weighted rate at linfUy, U;) is at

most (3 — 0) x 3 = 9, respectively. When a short-flow user

U, arrives and the queue at the BS for the long flow is empty,

Q-BP will route the packets of the short flow @), as link

(BS,Up) has a larger weighted rate of 15 versus the weighted

rate of 3 at link(BS,U;). Hence, it needs 2 time-slots to

successfully transmit all the three packets from the B&to

This implies that any arrival rate vector such that-2p, > 1, 0 2000 4000 6000 8000 10000

cannot be supported under Q-BP. However, we will show that Time

any arrival rate vector satisfyinépz + 2ps < 1 is feasible. (b) Comparison of Q-BP and Stable algorithm 5 (i.e., the

To see this, we consider a policy that gives a priority to shor WSL algorithm with short flows using direct communicatigns)

flows. Specifically, when there is at least one short-flow user ~ Under the arval rate vector ¢p;, ps] = [0.5,0.2].

in the system, the policy chooses to serve a short flgvior Fig. 5. Example 5: Instability of Q-BP due to inefficient rimgf.

some: > 1, by transmitting the three packets either from the

BS to Uy or from U, to U;. Hence, each short flow requires

2 time-slots to completely receive the three packets. Nwdé t policy to the multihop traffic scenarios with dynamic rougtin

in each time-slot, there is a short flow arrival with probipil Moreover, in the above example, one can further improve

ps. Then, the fraction of time remaining fdr, to download throughput performance by letting the BS forward five pasket

its own packets id — 2p,. Therefore, the arrival rate vectorfrom different flows toU,. Also, to prevent the inefficiency

is feasible ifdp; < 5(1 — 2ps), since each burst of arrivalsfrom occurring at links(Uyp, U;), nodeUy should not forward

has 4 packets and the linflB3S, Uy) has a capacity of 5. For any packets td/; until U, receives all the three packets for

example,[p;, ps] = [0.5,0.28] yields a feasible arrival rate U; from the BS.

vector, which, however, cannot be supported by Q-BP. In this example, we revisit the inefficiency due to underuti-
Numerical Experiment 4: We consider the system as delization of the link capacity in the multihop traffic scenzsi

scribed in Example 4. We compare the performance of @nd show that it becomes more difficult to address the same

BP and the priority algorithm that gives a priority to shortype of inefficiency for multihop traffic than for the singhep

flows, under the arrival rate vector ff;, ps] = [0.5,0.28]. We  counterpart. In the following example, we show that even if

run the simulation forl0* time-slots for each algorithm, andthe capacity of an activated link is fully utilized, Q-BP may

plot the total queue length over time under both algorithms still result in instability. This is caused by inefficientuting

Fig. 4(b). Similarly as in the previous numerical experitpendue to insufficient paths information.

the simulation results show that Q-BP leads to instability. Example 5 (Inefficient routing): We consider a wireless
Remark:In the above example, the type of inefficiency islownlink system similar to that in Example 4, where there are

the same as in Example 3, i.e., due to underutilization of tio paths (direct communications and relay communications

link capacity. However, it is unclear how to extend the WSkia userU,) between the BS and each short-flow usgrfor

60

40
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¢ > 1. The link capacity is 2, 1 and 1, for linkBS,Uy,), Different from the previous works, we considered a more

links (BS,U;), and links(Uy, U;), for i > 1, respectively, as general setting of multihop traffic, and identified differen

shown in Fig. 5(a). We consider the following traffic arrivatypes of inefficiencies. Although flow-level dynamics plays

process: At the beginning of each time-slot, with probapili critical role in the instability problem, there are manyfelient

ps, & short-flow user arrives with two packets for downloadindypes of inefficiencies that cause instability in multihoaffic

the long user has a burst of two packet arrivals with proligibil scenarios. This makes it difficult to develop a unified soluti

pi, independently of the short flow arrivals. that achieves the optimal throughput performance in a géner
Under Q-BP, when the BS needs to transmit the packets fegtwork setting. We now summarize the known types of

a short-flow useil;, it will use the relay-assisted path sincenefficiencies, including the new ones identified in this @ap

link (BS, Up) has a larger link rate and thus a larger weighteals follows.

rate than link(BS, U;). Once it chooses linkB S, Up), thetwo  , Failure to opportunistically exploit better link rates.

packets for uset/; will be forwarded tolUy, and need two  , |nefficient schedule or spatial reuse.

additional time-slots to be forwarded t§. Hence, it requires , Underutilization of the link capacity.

a total of three time-slots foll; to finish downloading. This , Inefficient routing due to insufficient paths information.
implies that any arrival rate vector wifi +3p; > 1 cannotbe s 4 very interesting problem to study the stability issue
supported under Q-BP. However, we observe that it needs ogly ihe Back-Pressure algorithms in the presence of flow-
two time-slots forU; to finish downloading the two packets;g g dynamics, and to identify potential causes of inedficiy
from the BS if it uses the path of direct communication, i.€;, 5 more general setting. We believe that based on in-
via link (BS,U;). Hence, any arrival rate vector satisfyingyenth understanding of the essential elements of insabili
pi+2ps < 1is indeed feasible if the short flows are restrictedsgqciated with flow-level dynamics, a unified optimal sohut

to use static routing with direct communications (combin referentially perhaps, of back-pressure-type) thatpeus

with the WSL scheduling algorithm.) For example, an arrival ot jived flows as well as long-lived flows can be developed
rate vector with[p;, ps] = [0.5,0.2] is feasible, but it cannot
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