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Attention Mechanisms

https://www.youtube.com/watch?v=yGTUuEx3GkA&ab_channel=Rasa

https://www.youtube.com/watch?v=yGTUuEx3GkA&ab_channel=Rasa


Self-Attention

 Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, 
Lukasz Kaiser, and Illia Polosukhin. 2017. Attention Is All You Need. CoRR abs/1706.03762, 
(2017). Retrieved from http://arxiv.org/abs/1706.03762 

http://arxiv.org/abs/1706.03762


Self-Attention

https://www.youtube.com/watch?v=yGTUuEx3GkA&ab_channel=Rasa

https://www.youtube.com/watch?v=yGTUuEx3GkA&ab_channel=Rasa


Application of BERT

https://jalammar.github.io/illustrated-bert/ 

❖ Text Encoding

❖ Response Selection

❖ Text Summarization

❖ Question Answering

❖ Similarity Retrieval

❖ And More…

https://jalammar.github.io/illustrated-bert/


High-Level Overview of BERT
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Use Cases of BERT

https://jalammar.github.io/illustrated-bert/ 

https://jalammar.github.io/illustrated-bert/


BERT architecture

https://jalammar.github.io/illustrated-bert/ 

Transformer 
Encoder

https://jalammar.github.io/illustrated-bert/


BERT architecture

https://jalammar.github.io/illustrated-bert/ 

https://jalammar.github.io/illustrated-bert/


BERT Classifier

https://jalammar.github.io/illustrated-bert/ 

https://jalammar.github.io/illustrated-bert/


BERT: Masked Language Model

https://jalammar.github.io/illustrated-bert/ 

https://jalammar.github.io/illustrated-bert/


BERT: Next Sentence Prediction

https://jalammar.github.io/illustrated-bert/ 

https://jalammar.github.io/illustrated-bert/


BERT: Question Answering

https://www.youtube.com/watch?v=l8ZYCvgGu0o&ab_channel=ChrisMcCormickAI 
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BERT: Question Answering
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OSCAR: Problem Addressed by Paper

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-lang
uage-tasks/ 

❖ Previous work simply 

concatenate image region 

features and text features to 

learn image-text semantic 

alignments in a brute force 

manner

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


OSCAR: Problem Addressed by Paper (Pre-training)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-lang
uage-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
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OSCAR: Solution Offered

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin Choi, and 
Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR abs/2004.06165, (2020). 
Retrieved from https://arxiv.org/abs/2004.06165 

❖ Word-Tag-Region Triplet

https://arxiv.org/abs/2004.06165


OSCAR: Solution Offered (Pre-training)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin Choi, and 
Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR abs/2004.06165, (2020). 
Retrieved from https://arxiv.org/abs/2004.06165 

❖ Training on Modality View using 

Contrastive Loss

❖ Training on Dictionary View 

Using Masked Token Loss

https://arxiv.org/abs/2004.06165


OSCAR: Solution Offered (Fine-tuning)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin Choi, and 
Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR abs/2004.06165, (2020). 
Retrieved from https://arxiv.org/abs/2004.06165 

https://arxiv.org/abs/2004.06165


Motivation: Pre-training

http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8
%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture2_transformer_and_vlpretraining.pdf 

http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture2_transformer_and_vlpretraining.pdf
http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture2_transformer_and_vlpretraining.pdf


Motivation: Vision Language Tasks

http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8
%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture1_representations_and_attentions.pdf 

http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture1_representations_and_attentions.pdf
http://valser.org/webinar/slide/slides/20210908%E7%9F%AD%E6%95%99%E7%A8%8B03--%E8%A7%86%E8%A7%89%E4%B8%8E%E8%AF%AD%E8%A8%80%E6%99%BA%E8%83%BD/Lecture1_representations_and_attentions.pdf


Related Works: Image Captioning Evolution (Traditional)

https://yuxng.github.io/Courses/CS6384Spring2022/lecture_25_images_languages.pdf 

https://yuxng.github.io/Courses/CS6384Spring2022/lecture_25_images_languages.pdf


Related Works: Image Captioning Evolution (RNNs)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-lang
uage-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


Related Works: Image Captioning Evolution (Attention)

https://yuxng.github.io/Courses/CS6384Spring2022/lecture_25_images_languages.pdf 

https://yuxng.github.io/Courses/CS6384Spring2022/lecture_25_images_languages.pdf


Related Works: Image Captioning Evolution (Current)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-lang
uage-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


Problem with the Current Work

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

❖ Ambiguity
➢ Visual Region features are extracted from over-sampled regions via object detectors

➢ Overlaps among image regions at different positions

❖ Lack of grounding
➢ No label alignments between regions or objects in an image and words or phrase in text

➢ Solution: Salient objects in both image and its paired text (anchor points)

https://arxiv.org/abs/2004.06165


OSCAR’s Approach 

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 
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OSCAR’s Approach (Generation of v and q)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-visi
on-language-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


OSCAR’s Approach (Pre-training Objective)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

Modality View (Contrastive Loss) Dictionary View (Masked Token Loss)

https://arxiv.org/abs/2004.06165


OSCAR’s Approach (Dictionary View)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-visi
on-language-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


OSCAR’s Approach (Modality View)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

a contrastive loss for the modality view, which measures the model’s capability of distinguishing an original 
triple and its “polluted” version (that is, where an original object tag is replaced with a randomly sampled 
one).

https://arxiv.org/abs/2004.06165


OSCAR’s Approach (Full Pre-training Objective)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

https://arxiv.org/abs/2004.06165


OSCAR’s Approach (Implementation Details)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

❖ Two model variants as OSCAR Base (H = 768) and OSCAR Large (H = 1024) 

❖ Adam Optimizer

❖ OSCAR Base trained for at least 1.0 M steps with learning rate 5e^(-5) and batch size 768

❖ OSCAR Large trained for at least 900k steps with learning rate 1e^(-5) and batch size 512

❖ Sequence length of discrete token h and region features v are 35 and 50 respectively

https://arxiv.org/abs/2004.06165


OSCAR’s Fine-tuning (Image Captioning)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-visi
on-language-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


OSCAR’s Fine-tuning (Image Captioning Inference)

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-visi
on-language-tasks/ 

https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/
https://www.microsoft.com/en-us/research/publication/oscar-object-semantics-aligned-pre-training-for-vision-language-tasks/


OSCAR’s Fine-tuning (Image Text Retrieval)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

❖ There are two tasks Image Retrieval and Text Retrieval

❖ Binary Classification problem using CLS

❖ Randomly pick different image-text pair and predict if they are aligned or not

❖ During Test, probability score is used to rank the given image-text pairs of a query

https://arxiv.org/abs/2004.06165


OSCAR’s Fine-tuning (Visual Question Answering)

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

❖ Model needs to answer using Natural Language questions based on image

❖ Image and question is given to select answer from multi-choice list

❖ Concatenate question, object tags and region features

❖ CLS output is fed for linear classifier for multi-label classification

❖ Fine-tune model based on cross-entropy loss

❖ Simply use Softmax function for prediction

https://arxiv.org/abs/2004.06165


Experimental Results and Analysis

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 
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Experimental Results and Analysis

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

CBS- Constrained Beam Search 
SCST- Self-Critical Sequence Training

https://arxiv.org/abs/2004.06165


Qualitative Studies

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 
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Ablation Analysis

Xiujun Li, Xi Yin, Chunyuan Li, Pengchuan Zhang, Xiaowei Hu, Lei Zhang, Lijuan Wang, Houdong Hu, Li Dong, Furu Wei, Yejin 
Choi, and Jianfeng Gao. 2020. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. CoRR 
abs/2004.06165, (2020). Retrieved from https://arxiv.org/abs/2004.06165 

https://arxiv.org/abs/2004.06165
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LXMERT



Key Strengths 

❖ We can observe that the two different modalities are better aligned in the feature space 

visualization and OSCAR generates more detailed description of images than the baseline

❖ OSCAR is highly parameter-efficient because the use of object tags as anchor points significantly 

eases the learning of semantic alignments between images and texts. OSCAR is pre-trained in 6.5 

million pairs, which is less than 9.6 million pairs used for UNITER pre-training and 9.18 pairs for 

LXMERT

❖ Techniques used in OSCAR for training and fine-tuning are similar to BERT. This makes it easier to 

come up with ideas to finetune for different V+L tasks. It is also easier to find documentation of 

BERT since it has good documentation on the internet
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Key Weaknesses 

❖ In the Real-world images contain several novel objects unseen in training. Without ground-truth 

our model may not work well

❖ Collecting the image-caption training pairs can be very expensive process to train our model

❖ There is still a lot of overlap between different image regions passed to the model. We can add 

attention mechanism to the images passed to the model for better accuracy. 



Future Work/ Open Research Questions

❖ Design a model that is able to caption novel/unseen objects while performing VL Tasks

❖ Train this model while attention on the image region so that we can further minimize ambiguity of 

the model.


