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Overview
● Problem/Background/Motivation

○ Embodied AI Intro
○ Embodied CLIP

● Methods
● Experimental Setup
● Results
● Strengths / Weaknesses
● Discussion



Background (Embodied AI)

https://ai2thor.allenai.org/demo

..

Explore?
Go Somewhere?
Find Something?
Move Something?
…



Background (Embodied AI)

https://ai2thor.allenai.org/demo

..

Helpful (Potentially)
● Navigate 

Unseen/Dangerous Areas
● Find Something/Someone
● Minimize Risk to Humans

For now we have simulations.



Background (Embodied AI)

https://ai2thor.allenai.org/demo

..

Needs Training! 
(Millions of Steps)



Simple but Effective:
CLIP Embeddings for Embodied AI



Environments

● RoboTHOR
○ Modular, Asset-based

● Habitat
○ Matterport 3D Dataset

https://aihabitat.org/https://ai2thor.allenai.org/robothor/



Tasks

● RoboTHOR
○ ObjectNav
○ Room Rearrangement

● Habitat
○ ObjectNav
○ PointNav

https://aihabitat.org/https://ai2thor.allenai.org/robothor/



Methods



Methods
ResNets Pretrained on ImageNet

ResNets Pretrained w/CLIP

4 Tasks

Evaluations



Results



Results



Results



Results



Move Evaluations



Evaluation Results



ZSON



ZSON (Results)



CoWs on Pasture: Baselines and Benchmarks for 
Language-Driven Zero-Shot Object Navigation



Overview (L-ZSON)



Methods

Baselines (CoWs)
Depth-Based Mapping

Open-Vocab Models

RGB-D + Goal Input

Explore vs Exploit

Benchmarks (Pasture)
7 L-ZSON Tasks

Uncommon Objects

Appearance & Spatial Descriptions

Hidden Objects

Distractors



Methods (Mapping)



Methods (Mapping)



Methods (Baselines)



Methods (Baselines)



Methods (Baselines)



Methods (Baselines)



Methods (CLIP-Ref)

CLIP
A plant in the top left of the image

…top center…

…

…bottom right…

k



Methods (CLIP-Patch)

CLIP
… {plant} …

k patches



Methods (CLIP-Grad)

CLIP
… {plant} …



Methods (MDETR)

https://arxiv.org/pdf/2104.12763.pdf



Methods (OWL-ViT)

https://arxiv.org/pdf/2205.06230.pdf



https://cow.cs.columbia.edu/

https://docs.google.com/file/d/1CxhwPaBv-t8D38YnF36UrI46Ysmgx-Dt/preview


Methods (Benchmarks)

7 Tasks:

● Uncommon Objects
● Appearance Descriptions
● Appearance Descriptions w/Distractors
● Spatial Descriptions
● Spatial Descriptions w/Distractors
● Hidden Object Descriptions
● Hidden Object Descriptions w/Distractors



Methods (Uncommon Objects)



Methods (Appearance)

● “{Size}, {Color}, {Material}, {Object}”
● Ex.

○ “Small, red apple”
○ “Orange basketball”



Methods (Appearance)



Methods (Spatial)

● “{Object} on top of {x}”
● “Near {y}, {z}”
● Ex.

○ “House plant on a dresser near a spray bottle”



Methods (Spatial)



Methods (Distractors)

● Modified environment
● 2 distinct instances of each category
● Ex.

○ Both a red apple and green apple in environment for 
“red apple” target.



Methods (Hidden)

● “{Object} under/in {x}”
● Ex.

○ “Basketball in the dresser drawers”
○ “Vase under the sofa”

● Visible instances of {object} removed



Methods (Hidden)



Methods (Examples)



Experimental Setup

● Exploration:
○ Frontier-Based

● Object Localization
○ CLIP-Ref: k=9
○ CLIP-Patch: k=9
○ CLIP-Grad
○ MDETR
○ OWL-ViT

● ViT-B/32 vs. ViT-B/16 
● Post-processing



Results



Results



Results

…



Results

…



Results



Results



Results
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Results



Results



Results



Failure Analysis



Failure Analysis



Ablations



Ablations



Observations
(Uncommon)



Strengths
● Thorough Ablations
● Truly Zero-Shot ObjectNav (given the Frontier-Based Exploration)
● Unique and Varied ObjectNav subtasks
● Modular: Exploration/Encoders



Weaknesses
● Point estimates. What about confidence intervals? More Trials? Low SR 

makes confident comparison difficult
● Expensive to get hyperparameter tuning images
● FBE not as generic as learned exploration (How to use FBE for Room 

Rearrangement, PointNav, etc?).



Future Work
● Would we get more benefit from combining appearance and spatial 

descriptors? Would this reduce the number of false positives or false 
negatives?

● Different exploration heuristics for different embodied tasks.
● Ablations with k != 9? Could those work with CLIP-Ref?
● Varied Embodied Agents & Continuous Action Spaces



Discussion
● Why does higher compute lead to worse performance?
● Uncommon ObjectNav details. Whiteboard results may bring up 

questions.
● Ideas for zero-shot hyperparameter selection? Test-time/dynamic 

thresholds?
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