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MERLOT

Multimodal Event Representation Learning Over Time




Visual Commonsense Reasoning

* what might happen next
* what are people’s intentions




Visual Commonsense Reasoning

* what might happen next
 what are people’s intentions

Vision
‘ Language

Audio




Self-Supervised Learning

Supervised Self-supervised




Self-Supervised Learning

Self-supervised

Maximize agreement
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SimCLR: Chen et al, 2020



Self-Supervised Learning

Self-supervised

Encoder

MoCo He et al. 2020

https://medium.com/geekculture/understanding-contrastive-
learning-and-moco-efe491e4eed9



Self-Supervised Learning

Fine-tune

)

Self-supervised
Learning

Model for

Task 1

Model for
Task 2

Masked token prediction
Next sentence prediction

Model for
Task 3

Zero-shot

Model for

Zero-shot Task




Self-Supervised Learning

How to empower Vision
Transformers with large-scale,
unlabeled data?

https://www.youtube.com/watch?v=rgXxAFIBido



Self-Supervised Learning

How to empower Vision
Transformers with large-scale,
unlabeled data?

Self-supervision from the multimodal videos
(video frames, audio, and text)

https://www.youtube.com/watch?v=rgXxAFIBido



MERLOT

A model that learns commonsense
representations of multimodal events by

self-supervised pretraining over 6M
unlabelled YouTube videos




Dataset

To learn about a broad range of objects, actions, and scenes

HowTol00M

[Q Measure the length \

YouTube:
Popular Topics

B VouTube

VLOG With ENGLISH A.SR
Not too long (> 20 minutes)
Visually “ungrounded”
(video games
commentaries)
Unlikely to contain objects

+

My daily routine

https://www.di.ens.fr/willow/research/howto100m/
https://web.eecs.umich.edu/~fouhey/2017/VLOG/index.html



https://www.di.ens.fr/willow/research/howto100m/
https://web.eecs.umich.edu/~fouhey/2017/VLOG/index.html

MERLOT

Segment 1 - 54

» [

]

32 Byte Pair Encode(BPE) tokens each «~—

The Office



MERLOT

Segment 3 - 53

W1 At 8 a.m. today, someone poisons the coffee.
wy Do not drink the coffee.

* animage frame I;, extracted from the middle timestep of the segment
* the words w; spoken during the segment, with a total length of L tokens.

The Office



MERLOT

Image

—)

Encoder

I, Visual Transformer _ -
Joint Vision &

Language
Transformer
Encoder
(RoBERTa)

At 8 a.m. today,
someone poisons
the coffee. -
W,
BPE




MERLOT

Image Encoder

Different image size for videos

https://arxiv.org/abs/2010.11929

Vision Transformer (ViT)

Class

Bird MLP
Ball [ Head \

Car

Transformer Encoder

]
- 08¢ @ﬁ

* Extra learnable
[class] embedding Llnear PI‘O]CC'[IOII ({f Flattened Patches




Vision Transformer

1.Split an image into patches
2.Flatten the patches

3.Produce lower-dimensional linear
embeddings from the flattened
patches

4.Add positional embeddings

5.Feed the sequence as an input to a
standard transformer encoder
6.Pretrain the model with image
labels

7.Finetune on the downstream
dataset for image classification

https://arxiv.org/pdf/2010.11929.pdf
https://theaisummer.com/vision-transformer/



MERLOT

Contrastive frame-transcript
matching

(Attention) Masked Language
Modeling

Temporal Reordering




MERLOT

Contrastive frame-transcript matching

We’re making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

Language

Only
Encoder CLS

So I'll cut it with a Image Encoder

circular saw.

For my morning
routine, | ...




MERLOT

Contrastive frame-transcript matching

We’re making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

Contrastive Loss t
Language (It’ Wt! Wt)

Only
Encoder CLS

So I'll cut it with a Image Encoder

circular saw.

For my morning
routine, | ...




Contrastive Loss
Repre,se,n'to:tion Space

Contrastive loss is one of the
first training objectives that was
used for contrastive learning. It
takes as input a pair of
samples that are either similar
or dissimilar, and it brings
similar samples closer and
dissimilar samples far apart.

Input Space

https://www.baeldung.com/cs/contrastive-learning#:~:text=Contrastive%20Loss,and%20dissimilar%20samples%20far%20apart.


http://yann.lecun.com/exdb/publis/pdf/chopra-05.pdf

Contrastive Loss

Contrastive loss is one of the eXp(Sim(Zi, zj)/'r)
first training objectives that was Ez’,j — = 10g oON i 3
used for contrastive learning. It k=1 [k#i] exp(sml(zi, Zk)/’i')

takes as input a pair of
samples that are either similar

or dissimilar, and it brings .
similar samples closer and .
dissimilar samples far apart.

similar vectors to be as close to 1 as possible, since -log(1) =0
negative examples to be close to 0, since any non-zero values will
reduce the value of similar vectors

e”i

Softmax c(z); = - fori=1,...,Kandz = (z1,...,2¢) € RE

-
=1¢"7

https://www.baeldung.com/cs/contrastive-learning#:~:text=Contrastive%20Loss,and%20dissimilar%20samples%20far%20apart.


http://yann.lecun.com/exdb/publis/pdf/chopra-05.pdf

MERLOT

Contrastive frame-transcript matching

We’re making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

Contrastive Loss t
Language (It’ Wt! Wt)

Only
Encoder CLS

So I'll cut it with a Image Encoder

circular saw.

For my morning
routine, | ...




MERLOT

(Attention) Masked Language Modeling

We’re making a

—
greenhouse.
It’s thin plastic, so
it’ll be easy to ' Joint Vision &
cut. Language

Transformer
Encoder

So I'll cut it with a
circular [MASK].

—

mask = saw



MERLOT

(Attention) Masked Language Modeling

We’re making a

—
greenhouse.
problems?
It’s thin plastic, so
it’ll be easy to ' Joint Vision &
cut. Language

Transformer
Encoder

So I'll cut it with a

circular [MASK]. —>  mask =saw




MERLOT

(Attention) Masked Language Modeling

We’re making a

—
greenhouse.
problems?
people tend to ramble,
It’s thin plastic, so and often mention key objects multiple times
it’ll be easy to - Joint Vision &
cut. Language

Transformer
Encoder

So I'll cut it with a

circular [MASK]. —>  mask =saw




MERLOT

(Attention) Masked Language Modeling

We’re making a

—
greenhouse.
problems?
people tend to ramble,
It’s thin plastic, so and often mention key objects multiple times
it’ll be easy to - Joint Vision &
cut. Language Attention Masking

Transformer
Encoder

So I'll cut it with a

circular [MASK]. —>  mask =saw




MERLOT

(Attention) Masked Language Modeling

We’re making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

So I'll cut it with a
circular saw.

For my morning
routine, | ...

Language

Only
Encoder

rertion Weights

So

I

will

cut

it

with

a
circular
Saw.



MERLOT

(Attention) Masked Language Modeling

We’re making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

So I'll cut it with a
circular saw.

For my morning
routine, | ...

Language

Only
Encoder

https://arxiv.org/pdf/1907.10529.pdf

rertion Weights

So

\\ circular

Saw.

SpanBERT

masking contiguous random spans, rather than random tokens
training the span boundary representations to predict the entire
content of the masked span.



MERLOT

Temporal Reordering

The old man was riding He was almost to the top. His kids were already at Some police were at the
the escalator. the top. top. It was a train
station.

They then got on the bus.

Replace segment-level position embeddings

[image_t] -> [image_unk_0]



MERLOT

Temporal Reordering

Reordering Loss

Cross Entropy
concat(hg;, hey) ‘ ‘ t; < tjort; >t

He was almost to the top.

His kids were already at
the top.




MERLOT

Temporal Reordering

Reordering Loss

Cross Entropy

concat(hy;, hep) » MLP » t; <tjort; >t

Temporal ordering

L
}iEiljﬁlm*tw

e

Image
Encoder

- [H,W

f

Image
Encoder




MERLOT

Architecture

We're
making a
green-
house.

It's thin
plastic, so
it'll be easy

to cut.

So I'll cut it
with a
circular
saw.

For my

morning »

routine, | ...

lapooua Ajuo abenbueT]

CLS

CLS

CLS

CLS

Contrastive i Temporal ordering Unmask words
Frame-caption !
- matching | i mask=
[ saw
| A
»(cLs| | e
0 Joint Vision & Language Transformer Encoder
. A I 3 [ A A A A A A A A A
>%s 15%\ ~Hw  Jetsfi, 1 . [Hw| fous| 1 .| L | fets| 1 || L
A t t 1 : 1 ¥
i Image Image Word Word
| Encoder Encoder embed embed
: It's thin plastic, So I'll cut it with
: so it'll be easy a circular

to cut.

[MASK]



Image Tasks

Visual Commonsense Reasoning

* what might happen next
* what are people’s intentions

https://visualcommonsense.com/

Why is [person4jll] pointing at [person1§y]-

a) He is telling

] that [pe rson1n] ordered the pancakes.

b) He just told a joke.

c) He is feeling accusatory towards [person1fg]].

d) He is giving [person1f] directions.

Rationale: | think so because...

a) [persomﬂl ha

s the pancakes in front of him.

b) [person4a] is taking everyone’s order and asked for clarification.

c) [per’sonS@] s looking at the pancakes both she and [person2m] are smiling slightly

d) [person3@] is delivering food to the table, and she might not know whose order is whose.




Image Tasks

Visual Commonsense Reasoning

Q—A QA—R Q—AR

ViLBERT [75] 733  74.6 54.8
Unicoder-VL [68] 734 744 54.9
VLBERT [69] 73.8 744 55.2
UNITER [22] 750 77.2 58.2
VILLA [36] 764  79.1 60.6
ERNIE-VIiL [119] 770  80.3 62.1
MER[OT (base-sized)| 80.6  80.4 65.1

https://visualcommonsense.com/

Unsupervised ordering of Visual Stories

Spearman Pairwise acc Distance

(1) (1) (4)

CLIP [89] 609 78.7 638
UNITER [22] .545 75.2 745
MERLOT 733 84.5 498




Video Tasks

TVQA

TVQA links depicted objects to visual concepts in questions and answers.

100:02.314 — 00:06.732
' Howard: Sheldon, he's got Raj. Use
| your sleep spell. Sheldon! Sheldon!

100:06.902 — 00:10.992

Question: What is
Correct Answer: A

holding when he is talking to Howard about the sword?

* what might happen next
* what are people’s intentions

https://tvga.cs.unc.edu/

' Sheldon: I've got the Sword of Azeroth,

[ ool By S

- ‘wﬂ
YW, YL
& ¥
@u‘g}

1 00:17.982 — 00:20.532
Howard: That's really stupid advice.

00:20.534 — 00:22.364
Raj: You know that hurts my feelings.

Question: Who is talking to when he is in the upset?
Correct Answer: Raj is talking to



Video Tasks

Tasks Split Vid. Length ActBERT [127] ClipBERT;s,, [67] SOTA MERIOT
MSRVTT-QA Test Short - 37.4 41.5[118] 43.1
MSR-VTT-MC | Test Short 88.2 - 88.2 [127] 90.9
TGIF-Action Test Short - 82.8 82.8 [67] 94.0
TGIF-Transition | Test Short - 87.8 87.8 [67] 96.2
TGIF-Frame QA | Test Short - 60.3 60.3 [67] 69.5
LSMDC-FiB QA | Test Short 48.6 - 48.6 [127] 52.9
LSMDC-MC Test  Short i ; 73.5[121] 817
ActivityNetQA | Test Long - - 38.9 [118] 41.4
Drama-QA Val Long - - 81.0 [56] 81.4
TVQA Test Long - - 76.2 [56] 78.7
TVQA+ Test Long - - 76.2 [56] 80.9
VLEP Test Long - - 67.5 [66] 68.4




Zero-shot Ordering

Some police were at the
The old man was riding His kids were already at top. It was a train
the escalator. He was almost to the top. the top. station. They then got on the bus.

| went to the fair with There were a lot of We got to see a lot of We can't wait to go back
my kids last weekend. people there. animals. later.




VATT

Transformers for Multimodal Self-Supervised Learning from Raw Video, Audio and Text



VATT

VATT 4>[ Multimodal Projection Head ]

Transformer Encoder

Modality-Specific

OR

Modality-Agnostic

[

Extra Learnable

One backbone share |
6 LU

g

different modalities [AGG] Embedding

b

B

Modality-Specific Patch + Position Embedding

[ Linear Projection ] [ Linear Projection

(3D RGB voxels)

(1D waveform)

Linear Projection
(1-hot word vectors)

S8 SESREGEEBNEEDS
o L2 2 B s

%

Input Video Input Audio Waveform

https://openreview.net/pdf?id=RzYrn625bu8

“Sled dogs running on the
snow pulling the sled.”

Input Text



VATT

Modality-Specific

[1024] (S3D-G)

[2048] (TSM-50)
[RO48] [40986] (TSM-50xR) [R048]
O O

Max Pooling

* Video, audio, and text inputs
have respective feature
extractors

* Each feature extractor has
different architecture
according to the modality.

=5 I i e

Word2Vec

[play, guitar, PAD, ..., PAD]

‘Text processing
weer lokenizabion, rm dop words, PAD 1o |6

l

"Play the guitar"

Figure 2: Backbone architecture for audio, vision and text.

FAC: Fine and Coarse



VATT
Modality-Specific

o~ . Coqtmsﬁve &
Estimation
Text Features

v v v

* Video, audio, and text inputs

have respective feature Transformer Encoder Transformer Encoder Transformer Encoder
#0000 8000 B0 008000 Be0e0e0e0 - o
. Each feature extractor has shoo0edel o0 ede0eneled-e0  edededeiel e
different architecture . A A
according to the modality. Patch + Projection Patch + Projection Patch + Projection
(3D RGB voxels) (1D waveform) (1D strings)
“Sled dogs running on the
.' .' *“*’ snow pulling the sled.”
Input Video Input Audio Waveform Input Text

https://www.youtube.com/watch?v=V3gY_hyATUS8



VATT

Modality-Agnostic @ o roe
D o {Contrasﬁve} L
Estimation

4%

Transformer Encoder
Modality-Agnostic
$

Patch + Dense Layer Patch + Dense Layer Patch + Dense Layer

(3D RGB voxels) (1D waveform) (1D strings)

W “Sled dogs running on the

snow pulling the sled.”

Input Video Input Audio Waveform Input Text

https://www.youtube.com/watch?v=V3gY_hyATUS8



VATT

Common Space Projection

* Multi-modal features need to be projected to common space for feature fusion, but
different modalities have different levels of semantic granularity

e Vision & audio: fine-grained space

e Vision + audio & text: the lower dimensional coarse-grained space.

;‘ Syﬂ't Sva ;/ \J Svt
<o - <
00 0 00
(a) Shared (b) Disjoint

https://arxiv.org/pdf/2006.16228.pdf

'S
<:8 -'

(c) FAC

'vat
Q
< ‘ \o

: B I H Za,va ﬁ
NCE
E M EMIL NCE

Zv va Zy ,vat Zt ,2vat

(d) FAC details




VATT

Multimodal Contrastive Learning

Multimodal
Projection Head

video audio

L = NCE(zy va; Za.va) + AMIL-NCE(2, v, {2t vt }) feature feature

U -\
Ioss

T
exXpl =z ZavalT
NCE(z, 10 0 0) — —log P(#1waen/7) U
eXp( 'v vaza,’vﬂa/T) T Zz’EN exp(z’ < G;UG:/T)

v, va

(T Je—{TTT]
MIL-NCE
loss
- IITTT]
Z exp(z Zt, t/’T) text
MIL'NCE(qu,fut; {zt,vt}) = —log ( TZt,UtEP v,vt~t,v N oatire
Zzt,me‘P eXp(z'u,vtzt,’Ut/T) + z,zfej\/' exp(z v,'utz t,Ut/T)



VATT

Multimodal Contrastive Learning

e Vision & Text: Multiple-Instance-
Learning-NCE (MIL-NCE) loss

* For multiple positive pairs of video &
text, a video is matched to multiple text

inputs that are temporally close to the
video input.

MIL-NCE
NCE

3

yl

07:32

‘P Positive candidates

nyq [ sander as you're going over this entire

[ area otherwise the end all product won't ]

OU . [ be as flat as you would like it so just

)

2
Olj..? [ be aware now once you have them enjoy ]

,u:l

07-40

[ your sanding down your one on round

)

(a) Examples of positive candidates

End-to-End Learning of Visual Representation from Uncurated Instructional Videos (CVPR’20)

\



MERLOT RESERVE

Neural Script Knowledge through Vision and Language and Sound



MERLOT RESERVE

Segment 3 - 53 (5 seconds)

Wi At 8 a.m. today, someone poisons the coffee. A
w3 Do not drink the coffee.
ws  No~~~

* Aframe v;, from the middle of the segment
* The ASR tokens w; spoken during the segment
* The audio a; of the segment.



MERLOT RESERVE

As the text w; was automatically
transcribed by a model given audio
a, it is reasonable to assume that it
contains strictly less information
content. Thus, for each segment s;,
the paper provides models with
exactly one of text or audio.

Predict MASKed VAVt
text and audio

a

Joint Encoder (Transformer)
for all modalities and timesteps

Vil [1,11,2] - v g

MASK
Text

MASK

A
|

Audio while ooo 1 2 3 oo

Image Encoder Word Embed Audio Encoder
(ViT) (BPE) (AST)
W vask Q] sjiggling,
N popcorn
while it pops (AU, 0

/'puts for segment t




MERLOT RESERVE

Audio Encoder

» J.inear H—» Olltpllt

Transformer Encoder

AST:Audio Spectrogram Transformer

Split the audio a; in each segment into three equal-sized subsegments

https://arxiv.org/pdf/2104.01778.pdf



MERLOT RESERVE

Frame
Encoder ‘

Vision-
Language-
Do not drink the coffee. — Audio
Temporal
Encoder




MERLOT RESERVE

Frame

=)

Encoder

Vision-
Language-

Do not drink the W Audio
Temporal

Encoder

* Sound of water splashing
* Speech of person saying the timer is starting




MERLOT RESERVE

Frame

Encoder

Do not drink the coffee.
Vision-

Language-
Audio

Temporal

Encoder



MERLOT RESERVE

Frame
Encoder

Frame
Encoder

=)

Vision-
Language-
Audio
Temporal
Encoder




MERLOT RESERVE

Frame
Encoder

Frame
Encoder

=)

Vision-

Language-

Audio
Temporal
Encoder

Do not drink the coffee.

Spilling cof;




MERLOT RESERVE

w| jiggle it

o o while it pops
| \ . *jiggling, popcorn
[ *
w| Add a third of a Now turn the Add a lid, and popping
cup of popcorn heat on high then

[MASKed span]

Q.| *pouring sound* || Q- *sizzling* Q:| *lid clinking*

https://arxiv.org/pdf/2201.02639.pdf



MERLOT RESERVE

Vision-
Language-
Audio

Temporal
Encoder

Frame
Encoder




MERLOT RESERVE

Vision-
Language-

Audio
Temporal
Encoder

Maximize similarity a,
to versus all other targets

exXp (al ) ai)

lo —
g Zi(ali ai)

Spilling coffee

orretor oot b



MERLOT RESERVE

Vision-
Language-

Audio
Temporal
Encoder

Maximize similarity a,
to versus all other targets

eXp (ali ai)

lo —
Iy (@, a;)

Spilling coffee




MERLOT RESERVE

Vision-
Language-

Audio
Temporal
Encoder

a
T,
v
Y
*
. e,
vy
Y

v,

Maximize similarity ¢4
to versus all other targets

lOg exp(fl' ti)
2 (t1, ty)

....
....
L 4

At 8 a.m. today, someone
poisons the coffee.

Do not drink the coffee.

Print out the memo



MERLOT RESERVE

Contrastive Span Training

7 !!
[ fﬁ*?‘/ \

i : /I ot AN |
Adda |ofa popcorn now adda |lidand ‘jiggle it 'while
.. .. . third | cup of MASK then |
maximize the similarity =) | N
‘ A\ 17 ‘ ‘ 4 \d ; ‘

it pops
to the encodings of the Joint Encoder
text w; and audio a; Vo= D
Wi Wy Wt~ a: dt' A"
turn the heat on high| W J *sizzling* | Q) J
jiggle it{We| | Il jigging* (@w|| |l
welcome to my channel W J *music* |Qit” J

1 exp(owy - Wy)
L Xt T3 A0 | 1
mask—text ‘Wl Z ( 08 ZWEW eXp(UWt : W))



MERLOT RESERVE

L = Liext + Laudgio + Lframe

\

turn the heat on high
jiggle it

welcome to my channel

Joint Encoder

: \

e YA
W J *sizzling* | Q¢
W Jiggling* | Qu’ J
W JI *music* a.t"

We're making a
greenhouse.

It’s thin plastic, so
it’ll be easy to
cut.

So I'll cut it with a
circular saw.

For my morning
routine, | ...

Language
Only
Encoder

B )

Contrastive Loss

1

Image Encoder




Ablations

Visual Commonsense Reasoning

Configuration VCR val

for one epoch of pretraining Q—A (%)
* contrastive span pretraining e Mask LM [29, , ] 67.2
outperforms mask LM + VirTex-style [27] 67.8
* improved performance when > @ Contrastive Span 69.7

audio is used both as input and

target < ® Audio as target 70.4
& @ Audio as input and target 70.7
; Audio as input and target, w/o strict localization 70.6

& RESERVE-B 71.9



Image Tasks

Visual Commonsense Reasoning

Dataset - YT-Temporal-1B. VCR test (acc; %)
Model Q—A QA—R Q—AR

= e MerlotReserve-Base 10 E ERNIE—VIL-LHI'ge [ - ;_] 792 83.5 663
g o MerlotReserve-targe . £ Villa-Large [39] 789 83.8 65.7
) eyt 2 UNITER-Large [21] 773 80.8 62.8
g 75- 1 g% 2 Villa-Base [39] 76.4 79.1 60.6
§ e £ VIIBERT [31] 733 746 54.8
o 70 < o 2 B2T2 [4] 72.6 757 55.0
> | el O VisualBERT [77] 71.6 732 524
: 3 [MERLOT [128] 80.6 804 65.1
60~ .Iaft:rerol pfi;lrf:ﬂl'gge;iifﬁf | | "% KESE RVE-B 793 787 626

° P?etraininguilidation Iois ’ E = KESERVE_L 84'0 84‘9 72‘0

Pretraining progress Results on VCR

'\

The joint encoder is a 12-layer, 768-dimensional Transformer



Video Tasks
TVQA

TVQA (acc; %)
TVQA links depicted objects to visual Model Val  Test
concepts in questions and answers. Human [75] B 89 4

MERLOT [125] 78.7 78.4
MMFT-BERT [109]  73.5 72.8
Kim et al [68] 76.2 76.1
© RESERVE-B 82.5 -

Subtitles

00:00.755 --> 00:02.655 00:08.829 --> 00:10.057 00:12.600 --> 00:14.761

Chandler:) G ! Janice:) Ni ith kiss. Joey:) Kiss her. Kiss her!
(Chandler:) Go to your room (Janice:) Not without a kiss l(.‘?t]:z)jjllsj i)r“rl‘l)ssl}fr W KESERVE_L 85‘9 85-6

00:06.961 --> 00:08.622 00:10.264 --> 00:12.391

(Janice:) I gotta go, I gotta go. (Chandler:) Maybe I won't kiss you so you'll stay. (Janice:) Ill see you later, sweetie. Bye, Jo¢

------------------------------------------------------ © RESERVE-B 813 -
'- @ RESERVE-L 85.6 84.8

Audio

|
_______ T e T © RESERVE-B 83.1 82.7

i
| What is Janice holding on to after Chandler sends | I Why does Joey want Chandler tokiss Janice when they are | =
Joe -00m? : z 0
| Joey to his room? | ; in the kitchen? I m & KESE RVE_L 86.5 86.1
| A Chandler's tie I [ A Because Joey is glad that Chandler is happy |
! B Chandler's hands | B Because Joey likes to watch people kiss |
| C Her Breakfast | ! C Because then she willleave |
D Her coat I D Because Joey thinksJanice ishot
| E Chandler's coffee cup. : | E Because then Chandler will move away from the toast. | Resu Its on TQVA
______________________________ 4

https://tvga.cs.unc.edu/



https://www.deepmind.com/open-source/kinetics

Activity Recognition

Kinetics-600
No Transcripts

Kinetics-600 (%)

£ N P - Model Top-1 Top-5
L . -
‘W VATT-Base[”] 80.5 955
.,& : h / l', VATT-Large [2] 83.6 96.6
e - APPLAUDw APMIGEREA TimeSFormer-L [9] 82.2 95.6
= E e B g‘ Florence [125] 87.8 97.8
5 MTV-Base [122 83.6 96.1
E MTV-Large [ 122 854 96.7
MTV-Huge [ 122 89.6 98.3
& RESERVE-B 88.1 95.8
© RESERVE-L 89.4 96.3
£ ® RESERVE-B 89.7 96.6
< @RESERVE-L 91.1 97.1

The Kinetics-600 is a large-scale action recognition
dataset which consists of around 480K videos from 600
action categories. The 480K videos are divided into 390K,
30K, 60K for training, validation and test sets,
respectively.

Results on Kinetics-600



Zero-Shot

Situated Reasoning (STAR) EPIC-Kitchens LSMDC MSR-VTT QA
(test acc; %) (val class-mean R@35; %) (FiB test %) (test acc %)
MOdel Interaction Sequence  Prediction Feasibility Overall Verb Noun Action Acc tOpl tOpS
. ClipBERT [74] AVT+ [40] MERLOT [ ]
Supervised SOTA 39.8 436 323 314 367 282 320 159 52.9 43.1
Random 250 250 250 250 250 6.2 23 0.1 0.1 0.1 0.5
CLIP (VIT-B/16) [92] 39.8 405 355 36.0 380 16.5 128 23 2.0 30 119
g CLIP (RN50x16) [92] 309 417 365 37.0 38.7 134 145 2.1 2.3 23 97
£ Just Ask (zs)[123] 29 88
N © RESERVE-B 444 40.1 38.1 35.0 394 179 156 2.7 26.1 37 10.8
® RESERVE-L 426 41.1 374 322 383 156 193 45 26.7 44 11.5
® RESERVE-B (+audio) 44.8 424 388 36.2 40.5 209 17.5 3.7 29.1 40 12.0
® RESERVE-L (+audio) 439 426 376 33.6 394 232 237 438 31.0 58 13.6

» Situated Reasoning (STAR): The model is given a video, a templated question, and 4 answer choices.
e Action Anticipation in Epic Kitchens: Here, the goal is to predict future actions given a video clip

* LSMDC: Videos with captions (with a MASK to be filled in)

e MSR-VTT QA: Open-ended video QA



Why does audio help?

[MASK] it quits

" popping i don't
', want to burn this

this is a lot of popcorn
so i don't know how
this is gonna work

so thats mainly why i ... S0 now what ...
turned the burner off ..

... try it anyway what ...

hat i've melted these

are just the wilton
candy melts and i'm

going to pour these .

over top of ...

and forth every now and then | *popcorn popping#*

hadn't no control over

but i knew that i could

control how my room
looked what

i ate what i wore i kind that that's all i had

over [MASK] are you
of embraced ... control ... y

there's always room for

, - even if you're at like the
best

weight on the legs and
get more stretch in the
calves in these 45 ...

shaking your head like | you always want to get
a better relationship | had kids when i was 20
improvement that i like | with your parents got it

JEREMIAH

justifeel likeit's so i

by the time i was 22 i
had both

... my kids i go oh
ythat ...g

why *exhausted laugh=*

because the next one alright shake out your ' single lick down do leg extended
is slightly ... arms and your legs if | where we . [HASK completely straight and

you need forth a )/ heel on the floor

left Ieg bent and place
on top of right

the maximum

and push your hands
into the floor for more
stretch i know

this time we're holding it with the right leg

Span Match Probability (%) Span Match Probability (%)
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Strength

* A new, extensive dataset named YT-Temporal-1B has been introduced as a competitor to
HowTol00M and YT-Temporal-180M, which offers broader content coverage beyond just
instructional videos.

« A new multimodal model to acquire knowledge from vast amounts of videos featuring
accompanying vision, language and audio, achieving new SOTA.

* A new objective learning function that maximize the similarity of positive text and audio pair

https://openreview.net/forum?id=CRFSrgYtV7m



Weakness

« The paper discusses the model training process using millions of YouTube videos, which has sparked
privacy apprehensions. Moreover, accessing the dataset may be challenging, as the only provided links to
the associated YouTube videos are unlikely to ensure long-term availability of the data.

« The visual representations are not evaluated

 Since the model only utilizes a single frame per segment as input, it remains unclear how it can
effectively represent dynamic scenes.
« we would argue that in the context of learning multimodal script knowledge, giving the model a
single frame might actually be a strength. The reason being is that our goal is for MERLOT to infer
what’s going on in the world, temporally, through (partial) observations of both vision and language.

https://openreview.net/forum?id=CRFSrgYtV7m



Future Works

e An end-to-end model with feature extractions

* Multiple frames per segment
* Contrastive loss to align image and text/audio pair

https://openreview.net/forum?id=CRFSrgYtV7m



Q&A
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