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A Preview



Related Work - Baby Talk

[Kulkarni et. al 2011]

https://ieeexplore.ieee.org/abstract/document/6522402/?casa_token=sLisBe09biQAAAAA:sJIEbGvKm0KDtDGOxZ1SLWQaDa5_cau54naQVMamax1Jsg2fkVnwC5hIE5TsagXEg5sxk1YewQ


Related Work - Image Captioning

[ Anderson et.al. 2018 ]

https://openaccess.thecvf.com/content_cvpr_2018/html/Anderson_Bottom-Up_and_Top-Down_CVPR_2018_paper.html


Related Work - Learning from object detection

[ Jiasen Lu Microsoft ]

https://www.microsoft.com/en-us/research/uploads/prod/2019/11/Visually-Grounded-Language-Understanding-and-Generation-SLIDES.pdf


Motivation -

● Image Captioning is important
○ Aid for the visually impaired 

○ Personal Assistants

● SOTA 2018 (Attention) based models 
○ Improved image captioning performance

○ Novel object captioning is hard: Impossible to create training set that includes image-caption 

pairs for all concepts seen everyday

○ SOTA Models lack visual grounding 



Motivation - Problems with classic slot-filling approaches



Motivation - Neural Baby Talk



Methodology

1. Create visually grounded captions by splitting the objective in 2 parts
a. Maximize probability of generating the template

b. Learn a model to find visual words to fill in the template slots

2. Define a latent vector rt which can be
a. Visual word yvis

b. Template word ytxt

3. Use a pre-trained Faster-RCNN to generate template captions

4. Fill in the slots using a standard detection framework



Methodology



Methodology - Generating Grounded Caption Templates

1. Model and Likelihood of correct caption - rt is the latent vector

1. Generating Slotted Captions via a pointer network 
a. vt is the region feature of rt : computed using Faster-RCNN

b. ht= RNN(xt, ht-1) , P: distribution over grounding regions



Faster RCNN

1.   RCNN : 



Faster RCNN

2.  Fast RCNN : Using fixed ROI using ROI pooling layer



Faster RCNN

3. Faster RCNN :

a. Instead of using pyramid of images or kernels, introduces anchor boxes

b. Introduces a region proposal network that generates proposals with various 

scales and aspect ratios. 

c. Convolution computations are shared with RPN and Fast R-CNN. 



Faster RCNN

3. Faster RCNN :



Faster RCNN

3. Faster RCNN :



Methodology - Generating Grounded Caption Templates

3. Visual Sentinels - ȓ serves as dummy grounding for visual word. Therefore,   

Probability of a textual word is:

Visual sentinels st can be obtained using an LSTM: 

4. Therefore, pointer network equation becomes



Methodology - Visualizing the pointer network

5. Finally, probability of textual words conditioned on the image is



Methodology - Caption Refinement

6. Object Detection Network to fill in slots -



Methodology - Final Objective



Methodology - Final Objective



Methodology - Visual word extraction

In case there are no bounding boxes corresponding to target label, then the model 

dynamically predicts the textual word instead- hence avoids problems even when 

the wrong label is predicted. 



Dataset details



Results - Standard image captioning

1. Report test performances on image captioning task on COCO and Flickr 30K 
datasets

2. Use additional setting NBT Oracle - better object detector 
3. Evaluation metrics used are 

a. BLEU : Captures the amount of n-gram overlap between the output sentence and the 
reference ground truth sentence.

b. METEOR: Precision-based metric to measure quality of generated text. Allows synonyms 
and stemmed words to be matched with the reference word

c. CIDEr: 
d. SPICE : F-score over Tuples.



Results - Standard image captioning



Results - Standard image captioning- Flickr30K



Results - Standard image captioning- COCO



Results - Robust Image Captioning



Results - Robust Image Captioning



Results - Novel Object Captioning



Results - Novel Object Captioning



Results - Novel Object Captioning



Strengths

1.  Beats the state of the art using a complex and well-thought out solution

2. Provides unique template based approach that takes advantage of natural language 
while grounding to visual features

2. Results are more promising in the novel object captioning section

Weaknesses

1. Only ground on noun words found by object detector (no actions)

2. Natural Language limited to image captioning dataset
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