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A Preview

close up of a stuffed animal A person is sitting at a table A teddy bear sitting on a table A Mr. Ted sitting at a table with
on a plate. with a sandwich. with a plate of food. a pie and a cu of coffee.

Figure 2. From left to right is the generated caption using the same captioning model but with different detectors: 1) No detector; 2) A
weak detector that only detects “person” and “sandwich”; 3) A detector trained on COCO [26] categories (including “teddy bear”). 4) A
detector that can detect novel concepts (e.g. “Mr. Ted” and “pie” that never occurred in the captioning training data). Different colors show
a correspondence between the visual word and grounding regions.



Related Work - Baby Talk

Image captioning system before deep learning

Specifies unary costs.
Multiscale detector.

detection root filter part filters deformation

\ models

[Kulkarni et. al 2011]
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Related Work - Image Captioning

Bottom up and Top down attention for image captioning
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[ Anderson et.al. 2018 1


https://openaccess.thecvf.com/content_cvpr_2018/html/Anderson_Bottom-Up_and_Top-Down_CVPR_2018_paper.html

Related Work - Learning from object detection

SOTA neural image captioning system.

Two elephants and a baby A cat is standlng on a sign A man standlng"ona beach
elephant walking together. that says “UNK” holding a surfboard.

Learn from object detection and OCR.

mw

A man str;ﬁdui':g on a beach

Two elephants and a baby =
elephant walking together. that says “UNK”"-“"Abundzu”. holding a surfbeard - clock.

[ Jiasen Lu Microsoft 1


https://www.microsoft.com/en-us/research/uploads/prod/2019/11/Visually-Grounded-Language-Understanding-and-Generation-SLIDES.pdf

Motivation -

e Image Captioning is important
o Aid for the visually impaired
o Personal Assistants

e SOTA 2018 (Attention) based models

o Improved image captioning performance

o Novel object captioning is hard: Impossible to create training set that includes image-caption
pairs for all concepts seen everyday

o SOTA Models lack visual grounding



Motivation - Problems with classic slot-filling approaches
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Motivation - Neural Baby Talk
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Methodology

1. Create visually grounded captions by splitting the objective in 2 parts

a. Maximize probability of generating the template
b. Learn a model to find visual words to fill in the template slots

2. Define a latent vector r,which can be

a. Visual word vy,
b. Template word y,,,

3. Use a pre-trained Faster-RCNN to generate template captions
4. Fill in the slots using a standard detection framework



Methodology
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* Slotted caption ' A ) with a ([J) is sitting at ([Z]) with a ().
g

* Filling in the slots :

* Final caption rA with a tie is sitting at table with a cake.



Methodology - Generating Grounded Caption Templates

1. Model and Likelihood of correct caption - r;is the latent vector
0 =argmgxuz) log p(y|1;0) (1)
Y

p(ytlylzt—la I) - p(ytlrta Yi:t—1, I)p(rtlyl:t—la I) (3)

1. Generating Slotted Captions via a pointer network

a. V,is the region feature of r, : computed using Faster-RCNN
b. h=RNN(x, h;), P: distribution over grounding regions

ul = w} tanh(W,v; + W, h;) 4)
P = softmax(u") &)



Faster RCNN

1. RCNN:

The R-CNN consists of 3 main modules:

1. The first module generates 2,000 region proposdls using the Selective Search

algorithm.

2. After being resized to a fixed pre-defined size, the second module extracts a

feature vector of length 4,096 from each region proposal.

3. The third module uses a pre-trained SVM algorithm to classify the region

proposal to either the background or one of the object classes.



Faster RCNN

2. Fast RCNN : Using fixed ROI using ROI pooling layer

— Outputs: bbox
ot i Deep softmax regressor
~ &4l | |ConvNet = 1

Rol FC FC
pooling
layer FCs
i Rol feature
feature map VeCtor For each Rol

Image copyright Girshick, 2015

e Start with a small set of candidate ROIs (a few hundred per
image)

e Each ROI feeds a neural net whose output is a 4-vector
specifying the (x,y,w,h) of the nearest object.



Faster RCNN

3. Faster RCNN :

a. Instead of using pyramid of images or kernels, introduces anchor boxes

b. Introduces a region proposal network that generates proposals with various
scales and aspect ratios.

c. Convolution computations are shared with RPN and Fast R-CNN.



Faster RCNN

3. Faster RCNN :

classifier

propoy / ) /

Region Proposal Networ

feature maps

conv layers /

AT — 7

Figure 2: Faster R-CNN is a single, unified network
for object detection. The RPN module serves as the
‘attention’ of this unified network.

“Faster R-CNN: Towards
Real-Time Object Detection with

Region Proposal Networks,” Ren,
He, Girshick & Sun, 2016

DR

« |,/ multiple references

feature map

Image copyright Ren, He, Girchick & Sun, 2016

o Each candidate bounding box
computes 9 different
regression outputs, each of
which is a 4-vector (x,y,w,h)

o The 9 different regression
outputs from each bbox are
w.r.t. 9 different “anchor”

rectangles, each offset from
the input ROI. Thus:

anchor = ROl 4 known shift
object = anchor + regression

o




Faster RCNN

3. Faster RCNN :

0

3 sizes, 3 aspect ratios

The Faster RCNN paper
described 9 anchors per i
ROI:

@ 3 different anchor
sizes: 128 x 128,
256 x 256, and 125
h12 % 512

@ 3 different aspect
ratios: 1:2,1:1, and
2= 200




Methodology - Generating Grounded Caption Templates

3. Visual Sentinels - f serves as dummy grounding for visual word. Therefore,
Probability of a textual word is:

Py yr:e-1) = p(Ui™ |7, Y1:e—1)p(Flyre—1)  (6)
Visual sentinels s, can be obtained using an LSTM:

g = o(Wyxy+Wrhi_4) (7)
St = @Gt ® tanh (Ct) (8)

4. Therefore, pointer network equation becomes
P! = softmax([u’; wi tanh(Wys; + W, h;)])  (9)



Methodology - Visualizing the pointer network

5. Finally, probability of textual words conditioned on the image is

P}, = softmax (W h,)

(10)
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Methodology - Caption Refinement

6. Object Detection Network to fill in slots -

1) Classify Plurality 2) Determine Fine Grained Category
i person
: BB
ReLU \,\(’, Om O single 2t \,\,’ ®_ﬂ.®_,@ woman

P} = softmax (W f5 ([ve; he)) (11)
P} = softmax (U"W, f, ([vg; hy])) (12)



Methodology - Final Objective

Minimize this cross-entropy loss

Template word prob. Refinement prob.  target region prob.

L(6) = —

T
=

m
~ * ~ * * & * 1 1 “
log (P(J’t* |7, ¥1:e-1)P (FlY1:e-1) 1z =y txty + D (b, S¢ |rt:}’1:t—1)(EZ P(rtl|}’1:t—1))1(y;=yvis)>
1 i=1



Methodology - Final Objective

Minimize this cross-entropy loss

Template word prob. Refinement prob.  target region prob.

L(6) = -

7 &
t=

m
~ * Pl o™ ® * 1 Hpoa
log (p(}’; |7, ¥1.6-1)P(FIY1:e-1)1 =y taty + (b, S¢ |7, }’1:t—1)(‘1zz p(rtll}’ht—l))l(y't':y”is))
1 i=1

Co-reference when different kind of supervision exists.

A young woman is sitting inside a boat.
Problem: which boat is the caption referred to.

Solution: maximize the averaged target region prob.




Methodology - Visual word extraction

In case there are no bounding boxes corresponding to target label, then the model
dynamically predicts the textual word instead- hence avoids problems even when
the wrong label is predicted.

How to handle inaccurate object detection?

» Treat object labels as caption template.
Template: A man is playing guitar on the stage.
« Dynamically identify the visual words.

loU(detected bbox, GT bbox) > 0.5 and labels == words

A man is playing guitar on the stage.



Dataset details

Datasets
» Flickr30k: 31,783 images, 5 captions per image, 275,555 annotated bounding boxes.
+ COCO: 164,062 images, 5 captions per image.

Object category to words
* For COCO dataset. (e.g., “person” mapping to [“child”, “baker”, ...])
Caption pre-processing

« Caption truncation (if > 16 words)

 Building vocabulary (9,587 words for COCO, 6,864 words for Flickr30k)



Results - Standard image captioning

1. Report test performances on image captioning task on COCO and Flickr 30K
datasets
Use additional setting NBT Oracle - better object detector

Evaluation metrics used are
a. BLEU : Captures the amount of n-gram overlap between the output sentence and the
reference ground truth sentence.
b. METEOR: Precision-based metric to measure quality of generated text. Allows synonyms
and stemmed words to be matched with the reference word
c. CIDEr:
d. SPICE : F-score over Tuples.

W N



Results - Standard image captioning

Flickr30k COCO
m Hard-Attention m ATT-FCN m Adaptive m NBT m NBT* m Adaptive mAtt2in mUp-Down = NBT mNBT*
285 347 349
271 =
= 33.
325
23.1 31.3
217
204 |
189
18.5 27'1 27.4
| 26.6 :
L H Hmm
METEOR BLEU4 METEOR



Results - Standard image captioning- Flickr30K

Method BLEU1 BLEU4 METEOR CIDEr SPICE
Hard-Attention [ ©] 66.9 19.9 18.5 - -
ATT-FCN [~1] 64.7 23.0 18.9 - -
Adaptive [ /] 67.7 25.1 20.4 53.1 14.5
NBT 69.0 27.1 21.7 57.5 15.6
NBToracle 72.0 28.5 23.1 64.8 19.6

Table 1. Performance on the test portion of Karpathy et al. [']’s
splits on Flickr30k Entities dataset.



Results - Standard image captioning- COCO

Method BLEU1 BLEU4 METEOR CIDEr SPICE
Adaptive [ /] 74.2 32.5 26.6 108.5 195
Att2in [ 7] - 31.3 26.0 101.3 -
Up-Down [ ] 74.5 334 26.1 1054 19.2
Att2in™ [*V] - 33.3 26.3 111.4 -
Up-Down' [1]  79.8 36.3 27.7 120.1 214
NBT 735.5 34.7 27.1 107.2  20.1
NBToracle 75.9 34.9 27.4 108.9 204




Results - Robust Image Captioning

m Att2in m Up-down m NBT m NBT*

95.5 18.7 45.7
94.1
183
92
18.1
906 42.4
17.7
39.7
; l

CIDEr SPICE Accuracy




Results - Robust Image Captioning

A cat laying on the floor next A bird sitting on a branch in a
to a remote control. to a bird. in the grass. tree.

Figure 6. Generated captions and corresponding visual grounding regions for the robust image captioning task. “cat-remote”, “man-bird”,
“dog-skateboard” and “orange-bird” are co-occurring categories excluded in the training split. First 3 columns show success and last
column shows failure case (orange was not mentioned).



Results - Novel Object Captioning
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Results - Novel Object Captioning
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Results - Novel Object Captioning

=

A iebra fhat is standing |n _thé A little girl wearing a helmet A woman standing in front of A plate of food with a bottle
dirt. and holding a tennis racket. a red bus. and a cup of beer.

Figure 7. Generated captions and corresponding visual grounding regions for the novel object captioning task. “zebra”, “tennis racket”,

b

“bus” and “pizza” are categories excluded in the training split. First 3 columns show success and last column shows a failure case.



Strengths

1. Beats the state of the art using a complex and well-thought out solution

2. Provides unigue template based approach that takes advantage of natural language
while grounding to visual features

2. Results are more promising in the novel object captioning section

Weaknesses

1. Only ground on noun words found by object detector (no actions)

2. Natural Language limited to image captioning dataset
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