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Motivation
● Knowledge-based VQA requires 

the ability of association 
external knowledge

● Limitation: existing solutions is 
that capture relevant knowledge 
from text-only knowledge bases 
They lack multimodal knowledge 
for visual understanding

image resource: https://mmlab-iie.github.io/ 3



VQA evolution
● VQA evolves from perception to reasoning and then to cognition, 

requiring a gradually increase of intelligence

4image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



Recent works
● Structured KG: ConceptNet and DBpedia

5image resource: https://dbpedia.org/page/Michael_Jordanimage resource: ConceptNet 5: A Large Semantic Network for Relational Knowledge



Recent works
● Unstructured/ semi-structured KG: Wikipedia and Visual Genome
● Disadvantages:

○ Required knowledge by human annotations
○ KGs lack visual information to assist cross-modal understanding
○ The information is limited to the definite facts
○ KGs are difficult to represent high-order prediction
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image resource: https://arxiv.org/pdf/1602.07332.pdf



Recent works
● Multimodal KG aims to correlate visual 

content with textual facts to form the 
augmented knowledge graph

● Disadvantages:
○ This kind of Multimodal KG still fails to model 

the high-order complex relationships

7image resource: https://aclanthology.org/2020.acl-demos.11v2.pdf



Our goal
● How to represent the multimodal 

knowledge?
● How to accumulate the multimodal 

knowledge in the VQA scenarios?
● How to maintain the advantages of 

traditional knowledge graph in 
explainable reasoning?

8image resource: https://arxiv.org/pdf/2203.09138.pdf



Solution
● MuKEA represents multimodal knowledge unit by explicit triplet and 

implicit relation
● Explicit triplet: the visual objects referred by the question are embedded 

in the head entity and the embedding of the fact answer is kept in the 
tail entity

● Implicit relation: the relationship between head entity and tail entity

9image resource: https://arxiv.org/pdf/2203.09138.pdf



MuKEA

10image resource: https://arxiv.org/pdf/2203.09138.pdf



MuKEA - multimodal knowledge triplet extraction
● Triplet format: (h,r,t) 

○ h is visual content in the image focused by the question
○ t is a representation of the answer given the question-image pair
○ r is the implicit relationship between h and t

11image resource: https://arxiv.org/pdf/2203.09138.pdf



MuKEA - image & question encoding
● MuKEA applies Faster R-CNN to detect a set 

of objects in image
● MuKEA tokenize the question using 

WordPiece
● MuKEA encodes the question and image for 

triple extraction with pretrained LXMERT to 
obtain the visual embeddings and the token 
embeddings

12image resource: https://arxiv.org/pdf/2203.09138.pdf



MuKEA - head entity extraction

13image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



● Equ1. is to evaluate the relevance by 
computing the question-guided 
object-question relevance affinity matrix

●  Equ2. is to evaluate the most relevance of 
each object to the question

● Equ3. is to obtain the approximate one-hot 
categorical distribution
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MuKEA - head entity extraction

image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



MuKEA - relation extraction

15image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf

MuKEA extracts the 
cross-modal representation 
from the [CLS] token, and 
feed it into a FFN layer to 

obtain the relation embedding



MuKEA - tail entity extraction

16image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



MuKEA - training stage

17image resource: https://arxiv.org/pdf/2203.09138.pdf



Knowledge triplet representation learning
● Three objective loss functions to learn the triplet representation to bridge 

the heterogeneous gap and the semantic gap
○ Preserver the embedding structure (equ5.) -> issue
○ Force the strict topological relation (equ6.)
○ Learn a common semantic space (equ7,8.)
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Knowledge accumulation and prediction
● MuKEA use two stages training strategy to accumulate multimodal 

knowledge
○ Pre-training on VQA 2.0 dataset
○ Fine-tuning on the downstream KB-VQA task to learn complex knowledge

● Inference:
○ MuKEA computes the distance between hinf+rinf and each tail entity ti in the look-up 

table T , and select the tail entity with the minimum distance
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KRISP - Idea
● Implicit knowledge can be 

efficiently learned from models 
pre-trained on large-scale corpora

● Explicit knowledge can be learned 
from explicit and symbolic 
knowledge in knowledge base

● By integrating the two models, both 
implicit and explicit knowledge can 
be combined for reasoning.

20image resource: https://arxiv.org/pdf/2012.11014.pdf



KRISP - Reasoning with implicit knowledge
● Question encoding: KRISP tokenize a question Q using WordPiece as in 

BERT. Then, KRISP embed them with the pre-tained BERT embeddings 
and append BERT’s positional encoding.

● Visual features: KRISP uses bottom-up features collected from 
Faster-RCNN.

21image resource: https://arxiv.org/pdf/2012.11014.pdf



KRISP - Reasoning with symbolic knowledge
● Visual symbols: 

○ KRISP uses the pre-trained visual recognition systems to get image features 
○ Visual concepts: places, objects, parts of objects and attributes
○ Totally, KRISP has 4000 visual concepts

● Knowledge graph construction:
○ Trivia knowledge: facts about famous people, places or events
○ Commonsense knowledge: what are houses made of, what is a wheel part of
○ Scientific knowledge: what genus are dogs, what are different kinds of nutrients
○ Situational knowledge: where do cars tend to be located, what tends to be inside bowls

22image resource: https://arxiv.org/pdf/2012.11014.pdf



● Graph network
● KRISP uses Relational Graph 

Convolutional Network(RGCN) as 
the base

● RGCN can natively supports having 
different calculations between nodes 
for different edge types and edge 
directions
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KRISP - Reasoning with symbolic knowledge

image resource: https://arxiv.org/pdf/1703.06103.pdf



KRISP - Integrating implicit & explicit knowledge

24image resource: https://arxiv.org/pdf/2012.11014.pdf



Experiments
● 2 datasets: 

○ Outside Knowledge VQA (OK-VQA)
○ Knowledge-Routed VQA (KRVQA)

25image resource: https://okvqa.allenai.org/ image resource: https://www.sysu-hcp.net/resources/datasets/index.html



Experiment Analysis - OK-VQA

26

+3.35%

● avoid cascading error
● MuKEA captures the question-centric 

and information-abstract multimodal 
knowledge



Experiment Analysis - KRVQA
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+6.08%

● In the vision-only questions, MuKEA requires multimodal commonsense 
to bridge the low-level visual content and high-level semantics



Ablation study

28image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



Experiment Analysis - Knowledge complementary
● Multimodal knowledge and existing KB 

knowledge respectively deals with 
different types of open-ended questions.
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● Complementary benefits of multimodal 
knowledge and existing knowledge bases



Experiment Analysis - Long-tail analysis
● This analysis is to prove the model’s generalization ability on the rare 

answers while not overfitting on the ‘head’ ones
● mAccuracy is to fairly evaluate the performance on the long-tail 

distributed answers
● mAccuracy calculates the accuracy for each unique answer separately and 

average for all the answers
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Experiment Analysis - Progressive Knowledge Accumulation

● This table shows how the basic visual knowledge in VQA 2.0 helps to learn 
more complex knowledge in OK-VQA

31image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



Experiment Analysis - Zero-shot Analysis of Accumulated 
Multi-modal Knowledge
● MuKEA correlates giraffe with evolution through the 

manually constructed question

32image resource: https://mmlab-iie.github.io/uploads/MSRA_CVPR_2022_Pre-MuKEA.pdf



Qualitative analysis
● MuKEA captures instantiated knowledge
● MuKEA contains multi-object involved complex knowledge
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Summary & Future Work
● Summary:

○ MuKEA focuses on multimodal knowledge instead of language knowledge for KB-VQA
○ Multimodal knowledge is represented by explicit triplets via three loss functions
○ A pre-training and fine-tuning strategy accumulates multimodal knowledge from basic 

to complex
● Future Work:

○ How to effectively combine multimodal knowledge with existing knowledge bases?
○ How to accumulate generic multimodal knowledge for vision-language tasks?
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Thank you
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