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Abstract 

 
Nonconvex optimization arises in many machine learning problems such as sparse learning, high 
dimensional graphical models, and low-rank matrix estimation. However, unlike convex 
optimization based machine learning methods, the nonconvex optimization based approaches are 
often heuristic and lack of theoretical guarantees. To tackle this problem, we propose a new 
generation of nonconvex statistical machine learning methods with provable guarantee, which 
exploit various nonconvex formulations to gain statistical efficiency as well as computational 
scalability. The proposed methods have been successfully applied to text mining, 
recommendation systems, and image/video denoising, and outperform the state-of-the-art 
methods both theoretically and empirically. 
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