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Abstract 

 
The methods of Random Projections (RPs) has found numerous applications in modern data 
processing and analysis ranging from compressed sensing over numerical linear algebra, 
machine learning, and similarity search to data privacy. In recent years, the aspect of data 
compression going along with RPs has been developed further in terms of subsequent scalar 
quantization. This gives rise to a trade-off between the bit depth of the quantizer and the 
dimension of the reduced data representation when given a total budget of bits to be used for data 
transmission or storage. In this talk, we present a statistical analysis of this trade-off in one-scan 
compressed sensing and in similarity search with respect to cosine similarity. It is shown that for 
a wide range of scenarios, coarse quantization (five bits or less) causes only a small loss in 
statistical accuracy. Depending on the situation, it is even well possible that the aforementioned 
trade-off is optimized in the extreme case single-bit quantization. 
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