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ABSTRACT
Spatial outliers are the spatial objects with distinct features from
their surrounding neighbors. Detection of spatial outliers helps
reveal important and valuable information from large spatial data
sets. In the field of meteorology, for example, spatial outliers can
be associated with disastrous natural events such as tornadoes, hur-
ricane, and forest fires. Previous study of spatial outlier mainly
focuses on point data. However, in the meteorological data or other
applications, spatial outliers are frequently represented in region,
i.e., a group of points, with two dimensions or even three dimen-
sions, and the previous point-based approaches may not be appro-
priate to be used. As region outliers are commonly multi-scale ob-
jects, wavelet analysis is an effective tool to study them. In this
paper, we propose a wavelet analysis based approach to detect re-
gion outliers. We discuss the region outlier detection problem and
design a suite of algorithms to effectively discover them. The al-
gorithms were implemented and evaluated with a real-world mete-
orological data set.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications - Data Min-
ing, Spatial Databases

General Terms
Algorithms, Design

Keywords
Outlier Detection, Spatial Data Mining, Meteorological Data

1. INTRODUCTION
Over the past decade, spatial database has become a significant

area both in academia and in industry. From satellite observation
system to urban planing, geography related spatial data are widely
used; there are also other spatial data, such as medical image and
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gene maps, which are also important and useful. The applica-
tions of spatial information promote the development of the Spatial
Database Management System(SDBMS). The research on spatial
database [16,19,20] mainly focuses on spatial data modelling, spa-
tial data access, spatial data query processing, spatial data visual-
ization, and spatial data mining. Spatial data mining [3, 10, 11, 21]
is the process of discovering implicit and useful spatial patterns or
rules from large spatial data sets. Like traditional data mining [6],
spatial data mining techniques can also be classified into classifi-
cation, clustering, trend analysis, and outlier detection. Since the
spatial data types have unique characteristics and spatial relations
are more complicated than ordinary data, traditional data mining
techniques may not be directly applied to mine spatial data [22].

Spatial data mining is very attractive to many research works as
spatial data tend to be large in size, and it is very important to effi-
ciently extract knowledge embedded in the spatial data sets. Spatial
outlier detection is an essential part of spatial data mining. Outliers
are the observations differing from the remainder of the whole data
sets [1, 7]. Spatial outliers are those observations which are incon-
sistent with the surrounding neighbors. The outliers are frequently
treated as the noise of the data sets. However, in some applications,
outliers have real meaning and are essential components of the data
as they reveal significant anomalous phenomena. Such abnormali-
ties exist in traffic data, nature resource management data, quality
control data, earthquake monitoring system, and weather and cli-
mate data.

In the research of the atmospheric sciences, huge amount of
spatial data have been collected from both observation and mod-
elling. Discovering useful patterns from these data sets would have
great practical value and would help weather forecast, environment
monitoring, and climate analysis. In the meteorological data, spa-
tial outliers or anomaly patterns are often associated with severe
weather events. Such events usually do not happen at a single point
but in an area. That is to say, they are usually two dimensional
region spatial outliers.

In this paper, we propose a wavelet analysis based spatial outlier
detection method to detect region outliers and to discover mean-
ingful anomalies in meteorological observation data. This work
will help retrieve interesting and implicit information from the large
volume of the spatial data sets. This paper is organized as follows.
We provide the literature survey in Section 2. Section 3 discusses
the problem and our proposed approach. Section 4 introduces the
algorithms. Section 5 describes the meteorological data set and an-
alyzes the experiment results. Finally, we summarize our work and
address future directions in Section 6.
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2. RELATED WORK
Many outlier detection algorithms have been proposed [1, 2, 8,

15,17,24]. These algorithms can be classified into multi-dimensional
space based methods and graph based methods. Multi-dimensional
outlier detection methods use distance, depth, or density functions
in the multi-dimensional space to check if a point is different from
the majority of the data [9,15,27]. For many multi-dimensional out-
lier detection approaches, the spatial relationship between neigh-
boring objects are usually lost after clustering. Shekhar, et al. [22]
pointed out that multi-dimensional outlier detecting methods have
several limitations: the approaches do not consider the graph struc-
ture of the spatial data; and they do not exploit the a priori informa-
tion about the statistical distribution of the data. In [23], a graph-
based outlier detection approach is proposed to detect spatial out-
liers. In their work, for each point x, a difference function S(x)
is defined to represent the feature difference between a point and
its neighboring points. Then normalized functions are computed to
determine points which are spatial outliers.

In the previous work, the outliers are usually points. In the real
world, there are many cases in which the outliers exhibit in other
spatial forms such as line or region. Such outliers exist in weather
and climate data. For these two dimensional outlier detection, the
determination of the region and their neighbors would be crucial.
For the points enclosed in a region, the features should be rather
similar, while for the outside points surrounding the region, the
feature would be distinctly different. we cannot detect the points
within outlier region as outliers using traditional point outlier detec-
tion, since a point surrounded by points with similar feature is not a
spatial outlier. In order to determine the region and the surrounding
neighbor, we must determine the shape and the localization of the
regions. In the field of image processing, many works have been
done to detect the edge of image objects and various edge detectors
have been developed [28]. However, the image objects usually have
clear edges in those works, the change of the features is sharp at
the edge and will be detected by analyzing the feature gradients or
spectral/wavelet transforms [26]. Whereas for the meteorological
data, the feature changes are usually not as sharp as a clear edge.
Therefore, it is difficult to detect the edge of the outlier regions.
That is to say, we may not be able to get the shape or coverage of
the outlier regions by using image edge detection methods.

In recent years, wavelet analysis methods are widely used in
many science and technology fields, such as signal processing and
image processing [4,13]. In the following sections, we will discuss
the advantages of the wavelet analysis over the traditional Fourier
analysis. In the data mining area, wavelet analysis techniques have
been used in clustering, classification, regression, forecasting, and
visualization [12]. Sheikholeslami, et al. developed the WaveClus-
ter approach which uses wavelet transform to cluster the spatial
data in the frequency with different resolutions [18]. Their clus-
tering method takes advantage of the multi-scale, multi-resolution
properties of wavelet analysis and can effectively identify arbitrary
shape clusters at different degrees of accuracy. However, they used
wavelet transform in the feature space rather than in the real spatial
domain.

3. REGION OUTLIER DETECTION PROB-
LEM AND OUR APPROACH

In the real atmosphere, the anomalies emerge at different spa-
tial scales and may appear in different spatial shapes. This makes
the outlier detection a challenging task. Figure 1 shows an image
of the water vapor distribution over the east coast of the USA, At-
lantic Ocean, and the Gulf of Mexico. As can be seen, there is a

hot spot located at the left portion of the image, i.e., a hurricane at
the Gulf of Mexico, and this spot is totally different from its sur-
rounding neighbors. It is also clear that this outlier spot are not the
single point but a group of the points or a region. Here, we de-
fine a region outlier as a group of adjoining points whose feature
is inconsistent with that of their surrounding neighbors. And the
hurricane is a region outlier in Figure 1. There exist other region
outliers in this Figure; the number of region outliers detected will
be determined by the pre-defined threshold provided by domain ex-
perts. The problem is to design an efficient and practical approach
to detect region outliers (could be in irregular shapes) from spatial
data sets. In the real application, such approaches can help identify
spatial anomalies such as hurricanes, forest fires, tornado, thunder
storm, and other severe weather events from the observation data.

Figure 1: A region outlier (hurricane) in meteorological data.

For meteorological data, it is preferable to decompose the orig-
inal observation data into different spatial scales and treat them
separately. That is widely used in meteorological analysis to sim-
plify the problem and centralize the target object. Wavelet analysis
method provides the capability for us to achieve this because of its
multi-resolution character and the localization of variation in the
frequency domain. First, wavelet analysis can decompose the orig-
inal spatial variation of the data into different scales and focus on
only certain scales of interest. Second, the localization of variation
in the frequency domain is very helpful in determining the spatial
location of the potential spatial outliers.

In our work, we will use wavelet transform in the real spatial
domain, then analyze the wavelet transformation data for a par-
ticular set of scales. The data will be re-composed back into the
spatial domain and the outlier detection algorithm can be used to
verify the region outliers at these scales. Technically, we can ap-
ply this procedure to all scales at which meaningful meteorological
anomalies may exist. However, as spatial outliers are usually small
in size compared with the environment, we focus only on small
scale weather systems such as hurricanes or tornadoes. We will use
wavelet transform on the data along single latitude lines. Since
the wavelet transform power indicates the strength of the varia-
tion along the latitude, the localization of the high value reveals
the place where anomalies exist. After integrating the localiza-
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tion of the wavelet power at all latitude, the center and the cov-
erage of each suspect region outlier can be determined. It is called
suspect region outlier because: (a) the selected regions are areas
with prominent spatial variation at certain scales, we need to ver-
ify them according to the outlier definition: are they really distinct
from their neighbors? (b) we only perform wavelet transform on
latitude dimension and derive the variation along latitude(x). For
most weather system, it usually also implies the similar variation
along longitude(y), but we should verify it in case that false region
outliers are detected. Therefore, we will apply outlier detection
algorithm on the data set to verify these suspect region outliers.

4. WAVELET ANALYSIS AND VERIFICA-
TION ALGORITHMS

In this section, we introduce the wavelet analysis and our pro-
posed algorithms. In our approach, we first perform wavelet trans-
form on image data along all latitudes. We select a set of scales
which correspond to the sizes of the region outliers of interest,
record the spatial indices of the location whose wavelet power is
greater than the pre-defined threshold, and perform inverse wavelet
transform to reconstruct the data back to the original domain. Note
that we choose only the scales of interest into reconstruction. We
then group the location indices recorded. Those grouped locations
are the areas of suspect region outliers. Finally, a outlier detection
algorithm is applied to the reconstructed image data to discover re-
gion outliers from those suspect areas.

4.1 Wavelet Analysis
Wavelet analysis is a practical tool to study the subjects in sig-

nal analysis and image processing. Traditional Fourier transform
can also transfer the signal into frequency domain and separate the
scales, but wavelet analysis has special attractive features: (1)Multi-
resolution: wavelet analysis examines the signal at different fre-
quencies with different resolutions. That is to say, it uses wider
window for low frequency and uses narrower window for high fre-
quency analysis. This feature especially works well for signals
whose high frequency components have short durations and low
frequency components have long durations [14]. In the real world,
such signals are typical. The changes of the signal at different
scales may be studied with different focuses, they can be separated
and recomposed at will. This feature makes wavelet an effective
tool to filter the signal and focus on certain scales. (2)Localiza-
tion of the frequency: In traditional Fourier transform, the fre-
quency domain has no localization information. In other words,
if the frequency changes with time in the signal, it is hard to tell
which frequency happens within what time range although all the
frequencies may be detected. In the nature world, signals are usu-
ally complicated and non-stationary. If we want to know the ex-
act information of a variation, the frequency and the location of
a certain variation, or the strength of the variation at certain loca-
tion, wavelet analysis has advantages over Fourier transform. For a
wavelet function Ψ(t), the continuous wavelet transform of a dis-
crete signal Xi(i = 0, N − 1) is defined as the convolution of X
with scaled and translated Ψ:

W (n, s) =
∑N−1

i=0 x(i)Ψ∗[ (i−n)δt
s

] (1)

where (*) indicates the complex conjugate, n is the localization
of the wavelet transform and s is the scale. The wavelet trans-
formation can also be inversely transformed to (or reconstruct) the
original data set :

xi = δjδt1/2

CδΨ0(0)

∑J
j=0

RealW (n,sj)

s
1/2
j

(2)

Table 1: Scale Table for Mexican Hat Wavelet
Index 0 1 2 3 4
Scale 2 2.83 4 5.65 8
Period 7.95 11.23 15.9 22.47 31.79

Table 2: Scale Table for Morlet Wavelet
Index 1 2 3 ... 6 7 8
Scale 2.83 4 5.65 ... 16 22.6 32
Period 2.92 4.13 5.84 ... 16.52 23.4 33.05

where Cδ is a constant for each wavelet function, Ψ0is the nor-
malized wavelet function, and J is the maximum scale index. For
the details of wavelet transform, please refer to [5,25]. We may not
include all scales of the wavelet transform into the reconstruction
to filter out the variation of no interest, and the reconstructed data
will be composed by the scales interesting to us. For example, if
the low frequency of the variation in the data set is of interest, a
low pass data set may be reconstructed to filter out the high varia-
tion and make low variation more visible. Many functions can be
used as base or mother function for wavelet analysis. We use two
of the most widely used bases: Mexico hat base and Morlet base.
The base function for Morlet wavelet is:

Ψ0(η) = π−1/4eω0ηe−η2/2 (3)

And the Mexico hat function is:

Ψ0(η) = (−1)√
Γ(21/2)

d2

dη2 (e
−η2/2) (4)

Figure 2: A sample output of Mexican hat wavelet (a:top, b:
center, c:bottom).

When we perform the wavelet analysis, the scales are selected by
S0 ∗ 2j/2(j = 0, 1, J), and J is the maximum scale index which
satisfies : J ≤ 2 log2(

N
2

), where N is the length of the signal. In
this case S0 = 2δx, N = 360. We use j as the scale index. When
we say scale 2, we mean the real scale is S02

0.5∗2 = 4. Tables 1
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Figure 3: A sample output of Morlet wavelet (a:top, b: center,
c:bottom).

and 2 provide the relationship between scale index, real scale, and
the corresponding period of Fourier transform (here since we do
wavelet analysis on spatial domain, it is in fact the wavelength of
the spatial variation) for Mexican Hat wavelet and Morlet wavelet.
From the tables, it can been seen that as scale increases, the period
(or wavelength) of the real object the wavelet focuses on grows as
well. However, the growth rates are different for the two wavelets.
For Morlet wavelet, the period grows slower than the Mexican hat
wavelet. That is to say, Morlet wavelet has a better frequency res-
olution than Mexican hat wavelet. This also implies that it has a
poorer localization resolution.

The Morlet wavelet is a complex wavelet and the Mexico hat
wavelet is a real wavelet. Mexican hat captures both the positive
and negative variation as separate peaks in wavelet power. Morlet
wavelet power combines both positive and negative peaks into a
single broad peak. Figure 2 and Figure 3 are examples of the two
wavelet transforms. Figure 2(a) is the original data water vapor dis-
tribution along a latitude. Figure 2(b) and (c) are the wavelet trans-
form power at two different scales. Figure 3 uses Morlet wavelet
at higher scale indices. From Figures 2 and 3, we can see that
the power of wavelet transform can depict the distribution or local-
ization of the variation at certain scales. As Mexican hat wavelet
provides a better localization (spatial resolution), we will mostly
use Mexican hat wavelet to perform the analysis.

4.2 Algorithm
We propose two algorithms, Wavelet Analysis and Verification.

The Wavelet Analysis Algorithm will apply wavelet transformation
to image data in order to discover regions with prominent spatial
variation at certain scales. Detailed steps are described in Algo-
rithm 1. As these regions are suspect region outliers, they need to
be verified in case false spatial outliers are selected. Verification
is based on Z-value approach. Z-value means standardization of
the attribute difference between an object and its neighboring ob-
jects. It can be used for detecting irregular data objects. We need
to reconstruct the original data set to “big points,” where each point

Algorithm 1 Wavelet Analysis
Input:

D is the given data set;
S is a set of selected scales;
α1 is the beginning latitude(or longitude);
αn is the ending latitude(or longitude);
θw is the pre-defined threshold of wavelet power;
idxSet is a set of location indices;

Output:
D′ is the reconstructed data set
Os is the set of suspect outlier regions

/* wavelet transform along all latitudes or longitudes */
for(i=α1;i ≤ αn ;i++) {

wDomain = WaveletTransform(D,S,i); }
/* record points with prominent wavelet power */
for every point p in wDomain {

if ( p > θw ) {
AddToLocationSet(p,idxSet);} }

D′ = inverseTransform(wDomain,S)
/* group points to regions */
Os = GroupIndices(idxSet);
Output(D′,Os); /*output result*/

denotes a region. Z-value approach can then be used to detect re-
gion outliers. Algorithm 2 provides detailed steps for verification.

In Algorithm 1, first, a set of scales of interest should be provided
from domain experts. Then wavelet transformation is performed
on input data set along all latitudes or longitudes. α1 denotes the
beginning latitude(or longitude) and αn denotes the ending lati-
tude(or longitude). wDomainis the domain of wavelet power val-
ues transformed from the original data set D. The algorithm se-
lected the points with wavelet power greater than threshold θw and
records their location indices in a set named idxSet. Next, inverse
wavelet transformation is performed to reconstruct data set from
wDomainto original domain D′. Note that as only specific scales
of interest are selected to transform the wavelet domain back to the
original domain, D′ is not the same as D. D′ will be used in Algo-
rithm 2, Verification, to check wether the recorded locations really
have abnormal attribute values. The algorithm groups points with
adjacent location indices in idxSet to regions and store the regions
in Os. These regions are suspect region outliers. Finally, D′ and
Os are output to be used in Algorithm 2. In the next step, each
region will be viewed as a single point and outlier detection algo-
rithm will be applied to verify wether the suspect regions are true
outliers. We describe the verification process in Algorithm 2.

In Algorithm 2, we apply Z-value approach. Z-value approach
is a spatial outlier detection algorithm which uses the standardized
attribute difference between a point and its neighbors to detect out-
liers. First, the reconstructed data set is converted to groups of
points. Each group is viewed as a “region,” whose attribute value
is the average of all points in this group. Note that when grouping
D′, we first take the suspect regions out, then group the remainder
of the data set by imposing grids on D′. The grid size is defined as
the size of the smallest suspect region. This size definition achieves
more accurate result as it can well proximate the neighborhood re-
lationship. Each region is viewed as a “big point.” Function cre-
ateRegionsimplements above functionality to get a set of regions
X={x1, x2, . . . , xn}. Next, function getAdjNbris used to get the
adjacent neighbors of each region. Then, the neighborhood func-
tion g of a region xi is taken to be the average attribute value of its
neighbors. |AN(xi)| denotes the number of neighbors of region

52



Algorithm 2 Verification
Input:

D′ is the reconstructed dataset
Os is a set of suspect regions from wavelet analysis
AN(xi) is the adjacent neighbors of a region xi

f(xi) is a function to get attribute value of region xi

g(xi) is a function to get average attribute value
of the neighbors of xi

h(xi) is the difference between f(xi) and g(xi)

θz is the threshold of Z-value
Output:

rSet is the set of regions defined as outliers

X = createRegions(D′,Os);
For each region xi ∈ X {

/* get adjacent neighbor set ofxi */
AN(xi) = getAdjNbr(X,xi);
/* compute difference with neighbors*/
g(xi) = 1

|AN(xi)|
∑

x∈AN(xi)
f(xi)

h(xi) = f(xi) - g(xi) }
/*get mean and standard deviation
of {h1, h2, . . . , hn}*/
µh = getMean({h1, h2, . . . , hn});
σh = getSTD({h1, h2, . . . , hn});
/* stanardize h value of all regions */
For each region xi ∈ X {

zi = |hi−µh
σh

|;
if ( zi > θz ) {

AddToSet(rSet,xi); } }
Output(rSet); /*output region outliers*/

xi. Each region may have different number of neighbors. Function
h is used to calculate the difference between f and g for each re-
gion. Then we can get a sequence of h value H={h1, h2, . . . , hn}
for all regions. By standardizing set H , the algorithm produces a
sequence of Z values, zi = |hi−µh

σh
|. It is clear that the attribute

value of a region xi is extreme iff hi is extreme in the standardized
data set. Finally, we choose the top ranking regions whose Z value
is greater than threshold θz as region outliers. These outliers are
stored in rSet. Notice that there are two thresholds in Algorithm
1 and Algorithm 2, θw and θz . They have different meaning. θw

is used for judging if a point’s wavelet power is abnormal, whereas
θz is used for checking whether the Z-value of a region is above
normal values.

5. EXPERIMENT RESULTS
In the experiment, we used NOAA/NCEP global reanalysis data

sets, which is a multiple-parameter data with a horizontal resolution
of 1 degree by 1 degree. The data covers the whole earth and is
updated 4 times a day. We used the data of water vapor, as water
vapor is a good indicator to depict the weather system. Figure 4 is
the image of global water vapor distribution on October 3, 2002.
Generally, the tropical region is covered by high value of water
vapor. There are also some “hot spots” scattered over the earth.
What we want to verify is: Are these spots really outliers? Are
there other outliers hidden somewhere?

First we did Mexican hat wavelet analysis on data over all lati-
tudes. Figure 5 is the water vapor data for latitude 26o North and
its transformed wavelet power. In Figure 5(a), the solid line is the
original data and the dashed line is the filtered (reconstructed with
scales 2 and 3) data. Figure 5(b) is the plot of the wavelet power

Figure 4: Global distribution of water vapor.

of the original data. Figure 5(c) is the plot of the wavelet power
of the filtered data. Figure 5 shows that the variation exists on
all scales and the power of variation changes at different locations.
This figure also shows that Mexican hat wavelet has a satisfactory
localization resolution.

Figure 5: Mexican hat wavelet power with locations and scales
(a:top, b:center, c:bottom).

We mainly focused on the anomalies with sub-weather scales
approximately 1000km or 10 degrees in longitude at mid-latitude
region. Figure 6 is the global map of wavelet transform power with
scale index 3. Clearly, there are some areas where the power is
especially high. In these areas the spatial variation with scale index
3 is prominent and these areas are suspect region outliers.

Comparing Figure 6 with Figure 4, the area with high value in
Figure 4 over the Gulf of Mexico also has a high wavelet power.
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Figure 6: Wavelet power distribution at scale index 3.

However, the high vapor value areas near 160oW in tropic region
do not show strong wavelet power in Figure 6, and the low value ar-
eas in South America show high wavelet power in Figure 6. There-
fore, a high value does not necessarily guarantee a high wavelet
power. Wavelet power mainly represents the variation of the sig-
nal on the spatial domain. From the outlier point of view, we
should focus on the spatial variation, not the value of the variable.
The wavelet transform provides a better description of the varia-
tion which makes it an effective tool for detecting region outlier.
Another advantage of using wavelet transform is its multi-scale ca-
pability as we mentioned earlier: we can focus on only the scale of
interest. For the multi-scale data such as meteorological data, this
makes the complicated variation easier to be studied. Keep in mind
that wavelet transform can be used to reconstruct the data. That is
the inverse transform from frequency domain back to the original
spatial domain. Figure 7 is the reconstructed water vapor distribu-
tion using inverse wavelet transforms with scale indices 2 and 3.
The new reconstructed data only include the variation of scales we
are interested in and filtered out the other variations. Comparing
Figure 7 with Figure 6, their spatial patterns are similar, but Fig-
ure 7 shows the real physical value distribution.

We performed wavelet transform on the X dimension because
for the weather system the scale is usually represented on latitude.
For the basic atmospheric parameter distribution, there is a strong
variation with latitude, such as the difference between tropics and
high latitude areas. This variation is the normal pattern of the gen-
eral atmosphere and is not the anomalous feature. So when we
detect the spatial variation, we focus on the variation along the
latitude(X). Technically, we can also perform wavelet transform
along longitude (Y ). Figure 8 shows the reconstructed water vapor
distribution using inverse wavelet transform along latitude and lon-
gitude (X and Y ). Figure 8 reveals more patterns than Figure 6 and
Figure 7. These patterns are caused by the normal variation along
the longitude Y and are noises in most cases.

After we did the wavelet transform and the inverse transform,
we can identify the suspect areas which are the candidates for the
region outliers. We used thresholds on wavelet power to determine
which points fall into the candidate group and record the spatial

Figure 7: Reconstructed data based on scale index 2-3.

indices ((i,j) or (latitude, longitude)) of the points. After grouping
the indices, we obtained the suspect outlier regions which are the
spatial outlier candidates. And we used the approach described
in Algorithm 2 to verify the suspect outlier regions. The results
of the Z-value verification on the reconstructed data set (Figure
7) identify two outlier regions, one over south America (center at
27oS and 55oW ) and one over the Gulf of Mexico region(center at
27oN and 90oW ), both with distinct Z-values. Those two regions
are detected as region outliers at sub-weather scale. Meteorological
records confirm that the region over the Gulf of Mexico area is a
hurricane and the region over south America is a storm.

Figure 8: Reconstruction on both X-Y dimensions.
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6. CONCLUSION
In this paper, we propose a wavelet analysis based approach to

detect region outliers. Using wavelet analysis on the global meteo-
rological data, we take the advantage of the multi-scale capability
of the wavelet transform and inverse transform to focus on certain
scales of spatial variation. This will help to identify distinct spa-
tial patterns. Some of those patterns may be visible in the origi-
nal data set, whereas some may be hidden in the original data and
might be ignored if not using wavelet analysis. By analyzing the
results from the wavelet analysis, we identify the suspect region
outliers which could be the spatial outliers. We then propose a spa-
tial outlier detection approach to verify whether these regions are
statistically different from their surrounding neighbor and are true
region outliers. Our experiment results demonstrate that our ap-
proach can effectively discover anomalies corresponding to severe
weather events.

In this work, we focus on two-dimension region outlier. In the
future, we are planning to explore region outlier in three-dimension
space. In three-dimension space, it will require new definition of
region and neighborhood relationship. Currently, our approach de-
tect region outliers at a fixed time frame, and it would be interesting
to trace the moving of region outliers at different time frames. In
addition, we would like to extend our algorithm to process region
outliers with multiple features, such as the combination of pressure,
rain fall, wind, cloud, and temperature, and to apply our algorithms
to other spatial data sets, such as medical images, gene data, and
nature resource data.
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