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Gaussian Naïve Bayes - decision surface

- Assume $Y=\text{PlayBasketball}$ (boolean) $X_1=\text{Height}$ $X_2=\text{Age}$
  - $Y^{\text{New}} \leftarrow \arg \max_{y_k} P(Y \mid y_k) \prod_i P(X_i^{\text{New}} \mid Y = y_k)$; assume $P(Y=1) = 0.5$
What is the minimum possible error?

- Best case:
  - Conditional independence assumption is satisfied
  - We can perfectly estimate $P(Y)$, $P(X|Y)$ (i.e. infinite training data)

$$
Pr.(err) = \Pr.(\text{predicting } Y=0, \text{ but } Y=1) + \Pr.(\text{predicting } Y=1, \text{ but } Y=0)
$$

$$
= \int P(X_1|Y=1) P(Y=1) \, dt + \int P(X_1|Y=0) P(Y=0) \, dt
$$
But...

- Naïve Bayes allows estimating $P(Y|X)$ by learning $P(Y)$ and $P(X|Y)$
- Why not learn $P(Y|X)$ directly?