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Diffusion Models II
SDE formulation and AlphaFold 3



Recap
• Denoising Diffusion Probabilistic Models (DDPMs) are a popular formulation of 

diffusion.


• Forward process: 


• Backward process: 


• Reformulation resulted in new loss function with improved sample quality 


q(xt ∣ xt−1) := 𝒩(xt; 1 − βtxt−1, βtI)

pθ(xt−1 ∣ xt) = 𝒩(xt−1; μθ(xt, t), Σθ(xt, t))

Lsimple(θ) := 𝔼t,x0,ϵ∥ϵ − ϵθ( αtx0 + 1 − αtϵ, t)∥2



Generalizing the design of diffusion models
• Other frameworks for diffusion models exist (e.g. Noise Conditioned Score 

Networks) where the data distribution is perturbed with Gaussian noise


• How can we unite these frameworks? How can we easily change the design 
of diffusion models?


• Idea: previous diffusion models added noise in discrete steps, but we can 
imagine this as a discretization of a continuous process.


• “Score-based Generative Modeling through Stochastic Differential Equations” 
gives a continuous formulation of diffusion models [1].



What is a Stochastic Differential Equation?
• Differential Equation





• Stochastic Differential Equation (SDE)





dx
dt

= f(x, t)

dx
dt

= f(x, t) + g(t)
dW
dt

dx = f(x, t)dt + g(t)dW

White Noise = “Derivative of 
Gaussian Random variable”



Forward Process
• If  is the data distribution, then the SDE  

will perturb this distribution with white noise.


• Typically, for a long period of time  the distribution of  will have 
almost no information about the initial distribution (most often a normal 
distribution).


• The SDE is thus describing the forward process of the diffusion model. It is 
describing a continuous way of adding noise.


• The backward process will also be given by an SDE with initial condition given 
by .

x(0) ∼ p0 dx = f(x, t)dt + g(t)dW

T x(T) ∼ pT

x(T) ∼ pT



Backward Process
• To sample, we solve a reverse-time SDE





which is guaranteed to have the same distributions as the forward SDE.


• Want to learn the score  for . For fixed  the objective 
becomes





where  is the density function of the solution given the initial value 
is fixed at .


• Most models choose the SDE so that  has an exact formula and can be 
sampled.

dx = [f(x, t) − g(t)2 ∇xlog pt(x)]dt + g(t)dW

∇xlog pt(x) 0 ≤ t ≤ T t

𝔼x(0)𝔼x(t)∣x(0)∥sθ(x(t), t) − ∇x(t)log p0t(x(t) ∣ x(0))∥2

p0t(x(t) ∣ x(0))
x(0)

p0t



Benefits of SDE formulation
• SDE formulation generalizes previous models


• Taking increasingly smaller steps in the DDPM and treating  as discretization 
of continuous function  gives a forward process that converges to 


• Variance Preserving SDE: 


• Simplified loss becomes slightly rescaled version of denoising score matching 
objective


• Deterministic sampling method:


βi
β(t)

dx = −
1
2

β(t)xdt + β(t)dW

dx = [f(x, t) −
1
2

g(t)2 ∇xlog pt(x)]dt



Improving sampling
• Problem: it usually takes 100s-1000s of model evaluations to solve reverse SDE/ODE


• SDE formulation allows a flexible framework, so we can adjust parameters to 
improve sampling.


• “Elucidating the Design Space of Diffusion-Based Generative Models” discusses 
choices to improve sampling time [2].


• Variance exploding SDE: 


• Choosing  and parameterizing  leads to ODE 

dx =
d[σ2(t)]

dt
dW

σ(t) = t ∇pt(x) = (D(x, t) − x)/t2

dx
dt

=
x − D(x, t)

t



Left: VP SDE, Center: VE SDE, Right: Karras et al. [2]



Stochastic sampler from [2]



AlphaFold 3
• The most recent iteration of AlphaFold 3 expands its modeling capabilities from just 

protein structure to the joint structure of complexes including proteins, nucleic 
acids, ligands, etc.


• Much of the architecture remains similar to AF2, but there are some notable change:


• The main trunk acts on representations of tokens (polymer residues or atoms 
from small molecules) instead of just protein residues


• The evoformer is replaced with a pairformer. The use of MSA is simplified from 
AF2, and the representation is not retained as the pair representation is updated


• The structure module is replaced with an all-atom diffusion model


• AF3 is essentially a conditional diffusion model, where most of the compute is done 
on the conditioning information.



Example structure from AF3 [3]



AF3 pipeline [3]



Pairformer architecture [2]



Diffusion module [3]
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