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Background

• Ribonucleic acid (RNA) - essential in numerous cellular processes and regulating 
gene expression 

• Primary structure of RNA

• Secondary structure



Motivation

• Assumption by existing methods
• energy minimization

• Exponentially large search space
• Assumption – nested structure 

• Optimal substructure O(L3)

• Pseudoknots 
• 1.4% of base-pairs

• present in around 40% of the RNAs

• Assist folding into 3D structures



Proposed Method

• Secondary structure is the output of a feed-forward function

• Challenges
• RNA secondary structure needs to obey certain hard constraints

• number of RNA data points is limited

• post processing to enforce constraints

• End-to-end network - E2Efold
• Deep Score Network Uθ(x): a transformer-based deep model which represents sequence 

information useful for structure prediction. 

• Post-Processing Network PPφ : a multilayer network which gradually enforces the constraints 
and restrict the output space



Deep Score Network

• L × 4 dimensional one-hot embedding as input

• Position embedding matrix
• distinguishes each xi by exact and relative position

• Transformer Encoders
• encode the sequence information and the global 

dependency between nucleotides

• 2D Convolution layers
• output the pairwise scores

• L × L symmetric matrix as output
• Xij denotes score of nucleotides xi and xj being paired



Post Processing Network

• Target output 

• Maximize total score

• Nonlinear transformation

• L1 penalty term

• Lagrange multiplier λ



Algorithm
• proximal gradient for maximization and gradient 

descent for minimization

• Final deep model

• Continuous function to mimic TP, TN, FP, FN

• Differentiable F1 loss

• Overall loss function



Related Work

• Classical RNA folding methods
• energy minimization through DP 

• Run time O(L3) and space O(L2)

• RNAstructure, Vienna RNAfold, UNAFold

• LinearFold: run time O(L)

• Heuristic algorithms: HotKnots, Probknots

• Learning-based RNA folding methods
• rely on DP-based method

• ContraFold, ContextFold, CDPfold

• Learning with differentiable algorithms
• differentiable unrolled algorithms as a building block in neural architectures

• OptNet : cubic complexity



Result: dataset and training



Result: no re-training and running time



Result: visualization and ablation study

• Naive post processing
• Choose offset s and set Aij = 1 if  



Comments

• Cross validation

• performance per RNA category

• Ablation study
• Variation in deep score network


