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Recap
- This paper : (2019.)

- Barking up the right tree: an approach to search over molecule synthesis DAGs

(2020. )
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Introduction: 
- Deep generative models allows one to generate molecules with desirable 

properties, but they give no guarantees that the molecules can be synthesized in 

practice.
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Background: Finding molecules with desirable properties
Approach 1 : Virtual Screening 

- Find novel molecules by enumeration 

over all possible combinations of 

fragment.

Problems:

- Computational expensive

- Does not search for desirable 

properties.
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Finding molecules with desirable properties
Approach 2 : ML approaches

- Find novel molecules by optimizing 

in a continuous latent space. 

Problems:

- No guarantee the molecules can be 

synthesized
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Reaction predictors
- works by recursively deconstructing a molecule. This deconstruction is done via 

(reversed) reaction predictors: models that predict how reactant molecules 

produce a product molecule.
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MoleculeChef
- First, a mapping from continuous 

space to a set of known, reliable, 

easy-to-obtain reactant molecules.

 

- Second a mapping from this set of 

reactant molecules to a final 

product molecule, based on a 

reaction prediction model.
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1. Decoder: a decoder from a continuous latent space, to a multiset of easily 

obtainable reactants.

2. A reaction predictor: to transforms the multiset of easily obtainable reactants into 

a multiset of product molecules. (Molecular Transformer)
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Encoder
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1. The reactants molecules are embedded into a continuous space by using GGNNs to form 

molecule embeddings.

2. The molecule embeddings in the multiset are summed to form one order-invariant 

embedding for the whole multiset

3. Used it as input to neural network which parameterized a Gaussian distribution over z.



Decoder
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1. Generates the multiset of reactants in sequence through calls to a RNN.

2. Latent vector z is used to parameterize the initial hidden layer of the RNN.

3. Selected reactants are fed back into RNN next step.

4. The reactant multiset is later fed through a reaction predictor to form a final 

product.



Results
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Optimization
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- Property predictor network is 

train when training the 

Moleculechef simultaneously, 

mapping from latent space of 

Moleculechef to QED score of the 

final product.

- 250 bags of reactants encode into 

the latent space of Moleculechef, 

and repeatedly moving in the 

latent space using the gradient 

direction of the property predictor

- Decoded 10 different reaction bags 

compare 10 from random walk.



Retrosynthesis

13



Results
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- Product -> retorsysthiss                                               

= bags of reactants. 

- Bags of reactants -> reaction 

predator(MT) = reconstructed 

product 

- Compare the QED of original 

product and reconstructed 

product.



Results
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Thank you
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