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Introduction

• Energy landscape theory of protein folding

Folds that natural protein sequences adopt are those

that minimize free energy.

[2] Dill, Ken A., and Justin L. MacCallum. "The protein-folding problem, 
50 years on." science 338.6110 (2012): 1042-1046.

[1] Ken Dill, Robert L Jernigan, and Ivet Bahar. Protein Actions: 
Principles and Modeling. Garland Science, 2017.
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Motivation

• End-to-end differentiable model: 

Predict protein structure given amino acid sequence

• Boltzmann Energy function  

Sampling from Boltzmann distribution is difficult ---- Generative models

• Bayesian Inference is isomorphic with statistical mechanics

Monte carlo simulation
MD simulation

Langevin Dynamics
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Neural Energy 
function
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NEMO (Neural Energy Modeling and Optimization)

• Disadvantages of previous energy-based models

• This model is based on : 

• Imputation Network

• When has the simulator converged? Backpropagation through folding

Neural Energy Simulator Model Efficient Sampling Algorithm
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Method
• Proteins

• Coordinate representation

• Sequence conditioning

• Internal coordinates

• How to construct evolutionary profile: PSSM
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• Training
Transform Integrator

Method- cont’d

• Loss (Monte carlo estimator/Distance/Angle/Trajectory/Hydrogen bond)

• Stabilizing backpropagation through time
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Data
• For a training and validation set, the authors used all 

protein domains of length L <= 200 from Classes in CATH 
release 4.1 (2015) 

• And then hierarchically purged a randomly selected set 
of A, T, and H categories.

• CATH hierarchically organizes proteins from the Protein 
Data Bank (Berman et al., 2000) into domains (individual 
folds) that are classified at the levels of Class, 
Architecture, Topology, and Homologous superfamily 
(from general to specific).
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Results
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Results- cont’d

RNN baseline performance for different hyperparameters

NEMO: Predictive performance of 
structures generated by the sequence-
only/profile model
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Disadvantages/Future work

• Instability of backpropagating through long simulations

• The computational cost of training and sampling is high
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