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Motivation

Learning from Protein Structure

Sequential 
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src: https://team.inria.fr/nano-d/software/korp-pl/
https://journals.plos.org/plosone/article/figure?id=10.1371/journal.pone.0221347.g002
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Motivation

Geometric Vector Perceptrons (GVP)

Learning from Protein Structure

Learning with CNN Learning with GNN

Geometric aspect Relational aspect



Background

Geometric Vector Perceptrons (GVP)

❑ GPV layer

❑ Improves GNN

❑MLP → GVP in GNN

❑Operates directly on scalar 

and geometric features



Architecture



Dataset

Protein design

❑ CATH4.2 dataset

❑ 18204, 608 and 1120 
structures for training, 
validation and testing, 
respectively

❑ TS50 dataset for testing

❑ Sequence identity < 30%

MQA
Training:

CASP5- 10: 79200 models for 
528 targets 

Testing:

CASP11 -12: 84 and 40 
targets respectively (stage1 & 
2)

CASP13: 20 targets (stage2)



Features

Node features



Features

Edge features



Model training

Protein design

❑ Network learns a generative 
model

❑Models the distribution for 
each specific position

❑Outputs the 20-way 
probability

MQA

❑ Regression against the true 
quality score (GDT-TS)

Learning rate 10-4 to 10-3

Dropout 
probability

10-4 to 10-1

Number of graph 
layer

3 to 6

MQA pairwise loss 0 – 2

Epochs 100

Optimizer Adam

Input dimension Node: 16 vectors 
100 channels
Edge: 1 vector 32 
channel

Batch size 1800 and 3000 
residues for CPD 
and MQA, 
respectively



Performance evaluation

Computational Protein 
design (CPD)

❑ Perplexity

❑ Lower is better

❑ Recovery: mean recovery of 
100 sequences

❑ Higher is better

Model quality estimation 
(MQA)

❑ Global and per-target 
Pearson correlation 
coefficients

❑ GDT-TS score

❑ Higher is better



Performance evaluation: CPD



Performance evaluation: MQA

CASP13



Ablation study



Conclusion

❑ GVP-GNN to learn both relational and geometric 
representations

❑ Enhance the expressive power of GNN

❑ Posses the equivariant and invariance properties

❑ Demonstrated on MQA and CPD problems

❑ Future application: protein complexes, RNA 
structure and protein-ligand interactions

❑ Code published and available at

❑ https://github.com/drorlab/gvp


