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Heterogenous CXL Latency and Bandwidth Melody Overview
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3. SPA: A simple and accurate performance analysis approach
Research Questions:

9 CPU counters for accurate slowdown estimation (<5% inaccuracy

Is CXL latency as stable/predictable as regular DRAM? for over 95% workloads)
How does CXL latency affect workload performance? Dissect the root causes of CXL slowdown
How does CXL latency affect CPU pipeline (e.qg., prefetching)? Disclose CPU prefetching inefficiency

CXL Tail Latency Workload Characterization on CXL
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SPA: Stall-based CXL Performance Analysis

1. Workload slowdown breakdown [a] CPU Backend [b] CXL MC [c]  CPU Backend
Core Memory

A CPU Cycles = ADRAM-Stalls + A Cache-Stalls + A Store-Stalls
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Slowdown (S) = A CPU Cycles / Cycles on Local
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SpRAM Demand read miss on L3
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Scache Less efficient prefetching under longer memory latency 3. Gache slowdo easoning

Ssiore Intensive RFO on Store Buffer with limited size CXL’s longer Reduced L2PF Increasing # of
access Iatency- timeliness and coverage delayed L1 hits

2. CXL slowdown for real-world workloads

The sources of slowdown vary across workloads 4. Dynamic slowdown
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