
Can an LLM find its way around a Spreadsheet?

Abstract—Spreadsheets are routinely used in business and
scientific contexts, and one of the most vexing challenges is
performing data cleaning prior to analysis and evaluation. The
ad-hoc and arbitrary nature of data cleaning problems, such
as typos, inconsistent formatting, missing values, and a lack of
standardization, often creates the need for highly specialized
pipelines. We ask whether an LLM can find its way around
a spreadsheet and how to support end-users in taking their
free-form data processing requests to fruition. Just like RAG
retrieves context to answer users’ queries, we demonstrate how
we can retrieve elements from a code library to compose data
preprocessing pipelines. Through comprehensive experiments, we
demonstrate the quality of our system and how it is able to
continuously augment its vocabulary by saving new codes and
pipelines back to the code library for future retrieval.

Index Terms—LLMs, code generation, data cleaning, end-user
programming

I. INTRODUCTION

Pre-trained large language models (LLMs) have demon-
strated significant proficiency in generating code from natural
language prompts, heralding a new era in software develop-
ment [1, 2, 38, 39]. In addition to generating code, modern
integrated development environments (IDEs) also incorporate
LLMs to assist with error correction, code refactoring, and
multilingual programming knowledge. By engaging in English
conversations, LLMs can function as coding assistants, en-
abling users with limited proficiency to produce accurate and
executable code to accomplish their tasks [3, 37].

Nevertheless, LLMs have not yet attained the maturity to
address all or most challenges programmers face in software
development and machine learning. One of the vexing aspects
for programmers involves processing tabular data, e.g., in
the form of spreadsheets. Such datasets (Fig. 1 for example)
frequently suffer from issues like typographical errors, incon-
sistent formatting, missing values, and lack of standardization,
necessitating the creation of highly specialized pipeline [4, 5].

Data preprocessing is not merely a matter of resolving
inconsistencies; it can significantly impact downstream results.
For example, correcting typographical errors in a dataset may
inadvertently lead to over-clustering or under-clustering of
the relevant column, while inaccurately resolving entities can
distort the true distribution of data points. Therefore, data
preprocessing must be approached with care and deliberation,
with careful attention to sequential transformations. The need
for automation support is widely acknowledged [35, 44, 45],
particularly for a “human-in-the-loop” pipeline to guide the
cleaning process and prevent spurious results.

LLMs have demonstrated impressive programming abilities;
however, their capabilities in processing tabular data remain
underexplored. Therefore, in this paper, we investigate whether

Fig. 1. Missing values, inconsistent formatting, misspellings, and other
similar issues are frequently encountered in large spreadsheets. Our approach,
TradeSweep , proposes the use of an LLM to systematize data cleaning and
transformations.

an LLM can effectively find its way around a spreadsheet and
how it can support end-users in fulfilling their free-form data
preprocessing requests. Our approach, TradeSweep (named for
its focus on tabular trade datasets), interprets English requests
for data preprocessing and generates code proposals that can
be composed and applied to targeted datasets, achieving high
performance. Similar to how Retrieval-Augmented Generation
(RAG) retrieves context to answer users’ queries, we demon-
strate how elements from a code library can be stored and
retrieved to compose complex pipelines.

The contributions of this paper are as follows:
• TradeSweep utilizes English conversations to understand

and respond to users’ requests with Python code encom-
passing preprocessing functions, supporting three main
capabilities:



1) It produces new code when requested for a com-
pletely new task.

2) It can precisely modify its proposed code based on
users’ feedback in English conversations.

3) The proposed code is automatically tailored to the
target data, including accurate column names and
suitable algorithms.

• TradeSweep develops and continuously expands a library
of fundamental data preprocessing codes by storing ex-
ecutable functions that have been successfully deployed
previously. The augmentation of the code library supports
the composition and creation of elaborate data pipelines.

• To incorporate feedback from users who lack program-
ming expertise, TradeSweep offers both code proposals
and execution results on example data. This allows users
to determine whether to accept TradeSweep ’s proposal
or to make modifications based on output data visualiza-
tions, rather than focusing on code specifics.

• We perform extensive experiments on three trade datasets.
Results show that TradeSweep is capable of generating
executable and efficient code for data preprocessing,
significantly reducing time and effort for data analysts.

II. RELATED WORK

A. Generating Formulas and SQL queries

Formulas and SQL queries are the lingua franca of spread-
sheets. “Formula Language Model for Excel” (FLAME) [6]
is a T5-based model trained exclusively on Excel formulas
and used for code generation tasks such as formula repair,
formula completion, and similarity-based formula retrieval.
(TradeSweep is designed to address various formats of tabular
data, including Excel and CSV.)

A significant amount of research focuses on converting
natural language questions into executable SQL queries (often
referred to as Text-to-SQL) [25, 26, 27, 28]. Most exist-
ing benchmarks primarily focus on small databases, which
do not accurately reflect the challenges of working with
large databases in real-world situations. BIRD (Big Bench
for Large-scale Databases) [7] is a Text-to-SQL benchmark
designed to narrow the gap between experimental and practical
scenarios.

B. LLMs with Information Retrieval

While LLMs are highly effective when fine-tuned for par-
ticular NLP tasks, their ability to access and manipulate
knowledge is intrinsically constrained [29, 30, 31, 41]. RAG
[8] has achieved great success by integrating retrieval and
generation techniques, leading to the development of various
related approaches and variations. This line of work has
facilitated the convergence between information retrieval and
information generation.

Language models have shown substantial improvements in
code completion tasks by learning from “internal” source
code contexts [32, 33, 34]. Several retrieval-augmented frame-
works have been proposed, e.g., Retrieval-Augmented Code
Completion framework (ReACC) [19], RedCoder [20], and

RepoCoder [21], These systems however are intended to
support developers rather than end-users.

C. LLMs with Data Interaction

Tian et al. presented SpreadsheetLLM [12], a framework
designed to enable LLMs to comprehend and analyze spread-
sheet data, aiming to create an effective encoding approach that
leverages the powerful comprehension and reasoning abilities
of LLMs. Although SpreadsheetLLM focuses on spreadsheet
comprehension rather than preprocessing, it addresses the chal-
lenges associated with handling large and complex datasets
with LLMs. The compression strategies established in this
study provide valuable insights for enhancing TradeSweep ’s
data preprocessing capabilities, particularly for handling mas-
sive spreadsheets.

D. LLMs and Code Generation

Li et al. developed SKCoder [13], a sketch-based code
generation strategy designed to mimic the code reuse behav-
iors of software engineers. To avoid hallucination [36, 40],
works such as ALGO [15] and CleanAgent [18] implement
guardrails to structure code generation outputs. In general,
while LLMs have strong capabilities in generating code based
on user prompts, they still encounter difficulties in handling
algorithmic complexities and often require human verification
[42, 43] to ensure correct and/or efficient code. For example, a
minor typo in column names can cause the model to generate
code that applies to the wrong column, and failing to specify
an algorithm in the user’s request may result in functions with
low efficiency. For instance, this could involve generating code
that uses a brute-force approach to sorting numbers instead of
a more efficient algorithm like bubble sort. Table I presents
a comparison between TradeSweep and the systems surveyed
above.

III. APPROACH

We present TradeSweep , an LLM-based tool that lever-
ages the LLM’s code-writing abilities to produce executable
programs for data preprocessing tasks. Users are only re-
quired to provide a dataset in either CSV or Excel format
and submit a preprocessing request. As illustrated in Fig. 2,
TradeSweep comprises three primary components:

• Prompt augmentation: This component employs infor-
mation retrieval techniques to select the top-k relevant
codes from the code library. (Section III-B)

• Code generation: The LLM generates a code proposal
and visualized samples of execution results, awaiting user
feedback. (Section III-C)

• Code library: We build a reference document that in-
cludes classic Python scripts for data preprocessing tasks.
(Section III-D)

A. Problem Definition

Let D represent a table with n rows and m columns,
with column names c1, c2, ..., cm denoted as C. Each element
xij , where i ∈ {1, ..., n} and j ∈ {1, ...,m}, represents the



TABLE I
FEATURE COMPARISON: EXISTING TOOLS VS. TRADESWEEP

SkCoder Jigsaw ALGO CleanAgent Devin TradeSweep

English conversations ✓ ✓ ✓ ✓ ✓
Simple user request ✓ ✓ ✓
Feedback enabled ✓ ✓ ✓
Novel code generation ✓ ✓ ✓ ✓ ✓ ✓
Dynamic code library ✓
Visualized execution results ✓ ✓

Fig. 2. An overview of TradeSweep with three key components: code retrieval for prompt augmentation, LLM-based code generation followed by human
evaluation, and continuous updates to the code library

value of the j-th feature of the i-th data record. In practical
applications, it is often necessary to perform data cleaning
(e.g., handling inconsistent formats, outliers, missing values)
and preprocessing (e.g., normalization, label encoding) on the
dataset D before training a machine learning model.

Let A be a subset of {c1, c2, ..., cm}, representing the col-
lection of columns that require processing. TradeSweep (M)
is designed to receive a preliminary description r of the user’s
data preprocessing requirements in English and to automati-
cally generate Python code f̂ and a processed dataset D̂. To
achieve this goal, TradeSweep (M) begins by constructing a
prompting curriculum denoted as P = [r, C]. This curricu-
lum is then inputted into an LLM as a prompt to develop
Python code that meets the specified requirements r. Using
the code generated by TradeSweep (code proposal G), the
system executes and evaluates G on a subset of D to obtain an
execution outcome O that can be presented to the user. It is
important to note that, TradeSweep operates without requiring
programming expertise from the user, as the specific columns
A necessitating modification are automatically determined by
the model, and the entire process from input description to
execution outcome is managed by the system.

One of the commonly reported challenges with using LLMs
is its vulnerability to hallucinations. In the context of code
generation, this can result in code that includes non-existent
functions or incorrect syntax, among other issues. To address

hallucination challenges, we expanded the existing curriculum
P = [r, C] into P = [r, C,F ]. Here, F denotes a finite set of
closely interconnected fundamental functions that serve as a
reference for the LLM. This approach offers a dual advantage:

1) Decreased Occurrence of Hallucinations: By incorpo-
rating a set of fundamental functions, the likelihood of
hallucinations is reduced.

2) Enhanced Code Generation: LLMs can develop new
code in addition to leveraging the fundamental reference
functions.

To implement the expanded curriculum P = [r, C,F ],
TradeSweep employs an adaptable code library L. First, the re-
quest r is transformed into an embedding representation embr.
A set of k relevant fundamental functions F = {f1, ..., fk} is
then extracted from the code database ⟨embi, functioni⟩ based
on the minimum cosine similarity mini∈L cosine(embr, embi).
Once a new code proposal G is successfully developed to
meet complex requirements r, typically through interaction
with users, it is saved in the library L. This allows the library
L to continually learn and provide more accurate and advanced
reference functions in the future.

Furthermore, incorporating human feedback in the code
generation process ensures that TradeSweep produces code
meeting user expectations. Specifically, we present the code
proposal G along with an execution result O. This allows
users to inspect and determine if the outcome meets their



expectations. If satisfied, the code is then executed on the
entire dataset, enabling users to verify if the processed data
aligns with their domain knowledge rather than examining
the code in detail. This makes the tool accessible for non-
expert programmers. If the intended outcome is not achieved,
TradeSweep will initiate a continuous conversation P =
[r′, C,F ], where r′ denotes a revision request. In the Results
section (Section V), we demonstrate how TradeSweep achieves
a high probability of meeting users’ requests on the LLM’s first
attempt and adapts more rapidly than baselines when revisions
are requested.

B. Prompt Augmentation

Following the submission of the user’s request for data
preprocessing, TradeSweep examines all functions contained
within the code library to learn from and utilize them as
references. The library comprises code functions commonly
applied in various preprocessing tasks. Along with these
functions, data information is also provided to the LLM to
aid its understanding of the dataset structure.

However, inputting both code functions and data infor-
mation can result in a lengthy prompt containing redundant
information. This not only reduces the LLM’s performance
in accurately identifying the most relevant function but also
significantly delays the LLM’s response time. To address this
issue, we aim to shorten the input context. Instead of present-
ing all code functions in the prompt, we utilize information
retrieval (IR) techniques to perform a more precise selection
on code functions, providing the LLM with the most relevant
and useful codes.

We implemented this approach by representing our code
library as a vector database. Each vector includes an embedded
description of a code function, with its corresponding function
code serving as the payload of the vector. During each round
of code generation, we query the vector database to retrieve
k code functions deemed most relevant to the user’s request.
These selected functions are then included in the LLM prompt.
This process not only effectively shortens the prompt length
and reduces the LLM’s response time but also helps the LLM
focus on functions most pertinent to fulfilling the user’s request
(see Fig. 3).

Fig. 3. Identifying relevant code functions for prompt augmentation

C. Code Generation

Once the top-k relevant codes have been retrieved as candi-
date codes, a prompt for the LLM is created by combining the
candidate codes with data information and the user’s request.
The LLM examines the provided information and produces a

code proposal designed to accomplish the requested task. If
the LLM does not find any candidate code that aligns with the
user’s request, it generates a novel code function.

The process of code generation includes iterative enhance-
ments under the following scenarios after the initial code
proposal is generated:

1) Incorrect Code Proposal Format: We provide the LLM
with a response template specifying that the proposal
format should include a Python code function that reads
a dataframe and returns it at the end. The proposal
should also include a function call for applying the code
to the data. If either of these components is missing in
the generated code, the LLM automatically modifies the
proposal to meet the required format.

2) Execution Error: Once a code proposal is generated
in the expected format, it is tested on sample data. If
execution fails due to bugs, syntax errors, exceptions, or
other issues, both the code and its corresponding error
message are returned to the LLM for revision.

3) User Feedback: Users are provided with a visualized
execution result on sample data, showing examples of
input values and their corresponding output values when
the code is applied. Based on the user’s review of
the code proposal and execution outcomes, they can
request code revisions by providing feedback describing
necessary fixes to the LLM.

Finally, once the user confirms that both the code proposal
and execution examples are correct, the code is applied to the
target dataset, as shown in Fig. 4. For novel code or when
users request saving multiple functions into a single pipeline,
the newly generated code or series of codes are added to our
code library.

Fig. 4. Code generation and enhancement based on execution results and
user feedback

D. Code Library
Due to the complexity of data preprocessing tasks - such

as those requiring specific algorithms or involving multiple
datasets - a code library is beneficial as a reference document
for the LLM to learn from and follow when generating code
proposals. In TradeSweep ’s code library, each function is
designed to handle a particular data preprocessing task and in-
cludes comments describing its usage. To enhance the efficacy
of TradeSweep , we have developed a code library capable
of supporting the addition of new functions as interactions
progress:



1) Novel Code: When the LLM does not identify any
function that corresponds to the user’s request after
analyzing the retrieved codes, it generates a novel code
proposal. Since this newly generated code is not initially
included in the library, we incorporate it back into the
library to improve efficiency and accuracy for future
code generations.

2) Pipeline Creation Request: After a series of code
functions have been generated, the user may request that
the entire procedure be stored as a pipeline. During this
process, the several functions previously applied to the
dataset are combined into a single code function, which
is then added to our code library.

As illustrated in Fig. 5, the process of integrating the novel
code function into the code library involves a sequence of
steps. First, we use an LLM to generate a description of the
novel code, which is then added as comments. Subsequently,
both the newly generated code function and its associated
description are then added into our vector database code
library. A new query vector is constructed using the function
description, and its corresponding payload is generated by the
code.

Fig. 5. Code library dynamically updated with each novel LLM-generated
code or user pipeline request.

IV. EXPERIMENTS

In this section, we present the design of our experiments,
including the choice of datasets, large language model, dis-
cussion about the baselines, and evaluation methodology.

A. Experimental Setup

Data: We use shipment-level bill of lading data [22] that
captures business-to-business international trade and highlights
the complexity of supply chains. The effectiveness of identify-
ing shipments potentially circumventing economic sanctions,
high tariffs, or engaging in suspicious activities largely de-
pends on the quality of data initially cleaned and preprocessed.
Specifically, we use three trade datasets involving imports and
exports across multiple nations for commodities that have been
subject to recent import prohibitions, high tariff rates, and
sanctions, and all may contain risks associated with origin
fraud [23, 24]. The datasets are as follows:

1) Teak: This dataset includes 69,134 teakwood transac-
tions exporting from 116 countries to the United States,

spanning from July 1, 2007, to August 10, 2023 (5,885
days in total). The data source is Panjiva1.

2) Grain: This dataset comprises 145,217 grain transac-
tions from Russia to 118 global destinations, covering
the period from May 20, 2021, to November 30, 2022
(560 days in total). The data sources are ExportGenius2

and ImportGenius3.
3) Timber: This dataset contains 3,087,822 timber exports

from Russia to 173 countries, starting from October 20,
2021, to March 31, 2023 (528 days in total). The data
sources are ExportGenius and ImportGenius.

These datasets span significant periods and were manually
entered, making them susceptible to errors such as typos, in-
consistent formatting, and missing information. Consequently,
data analysis becomes a laborious and time-consuming task for
analysts, highlighting the urgency and importance of effective
data preprocessing.

Vector database: We use Qdrant4, a widely recognized and
rapidly expanding vector database, as our information retrieval
system. Qdrant is employed to efficiently store and retrieve
code functions based on its vector embeddings.

Large Language Model: For this study, we employed
CodeLlama-13b-Instruct5. This model is used to learn from
retrieved codes, generate executable Python functions, and
modify codes in response to user feedback. Unlike API-based
LLMs, CodeLlama-Instruct allows for local execution, offering
greater flexibility and control.

Code Library: Our initial code library comprises 12 widely
recognized and commonly used data preprocessing functions.
These functions cover a range of tasks, including standard-
izing date formats, removing punctuation marks, correcting
misspellings, and filling in missing values based on other
columns. Table II presents details on some of the functions
from the initial code library.

Hardware Environment: The experiments were conducted
using a Tesla P40 GPU with 8 cores, 38 GB of RAM, and
500 GB of disk memory. This hardware setup ensures efficient
processing and management of computational tasks associated
with code generation and evaluation.

B. Baselines

To evaluate the performance of TradeSweep in generating
effective and relevant code, we developed three baselines for
comparison:

1) Baseline 1 (B1): State-of-the-Art (SOTA) Simulation -
Code Generation Using Only LLM. For B1, we ab-
stracted the code generation components of state-of-the-
art tools such as FLAME and Jigsaw. These tools’ code-
writing capabilities focus solely on LLM and do not
utilize any code libraries or additional augmentations.
The LLM must independently generate code based on

1https://panjiva.com/
2https://www.exportgenius.in/
3https://www.importgenius.com/
4https://qdrant.tech/
5https://github.com/meta-llama/codellama



TABLE II
PREPROCESSING FUNCTIONS FROM THE INITIAL CODE LIBRARY

Task Explanation

Remove
columns

Delete unwanted column(s).

Remove
rows

Delete rows that satisfy a certain condition.

Clean num-
bers

Remove non-numeric symbols and convert the value to
numbers.

Clean strings Remove punctuation marks, quotation marks, and any
extra spaces.

Standardize
dates

Standardize all date values to a YYYY-mm-dd format.

Correct mis-
spellings

Apply word-embedding and clustering to a column to
cluster similar values. Then, in each cluster group, find
the most frequent value and correct others to that.

Compare
columns and
clean

Between a to-clean column and a reference column,
group the two columns. Then, for all to-clean values that
have the same reference value, find the most frequent to-
clean value and update others on this.

Lookup doc-
ument

Given a to-clean column in the dataset and an external
CSV/Excel document, map the to-clean values to a refer-
ence column in the document, then create a new column
with the mapped values.

the user’s request without external references. This setup
evaluates the LLM’s capability to produce relevant code
purely from the textual description provided by the user,
which may involve significant effort and may result in
less effective data cleaning outcomes.

2) Baseline 2 (B2): LLM Prompted with Candidate Codes
and User’s Request. For Baseline 2, we provided the
LLM with a set of top-k candidate codes retrieved from
the code library, along with the user’s request. Unlike
TradeSweep , which also includes data information, this
baseline excludes specific data details from the prompt.
This design assesses the impact of not providing data
context on the LLM’s performance. The LLM must
generate code based solely on the provided candidate
codes and user request, potentially leading to less ac-
curate code generation due to the lack of data-specific
guidance.

3) Baseline 3 (B3): Providing the Entire Code Library
Without Descriptions. In this baseline, the LLM receives
the entire code library, but without any accompanying
descriptions or comments. The candidate codes are
provided in their raw form, with no explanatory notes.
This setup explores the effect of removing code descrip-
tions on the LLM’s ability to generate relevant code.
Additionally, B3 does not utilize the vector database
for prompt augmentation; instead, it provides the full
code library as part of the prompt. This approach helps
understand the influence of having complete access to
code functions without context or descriptions on code
generation performance.

C. Evaluation Methodology

For each dataset, we defined a set of data preprocessing
tasks based on the dataset’s specific content and characteristics,

as presented in Table III.

TABLE III
DATA PREPROCESSING TASKS USED IN OUR EXPERIMENTS

Teak Grain Timber

Remove columns ✓ ✓
Standardize dates ✓ ✓ ✓
Clean numbers ✓ ✓
Clean strings ✓ ✓
Correct misspellings ✓ ✓
Compare columns and clean ✓ ✓ ✓
Lookup documents ✓ ✓
Others (not in library) ✓ ✓ ✓

The code for each task is generated using TradeSweep and
the three baselines, and evaluated based on several key metrics.
We record both the initial and final versions of the generated
codes, noting any revisions made, and measure the time taken
to generate the code. After generating the code, we apply it
to the initial, unprocessed dataset and compare the execution
outputs to manually preprocessed data to assess the accuracy
and effectiveness of each method.

When multiple columns are assigned to perform the same
task within the same dataset, we generate separate codes
for each column using the same algorithm but with slight
modifications to tailor the code to the specific column re-
quirements. This approach allows us to evaluate how well each
method adapts to different columns and their unique attributes,
ensuring a comprehensive comparison of code generation
efficiency and performance.

V. RESULTS

This section outlines the results and presents a discussion
on them. Fig. 6 illustrates the user interface of TradeSweep .
First, users upload a spreadsheet (e.g., Timber.csv), which is
displayed on the left half of the screen. They then enter their
data preprocessing request, such as Only show records where
trading country is US, into the text box. The interface also
provides access to all previously completed data preprocessing
tasks. Once the LLM generates a code proposal, it appears in
the box below, where users can test it on sample data and
request revisions if necessary.

We applied the codes generated by TradeSweep and the
three baselines to the trade datasets for evaluation. In our
analysis, we refer to the initial data as Init and the manually
cleaned data as GT (Ground Truth) for simplicity. The Ground
Truth data represents the fully preprocessed and cleaned
version of the dataset, achieved through meticulous manual
adjustments by data analysts. Our experiments are designed
to answer the following questions:

1) Can TradeSweep preprocess data accurately? (Section
V-A and V-D)

2) Does TradeSweep generate high-quality data preprocess-
ing functions? (Section V-B)

3) How effective can TradeSweep pass assertion checks
(i.e. generating code that functions properly)? (Section
V-B)



Fig. 6. TradeSweep in action - input data (on the right), user query and generated code (on the left)

4) To what extent can TradeSweep independently generate
valid code proposals? (Section V-C)

5) How many rounds of user feedback are needed to
produce a valid code proposal? (Section V-C)

6) How does the source code library enhance
TradeSweep ’s code generation capabilities? (Section
V-D)

7) What role does RAG play in improving TradeSweep ’s
code generation? (Section V-D)

A. Preprocessed Dataset Correctness
After preprocessing the three raw datasets (Init) using

the code generated by all three baselines (B1 to B3) and
TradeSweep , we compared the resulting preprocessed datasets
to the Ground Truth (GT), the manually cleaned dataset. As
Table IV illustrates, TradeSweep ’s execution results closely
align with GT, demonstrating its effectiveness in preprocessing
across the three datasets. Baselines 2 and 3 also produced
results similar to TradeSweep , as they benefited from refer-
encing and learning from the code library during code gener-
ation. Conversely, the codes generated by Baseline 1 showed
considerable deviation from Ground Truth. This discrepancy
is due to Baseline 1’s reliance on the LLM’s independent code
generation, which often led to the use of different algorithms
and approaches compared to those in the code library.

B. Code Quality
To evaluate the code quality of the functions produced

by TradeSweep and the baselines, we utilized Pylint6 and
Radon7 as metrics. Pylint measures errors (e.g., syntax errors),

6https://www.pylint.org/
7https://pypi.org/project/radon/

TABLE IV
EVALUATION OF PREPROCESSED OUTPUTS RELATIVE TO GROUND TRUTH

(GT)

Init GT B1 B2 B3 TS

Teak

# of cols 127 26 26
# of rows 69,134 69,134
NaNs (%) 48.77 7.57 10.94 7.09 7.09 7.09
incorrect
formats (%)

19.99 0 29.98 9.86 1.03 1.03

typos (%) 9.29 0 25 3.92 3.92 3.92

Grain

# of cols 56 61 61
# of rows 145,217 145,217
NaNs (%) 66.94 62.10 3.76 63.07 66.22 63.57
incorrect
formats (%)

2.84 0 9.68 0.09 0.08 0.08

typos (%) 18.06 0 14.43 2.37 6.65 3.21

Timber

# of cols 29 23 23
# of rows 3,087,822 3,087,822
NaNs (%) 3.19 4.55 8.68 4.75 8.24 4.42
incorrect
formats (%)

87.93 0 64.86 0.63 12.81 0.63

typos (%) 93.19 0 74.69 4.04 6.83 2.76

warnings (e.g., unused import packages), and other aspects for
Python functions, assigning a score between 0 (inefficient)
to 10 (efficient). Radon calculates Cyclomatic Complexity,
providing a rank from A (simplest) to F (most complex). For
simple data preprocessing tasks, such as “Clean dates to yyyy-
mm-dd format”, TradeSweep and the three baselines produced
code of comparable quality and complexity, regardless of
whether they utilized a code library (see Table V).

However, for more complex tasks, such as compar-
ing two columns and cleaning the target column using



the most frequent value from the reference column, the
use of a code library significantly improves code quality.
TradeSweep obtained a higher Pylint score and generated a
more complex code; Baseline 1, with a Radon complexity rank
of A, produced code that was too simple to fulfill the task.
This enhancement is evident in the results, where functions
generated with the aid of a code library demonstrated higher
quality scores and are more complex compared to Baseline 1,
which relied on independent code generation without library
references.

As part of TradeSweep , we integrated an assertion check
feature to ensure that the generated functions execute correctly
before they are presented to the user. If a function encounters
execution failures due to exceptions, errors, or other issues,
the incorrect function and the corresponding error message are
sent back to the LLM for correction. This process is performed
in an iterative manner.

Table VI shows the average number of execution failures
for TradeSweep compared to the baselines. TradeSweep , by
leveraging a code library and data information for the LLM,
consistently achieved the lowest number of execution failures
across various data preprocessing tasks. In contrast, Baseline
1, which generated functions independently without utilizing
a code database, had a higher error rate due to numerous
coding errors. Baseline 2 encountered challenges due to the
lack of data information; for instance, if a user request was
vague (e.g., “Correct misspellings in shipper names” without
specifying to apply the function on the “Shipper” column),
the LLM erroneously applied the function to a non-existent
column, leading to an infinite loop of KeyErrors. Baseline 3
experienced difficulties because the LLM was tasked with in-
terpreting all functions in the code library rather than focusing
on the most relevant ones, resulting in a higher likelihood of
errors in its generated functions.

C. User Involvement

Table VII records the rate of codes approved by users on
the LLM’s first attempt. Each value represents the number of
codes accepted on the first try, divided by the total number
of accepted codes. TradeSweep achieved the highest rate of
user-approved codes across all three datasets without need-
ing revisions, exhibiting better performance in generating a
function that meets the user’s demand on the LLM’s first
attempt by leveraging knowledge from the code library. In
contrast, Baseline 1 often produces unstable results initially,
as it generates code independently without the benefit of
the code library. This results in frequent misalignment with
vague user requests (e.g., “Clean numbers in net weights”)
and requires more explicit instructions (e.g., “Clean numbers
in net weights by removing commas and converting the values
to float numbers”). The lowest acceptance rate was noted for
Baseline 2 due to the absence of column name information
provided to the LLM. Although Baseline 2 used the same al-
gorithm as TradeSweep , the lack of column name information
necessitates nearly all preprocessing tasks to undergo revision,
highlighting the need for accurate column specification (e.g.,

“Clean numbers in the NetWeight column” rather than “Clean
numbers in net weights”). Baseline 3, while also capable
of generating correct codes initially, requires slightly more
user involvement compared to TradeSweep . In this baseline,
although the LLM often selects the correct code for reference,
the absence of function descriptions leads to over- or under-
modification of reference code, resulting in additional revision
requests.

D. Enhancing Code Generation Capabilities

To evaluate the impact of how having a code library
can enhance the generation of data preprocessing functions,
we compared the overall results of data preprocessed by
TradeSweep with Baseline 1, as the primary distinction be-
tween the two lies in TradeSweep ’s use of a code library.
After conducting preprocessing on the three datasets, Table
VIII illustrates that TradeSweep , by leveraging example code
functions from the library, consistently produces suitable and
executable code that can preprocess data with much higher
correct-value rates (comparable to the Ground Truth data)
compared with Baseline 1.

The ability to maintain and expand the code library is crucial
for handling more complex and repetitive user requests, as
newly generated code functions can be added to the library
for future use. The results presented in Table IX suggests
that Baseline 3, which provides the entire code library to the
LLM, requires significantly more time for code generation
compared to TradeSweep . This is due to the increased prompt
length, which slows down the process. TradeSweep ’s use of
RAG to retrieve only the top-k most relevant codes from the
library reduces prompt length and improves code generation
efficiency. In our experiments, we determined that setting the
value of k to 3 optimizes performance. Values of k ≥ 4 result
in longer code generation times, while values of k ≤ 2 increase
the likelihood of retrieving irrelevant functions. For instance, if
a user requests to “clean the dates,” setting k too low may lead
to retrieving functions like “clean numbers” or “clean strings”,
which are less relevant compared to “standardize dates”. Thus,
k = 3 strikes a balance between retrieval accuracy and prompt
length efficiency. In conclusion, Baseline 3, which excluded
information retrieval and inputted a lengthy prompt to the
LLM, required considerably longer time for generating codes
compared to TradeSweep .

E. Case Study

To better understand the differences in code generation
performance among various baselines and TradeSweep , we
analyzed the initial code proposals generated by each method
before any user feedback was provided. All baselines received
identical user request inputs for each preprocessing task.

Using the example of cleaning the column “Shipper Coun-
try”, Fig. 7 shows the code proposal generated by the three
baselines and TradeSweep . In the scenario, the user’s request
was: “Compare values in shipper country with shippers, and
clean country names with the same shipper to the most
frequent value.” The ideal approach would involve using



TABLE V
COMPARISON OF CODE QUALITY FOR A SIMPLE TASK (CLEAN DATES TO YYYY-MM-DD FORMAT) VS. COMPLEX TASK (COMPARE TWO COLUMNS AND

CLEAN)

Teak Grain Timber
simple task complex task simple task complex task simple task complex task

Baseline 1
# of lines (↓) 7 7 7 6 6 6
Pylint (↑) 4.29 3.64 5.71 4.44 5.71 1.67
Radon (↓) A A A A A A

Baseline 2
# of lines (↓) 8 6 9 6 8 6
Pylint (↑) 4.17 5.65 5 5.65 5.83 5.65
Radon (↓) A C A C A C

Baseline 3
# of lines (↓) 8 6 10 6 6 6
Pylint (↑) 5.83 5.65 5.38 5.65 5.71 5.65
Radon (↓) A C A C A C

TradeSweep
# of lines (↓) 7 6 7 6 8 6
Pylint (↑) 5.45 5.65 6 5.65 5 5.65
Radon (↓) A C A C A C

TABLE VI
AVERAGE NUMBER OF EXECUTION FAILURES IN THE GENERATED CODE

Baseline 1 Baseline 2 Baseline3 TradeSweep

Teak 1.92 ∞ 0.17 0.08
Grain 1.72 ∞ 0.72 0.11
Timber 1.17 ∞ 0.67 0.08

TABLE VII
ACCEPTANCE RATE OF INITIAL CODE PROPOSALS

Baseline 1 Baseline 2 Baseline3 TradeSweep

Teak 5/12 1/12 9/12 10/12
Grain 5/18 5/18 12/18 12/18
Timber 15/24 5/24 17/24 18/24

the “compare and clean” function from the code library and
apply it to the “Shipper Country” column while comparing
with the “Shipper” column.

1) TradeSweep : In TradeSweep , the top three relevant
functions were retrieved from the code library and inputted
into the LLM. The generated code proposal demonstrated that
the LLM effectively learned from the “compare and clean”
function in the code library. By including data column names,
TradeSweep accurately identified the columns intended for the
task. The proposed code grouped the data by the “Shipper”

TABLE VIII
IMPACT OF CODE LIBRARY IN GENERATING RELEVANT CODE FOR DATA

PREPROCESSING TASKS - BASELINE 1 VS. TRADESWEEP

Teak Grain Timber

Init correct-rate 86.60% 85.94% 9.09%
GT correct-rate 100% (time-consuming)

Baseline 1 correct-rate 73.09% 87.65% 29.58%
first-attempt valid rate 41.66% 27.78% 62.5%

TradeSweep correct-rate 97.19% 97.61% 98.17%
first-attempt valid rate 83.33% 66.67% 75%

TABLE IX
IMPACT OF RAG ON CODE GENERATION - BASELINE 3 VS. TRADESWEEP

Teak Grain Timber

Baseline 3 555.46 369.99 269.34
TradeSweep 167.55 117.40 94.08

column and, within each group, identified the most frequent
“Shipper Country” value, modifying other values to match this
frequent value.

2) Baseline 1: Baseline 1 generated code based on assump-
tions about the user’s request. Although the proposed code
successfully grouped the columns and found the most frequent
shipper country, it made errors by converting all strings to
lowercase and not handling potential NaN values properly.
This led to a higher prevalence of NaNs and incorrectly
formatted country names. Unlike TradeSweep , Baseline 1
failed to use the most frequent non-NaN value, resulting in
a less accurate output.

3) Baseline 2: Baseline 2 was provided with candidate
codes and the user’s request but lacked data information. The
code generated attempted to use the “compare and clean”
function from the code library, but without knowing the exact
column names, it made assumptions. The LLM used column
names like “shippers” and “shipper country” instead of the
correct “Shipper” and “Shipper Country,” leading to incorrect
application of the function. In contrast, TradeSweep accurately
applied the function to the intended columns by utilizing the
provided data information.

4) Baseline 3: In Baseline 3, all functions in the code
library were inputted into the LLM without their descriptions.
Although the LLM could understand the usage of each func-
tion, the excessive length of the prompt, due to including
all functions, led to a significant slowdown in code gen-
eration—taking 690 seconds. Despite successfully applying
the “compare and clean” function, the approach of inputting
the entire code library resulted in inefficiencies compared to



Fig. 7. Case Study: A snapshot of code proposal generated by the three baselines (B1 - B3) and TradeSweep

TradeSweep ’s method of using only the top-k relevant func-
tions, which streamlined the process and improved generation
speed.

F. Limitations

During the data preprocessing operation, if TradeSweep is
unable to identify a relevant function in the code library, it
generates a novel code. This limitation causes TradeSweep to
behave similarly to SOTA tools, relying solely on the LLM
to generate code. Consequently, the user must provide more
iterations of feedback and changes for the LLM to produce
valid code functions. Another limitation is that the execution
outputs of sample data may not provide users with sufficient
information to assess the code’s performance for certain tasks.
For instance, correcting misspellings in company names might
result in over- or under-correction, and by observing a limited
number of correction examples, users may not confirm whether
the code successfully captures all corner cases. In such sce-
narios, it is helpful to perform an apply-test on the full target
data and generate a comparison of names before and after
correction. However, applying codes to the full dataset takes
much more time than only applying it to sample data.

To address these limitations in the future, several improve-
ments can be made. Expanding the code library with a broader
range of pre-defined functions can reduce the likelihood of
generating novel code, thereby decreasing the need for user

feedback and iterations. Implementing more advanced sam-
pling techniques for the execution outputs can provide users
with a more representative subset of the data, helping them
better assess the code’s performance. Additionally, optimizing
the apply-test procedure to efficiently handle larger datasets
can expedite the process, enabling quicker feedback and
validation for users.

VI. CONCLUSION

The rise of automation and programming support through
LLMs has significantly reduced the turnaround time for pro-
cessing large spreadsheets. Our method, TradeSweep , func-
tions as an LLM-driven data preprocessing agent, retrieving
suitable functions from a code library and adapting them to
fulfill specific data preprocessing tasks. Our results demon-
strate TradeSweep ’s effectiveness in practical data transfor-
mation scenarios. In experiments conducted on three transac-
tion datasets, TradeSweep efficiently performed the requested
data preprocessing tasks with minimal user interaction. The
ablation study highlights that utilizing a code library and a
vector database for information retrieval accelerates the code
generation process. Moreover, providing data information and
function descriptions to the LLM enhances the accuracy of
code generation, reducing the need for user feedback and
enabling users with limited programming expertise to achieve
effective results.
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