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Abstract:

We investigate the parallels between human cognition and Al for sensemaking tasks. We
focus on the commonality of the concept of Space to Think, the use of external
intermediate representations, as important to both human and Al LLM sensemaking
processes. Empirical results demonstrate the value of Space to Think for both, and how
human-generated Spaces can improve LLM performance. We show how Space to Think
can be used as a form of common ground in visual analytics systems to enable interactive
human-Al sensemaking that accelerates the overall sensemaking process.



Extended Abstract

Sensemaking

Sensemaking is a challenging task for both humans and Al. The sensemaking loop by Pirolli
& Card [8] models the sensemaking process as highly-iterative series of steps, organized
into two primary sub-loops: the foraging loop and the synthesis loop. In its simplest form, it
begins with a collection of input documents and concludes with an output document that
summarizes important latent structure discovered within the inputs. Given that this task of
sensemaking is extremely difficult for both humans and Al, we investigate how human and
Al can work together to interactively conduct sensemaking.

Coghnitive Space to Think

Through numerous human-subjects studies and observations, we investigated how
humans conduct sensemaking tasks. A key outcome of our research is the concept of
Space to Think [6], Human analyst often used a Space to Think to externalize their
sensemaking cognition by interactively structuring information in a visual space (e.g.
grouping, organizing, annotating, etc.). Analysts exploited Space to Think as an
intermediate representation, between input documents and output summary.

=

Space to Think is based on psychological theories of distributed cognition and embodied
cognition. Space to Think provides two important functions: (1) an external memory in
which the analyst can offload cognition, and (2) a semantic layer that can easily and
flexibly capture meaning from the analyst. For example, Spaces to Think can be 1D or 2D
(Analyst Workspace [6], DeepSI [2]), 3D (Immersive Space to Think [3]), graph-structured
(Narrative Maps [4]), or other types of structure.

Computing on Space to Think

We then found that the Space to Think representation could serve as an observable
window into human cognition. Thus, it can be used as an input and output for Al to support
the human sensemaking process. To accelerate triage, we developed Semantic Interaction
methods (ForceSpire [1], StarSpire [5]) that augment the space with Al. Al algorithms learn
to forage and structure additional relevant information by modeling the analyst’s reasoning
process through their Space to Think and sensemaking interactions therein (e.g. searching,
highlighting, organizing, annotating, etc.). Our experiments showed that these methods
accelerated the sensemaking process by helping analysts to more rapidly or more
thoroughly construct their Space to Think.
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LLM Token Context as a Space to Think

Interestingly, recent lessons from Al large language models LLMs mirror the cognitive
phenomenon of Space to Think. LLMs tend to be able to perform sensemaking tasks much
better when given intermediate context “space”, in the form of additional tokens (words),
on which to compute [7]. For example, chain of thought prompting encourages the LLM to
take intermediate steps before producing a final answer. ChatGPT4 now uses python code
as an intermediate representation when solving various analytics problems. Retrieval
augmented generation (RAG) grounds LLM reasoning with specific retrieved information to
avoid hallucinations.

Our experiments on applying LLMs to sensemaking tasks demonstrated how human-
generated Spaces to Think can help LLMs complete the sensemaking task. We conducted
an experiment in which we tasked an LLM to compute the sensemaking output summary
for a given set of input documents, and then we scored the quality of the output summary.
LLMs that were also given the contents of a human-generated Space to Think for the given
input documents scored much better than LLMs that were given only the input documents
alone. We also found that providing additional types of human-generated markup in the
Space to Think, such as highlights, labeled groupings, annotations, further improved the
LLM summary score.

LLM Avg Correctness(30) | Avg Quality(60) | Avg Total (90)
Directly from docs 11.0 34.2 45.2
Via Space-to-Think 19.5 49.0 68.5
Foraging Repository Space to Think (Structuring) | Sythesize Report
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Common Ground

These results, taken together, lead us to conclude that Space to Think not only represents a
commonality between human cognition and Al LLM processing, but could provide a form of
common ground between human and Al for interactive sensemaking. That is, a shared
Space to Think could enable joint human-Al sensemaking, by providing a common space
that each can read & write, and thus communicate and steer each other’s process. This
points to the potential for a bi-directional human-Al sensemaking loop and future visual
analytics sensemaking tools powered by interactive LLMs.
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Bottom Line Up Front (BLUF):

Our analysis of clustered events points to a coordinated terrorist attack involving multiple individuals, with links

to North Bergen, New Jersey, Virginia, and international locations. The suspected individuals are Hani al-Hallak,

Abdul Ramazi, and associates identified as Mark Davis/Hamid Alwan and Bagwant Dhaliwal. The potential

attack is projected to occur on or around April 30, 2003, targeting locations like the

and possibly utilizing transportation routes for attack logistics. The attack is speculated to involve explosives

and potentially radiological materials.

Outline Point 1 (New Jersey):

The New Jersey cluster revolves around Hani al-Hallak, Hamid Alwan (alias Mark Davis), and

all linked to an address in Queens, NYC. Intercepted communications indicate a meeting on April 25, 2003,

involving al-Hallak (‘Report Date 20 April, 2003. CIA"). Alwan, identified as a trained explosives expert, is

connected to the same address and has assumed a false identity ("Report Date 27 April, 2003, FBI"). The

discovery of C-4 explosives at al-Hallak's property and his subsequent disappearance raise serious concerns

about an imminent attack (‘Report Date 27 April, 2003. FBI [From police in North Bergen, NJI').

Outline Point 2 (Abdul Ramazi):

Holland Queen New Jersey - e Abdul Ramazi, identified as a key figure, has connections across the U.S. and abroad, including Amsterdam and

gina Cairo (‘Report Date 5 April, 2003. FBI). His financial activities suggest money laundering, potentially funding

= terrorist operations (‘Report Date 1 April, 2003. FBI'). Ramazi's network extends to Virginia, with connections to
£ \ individuals involved in suspicious activities (‘Report Date 21 April. 2003"). His coordination role is evident from

intercepted communications setting meetings for April 30, 2003 (' )

Outline Point 3 (Holland Queen):
The Holland Queen cluster involves a ship bound for Boston from Amsterdam, identified as carrying
- T { radiological materials (‘Report Date 26 April. 2003, Coast Guard intelligence to FB and CIA"). Individuals
I connected to Al Qaeda, Tawfiq al Adel, and Saeed Khaliad, were arrested in the Netherlands with radioactive

traces in their possession, hinting at a possible radiological attack ('
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— - T — Dutch Securitl"). The presence of an AL Gaeda trainee on the Holland Queen further corroborates this threat
= (1 ).
- = Outline Point 4 (Virginia):
—_ - — — Virginia emerges as a critical node in this network, with intercepted communications indicating preparations
for an attack ("Report Date 27 April, 2003. FBI). Connections to Abdul Ramazi and deposits from his account
suggest financial transactions supporting these activities (' ). Discovery of

'Report Date 20 April. 2003; FBI
missing explosives from a ocal manufacturer an the renta of storage unts for C-4 explosives by individuals
linked to Ramazi heighten the risk of an attack in this region ('
Conclusion and Connections:
These clusters interconnect through shared individuals, financial transactions, and logistical preparations,
indicating a effort for a mult-faceted attack. The i of trained explosives experts, the
movement of radiological materials, and the targeting of high-profile locations like the New York Stock
Exchange suggest a complex, well-funded operation. The close timing of these events, particularly around late
April 2003, indicates a synchronized plan potentially involving simultaneous attacks in different locations. The
overlapping networks and resources point to a arger terrrist organization, possibly Al Qaeda, orchestrating
these activities. The use of false identities and ions highlights the sophi nature of
this plot, requiring immediate and comprehensive counterterrorism measures.

References

[1] Endert, A., Fiaux, P., & North, C. (2012). Semantic interaction for sensemaking: inferring
analytical reasoning for model steering. IEEE Transactions on Visualization and
Computer Graphics, 18(12), 2879-2888.
https://infovis.cs.vt.edu/sites/default/files/endert.pdf

[2] Bian, Y., & North, C. (2021). DeepSl: interactive deep learning for semantic interaction.
In Proc. 26th ACM International Conference on Intelligent User Interfaces (pp. 197-207).
https://infovis.cs.vt.edu/sites/default/files/IUI12021_DeepSI-2.pdf

[3] Lisle, L., Chen, X., Gitre, J. E., North, C., & Bowman, D. A. (2020, March). Evaluating the
benefits of the immersive space to think. In 2020 IEEE Conf on Virtual Reality and 3D
User Interfaces Workshops (VRW) (pp. 331-337).
https://infovis.cs.vt.edu/sites/default/files/WEVR2020_Lisle.pdf

[4] Keith Norambuena, B. F., Mitra, T., & North, C. (2023). Mixed Multi-Model Semantic
Interaction for Graph-based Narrative Visualizations. In Proc 28th ACM Intl Confon
Intelligent User Interfaces (pp. 866-888).
https://infovis.cs.vt.edu/sites/default/files/IUl___Semantic_Interaction%20copy-
compressed.pdf



https://infovis.cs.vt.edu/sites/default/files/endert.pdf
https://infovis.cs.vt.edu/sites/default/files/IUI2021_DeepSI-2.pdf
https://infovis.cs.vt.edu/sites/default/files/WEVR2020_Lisle.pdf

[5] Bradel, L., North, C., & House, L. (2014). Multi-model semantic interaction for text
analytics. In Proc 2014 IEEE Conference on Visual Analytics Science and Technology
(VAST) (pp. 163-172).
https://infovis.cs.vt.edu/sites/default/files/VAST_2014_StarSPIRE_v9b.pdf

[6] Andrews, C., Endert, A., and North, C. (2010). Space to think: large high-resolution
displays for sensemaking. In Proc of the ACM Conf on Human Factors in Computing
Systems (CHI '10). pg., 55-64. https://infovis.cs.vt.edu/sites/default/files/p55-
andrews2.pdf

[7]Mandar Sharma, Ajay Kumar Gogineni, Naren Ramakrishnan, “Advances in Neural Data-
to-Text Generation”, arXiv, 2023. https://arxiv.org/pdf/2207.12571.pdf

[8] Pirolli, P., Card, S. (2005) The sensemaking process and leverage points for analyst
technology as identified through cognitive task analysis. Proc Intl Conference on
Intelligence Analysis. Vol. 5. 2005. https://www.e-
education.psu.edu/geog885/sites/www.e-
education.psu.edu.geog885/files/geog885q/file/Lesson_02/Sense_Making_206_Camera
_Ready_ Paper.pdf



https://infovis.cs.vt.edu/sites/default/files/VAST_2014_StarSPIRE_v9b.pdf
https://infovis.cs.vt.edu/sites/default/files/p55-andrews2.pdf
https://infovis.cs.vt.edu/sites/default/files/p55-andrews2.pdf
https://arxiv.org/pdf/2207.12571.pdf
https://www.e-education.psu.edu/geog885/sites/www.e-education.psu.edu.geog885/files/geog885q/file/Lesson_02/Sense_Making_206_Camera_Ready_Paper.pdf
https://www.e-education.psu.edu/geog885/sites/www.e-education.psu.edu.geog885/files/geog885q/file/Lesson_02/Sense_Making_206_Camera_Ready_Paper.pdf
https://www.e-education.psu.edu/geog885/sites/www.e-education.psu.edu.geog885/files/geog885q/file/Lesson_02/Sense_Making_206_Camera_Ready_Paper.pdf
https://www.e-education.psu.edu/geog885/sites/www.e-education.psu.edu.geog885/files/geog885q/file/Lesson_02/Sense_Making_206_Camera_Ready_Paper.pdf

